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AIoT (Artificial Intelligence of Things) is a relatively new
term that has recently become a hot topic that combines
two of the hottest acronyms, AI (Artificial Intelligence) and
IoT (Internet of Things). IoT consists of interconnected
things with built-in sensors and has the potential to generate
or collect a vast amount of data. Individual IoT systems can
be integrated into a large-scale system for various modern
applications. With that comes a lot of collected or real-time
data, an intelligent and efficient data processing is essential
to make effective use of the information generated from these
data. The data can be analyzed and utilized with AI for
problem-solving or decision-making. Without AI, IoT would
have limited value. AI can multiply the value of IoT; con-
versely, IoT can promote the learning and intelligence of
AI. However, there are many challenges while deploying
AIoT in practice. For instance, machine learning is one of
the key technologies to be utilized in AIoT systems. Besides,
there are many other issues such as complexity, efficiency,
scalability, accuracy, and robustness related to the increasing
modern AIoT systems and applications.

This Special Issue is aimed at publishing original and
innovative research works that focus on challenging issues in
the field of AIoT technology and applications. After the review
process for evaluating all submitted manuscripts, there are
nine papers accepted for publication in this special issue.

The paper titled “Semantic Integration of Sensor Knowl-
edge on Artificial Internet of Things” by Y. Huang et al.
describes the problem of data meaning matching in coopera-
tions among heterogeneous sensor-based AIoT systems. The

authors propose an ontology-based approach to deal with the
semantic meaning matching problem and propose a compact
Particle Swarm Optimization (cPSO) algorithm to improve
the quality of ontology alignment in different sensor ontologies.
The experiment results indicate that the proposed approach
statistically outperforms other state-of-the-art sensor ontology
matching techniques.

The paper titled “Quasiconformal Mapping Kernel
Machine Learning-Based Intelligent Hyperspectral Data
Classification for Internet Information Retrieval” by J. Liu
and Y. Qiao focuses on the proposed intelligent data classifica-
tion algorithm based on machine learning. The approach of
quasiconformal kernel mapping learning with Mahalanobis
distance kernel functions is presented with a clear framework.
The algorithm can be utilized for Internet-based hyperspectral
data retrieval, which is important for many AIoT applications
such as image and video-based ones. In the experiments, it
achieves advantages on large training sample construction
and is effective to image data classification.

The paper titled “Flower End-to-End Detection Based on
YOLOv4 Using a Mobile Device” by Z. Cheng and F. Zhang
proposes a flower detection approach for smart garden appli-
cations. The method of anchor-based end-to-end deep con-
volutional neural network with YOLO is presented. With
the designed architecture of the flower detection system, the
proposed method performs an improved detection speed
while the accuracy is similar to that of the other methods.

The paper titled “A Node Location Method in Wireless
Sensor Networks Based on a Hybrid Optimization Algorithm”
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by J.-S. Pan et al. deals with the sensor node positioning prob-
lem and proposes a new algorithm namedWOA-QT that com-
bines the Whale Optimization Algorithm (WOA) with QUasi-
Affine Transformation Evolutionary (QUATRE) algorithm.
The algorithm optimizes the received signal strength indication
(RSSI) ranging and weighted centroid positioning (WCL) for
improving the positioning accuracy. In the paper, 30 bench-
mark functions were used to evaluate the performance. The
proposed method achieves a satisfactory positioning accuracy.

The paper titled “URDNet: A Unified Regression Network
for GGO Detection in Lung CT Images” by W. Liu et al.
describes the topic of ground-glass opacity (GGO) nodule
detection in images for medical IoT systems. The authors pro-
pose an end-to-end deep convolutional neural network with a
multi-input and multioutput structure. A two-stage training
method is used, which includes the network backbone training
and URDNet fine-tuning with pretrained weights. The LIDC-
IDRI dataset is used to evaluate the performance, and the pro-
posed method achieves a sensitivity of 90.8%. The approach
could offer a useful tool in medical applications.

The paper titled “High-Dimensional Text Clustering by
Dimensionality Reduction and Improved Density Peak” by
Y. Sun and J. Platoš focuses on the intelligent text-based data
clustering technique. The authors propose a Stacked Random
Projection (SRP) method to reduce the dimensionality of
high-dimensional text data. An enhanced algorithm named
DPC-K-means based on density peak clustering algorithm
is also proposed. Seven text datasets, including BBC News
and Amazon product reviews, were used to validate the pro-
posed approach. The experiment results indicate the method
is superior to other compared algorithms.

The paper titled “Applying Robust Intelligent Algorithm
and Internet of Things to Global Maximum Power Point
Tracking of Solar Photovoltaic Systems” by E.-C. Chang pro-
poses an IoT-based model and control approach to monitor
solar photovoltaic (PV) systems and ensure maximum power
point tracking. A neural network based on quantum particle
swarm optimization (QPSO) and radial basis function (RBF)
is proposed. It is used to find the maximum power of the
photovoltaic array and maintain the highest PV energy
conversion efficiency. The mathematical analysis and simula-
tions show the achievement of tracking accuracy and robust
adaptation.

The paper titled “Developing Deep Survival Model for
Remaining Useful Life Estimation Based on Convolutional
and Long Short-Term Memory Neural Networks” by C.-H.
Chu et al. focuses on the remaining useful life estimation
and failure probability of machines for smart manufacturing.
The authors propose an integrated deep learning approach
with the convolutional neural network (CNN) and long
short-term memory (LSTM) network to deal with the prob-
lem. The dataset provided by NASA is utilized to evaluate
the performance. The results indicate that the proposedmodel
can capture the degradation trend of a fault under complex
conditions and avoid failure with the early prediction.

The paper titled “Fuzzy Obstacle Avoidance for the
Mobile System of Service Robots” by S.-P. Tseng et al. designs
and implements a service robot featured by obstacle avoid-
ance and target user tracking. The obstacle avoidance is

achieved by several ultrasonic sensors and a fuzzy-based
obstacle detection method. The proposed method can effec-
tively improve the anomaly detection of sensors when facing
extreme conditions. It has low computational complexity and
can facilitate real-time operation in the system. The experi-
ment was performed in a real indoor environment, and an
outstanding result was achieved.

Tien-Wen Sung
Pei-Wei Tsai
Tarek Gaber

Chao-Yang Lee
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Path planning and obstacle avoidance are essential for autonomous driving cars. On the base of a self-constructed smart obstacle
avoidance car, which used a LeTMC-520 depth camera and Jetson controller, this paper established a map of an unknown indoor
environment based on depth information via SLAM technology. The Dijkstra algorithm is used as the global path planning
algorithm and the dynamic window approach (DWA) as its local path planning algorithm, which are applied to the smart car,
enabling it to successfully avoid obstacles from the planned initial position and reach the designated position. The tests on the
smart car prove that the system can complete the functions of environment map establishment, path planning and navigation,
and obstacle avoidance.

1. Introduction

In recent years, new industries such as cloud computing, big
data, data center, virtual/augmented reality (VR/AR), 5G,
artificial intelligence (AI), Internet of Things (IoT), and opti-
cal fiber sensing have emerged. These developments have
changed our way of life and have simplified the completion
of tasks that were difficult in the past [1]. Nowadays, Mobile
Robot (MR) is widely used in various fields, such as military,
industrial, agricultural, and many other applications [2].
They can replace humans to complete various difficult or
dangerous operations in dangerous and special environ-
ments such as aviation, underwater, and tunnels. For exam-
ple, MultiModal Mall Entertainment Robot (MuMMER)
[3] can offer the public with an entertaining and engaging
experience in an open-air plaza. Pepper [4] is a human-like
robot, who can serve as a family companion robot for elder
people. Atlas robot [5], developed by Boston Dynamics, can

replace people to perform special tasks in both indoor and
outdoor environments. Robots are required to work in more
and more complex environments nowadays, such as shop-
ping malls, city streets, hospitals, and train stations. Thus,
to coexist harmoniously with people and other agents in
these highly dynamic environments is one of the key prob-
lems. For autonomous driving robots, path planning and
obstacle avoidance are the most basic functions. Traditional
intelligent obstacle avoidance robots generally use binocular
cameras or distance detectors to avoid obstacles. These
robots have poor perception of the environment and high
dependence on light and can only achieve obstacle avoidance
in specific environments. In view of this, the new intelligent
obstacle avoidance vehicle uses a depth camera, which com-
bines machine image recognition and machine vision tech-
nology. It can fulfill lots of SLAM functions such as indoor
mapping, automatic driving, and robotic arm grabbing on
the robot operating system (ROS for short) [6]. The smart
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obstacle avoidance vehicle can be used in safety inspection
and evaluation fields, such as road quality inspection, bridge
maintenance, industrial pipeline leakage, and location search.
It can also replace people to complete logistics and transpor-
tation work in dangerous environments that are not suitable
for humans to work. It can also perform military tasks such
as surveillance, security patrol, pollutant collection, and haz-
ardous material disposal in a more subtle manner.

Path planning is one of the key techniques for guiding the
robot in dynamic environments. The goal of the path plan-
ning is to control the robot from the starting point to the tar-
get point, subject to the constraints such that the robot does
not touch any obstacle throughout the process [7]. According
to the target range of path planning, it can be divided into
local path planning and global path planning [8]. Local path
planning refers to the smart car overall unknown or partially
unknown environmental data, and the environmental infor-
mation is collected by the sensors in real time to determine
the distribution of local obstacles, and the optimal path from
the starting point to the target point is selected, so it is also
called dynamic planning. Global path planning is also known
as static planning, which refers to the smart car knowing all
the geographic data and planning corresponding feasible
paths based on this environmental information, also known
as static planning.

At present, local path planning mainly includes artificial
potential field method and dynamic window approach. The
artificial potential field method is an abstract artificial force
field, which assumes that a virtual gravitational field is
formed between the target point and the car, and the grav-
itational force is inversely proportional to the distance
between the car and the target point; a virtual repulsion
field is formed between the obstacle and the car; the repul-
sive force is inversely proportional to the distance between
the car and the obstacle; the smart car is regarded as a par-
ticle. The path optimization can be achieved by using the
form of gravitation and repulsion functions. The planned
path has fast convergence speed, smooth path, good real-
time algorithm, and small amount of calculation. However,
when facing with a complex dynamic environment, there will
be a situation where the combined force is zero and the car
stops moving during the movement of the smart car, so the
design of the gravitational field is the key to the success of
the algorithm. The dynamic window approach is to combine
the sampled multiple sets of speed with the motion con-
straints of speed and acceleration, then evaluate the simu-
lated multiple sets of trajectories through an evaluation
function, and select the optimal speed corresponding to the
trajectory as the drive of the car. Compared with the artificial
potential field method, this approach has the characteristics
of fast planning, safe and reliable, and good real-time perfor-
mance [8–10].

A lot of researches have been done on global path plan-
ning, and many efficient algorithms have been proposed.
These algorithms can be divided into three categories, Graph
Search Algorithms, Random Sampling Algorithms, and
Intelligent Bionic Algorithms. The Graph Search Algorithms
mainly include the Dijkstra algorithm, A∗ algorithm, BFS
algorithm (breadth-first search), and DFS algorithm (depth-

first search). The Dijkstra algorithm and A∗ algorithms are
widely implemented in the ROS (robot operating system)
[11]. Although these methods are improved by reducing the
number of searching grids through a heuristic estimation,
the planning efficiency is inevitably low when the environ-
ment is complex, however. Random Sampling Algorithms
include BIT (batch informed trees), RABIT (regionally accel-
erated batch informed trees), RRT (rapidly exploring random
tree), and Risk-DTRRT (risk-based dual-tree rapidly exploring
random tree). These algorithms are more efficient and widely
used in dynamic high-dimensional environments. Intelligent
Bionic Algorithms mainly include GA (genetic algorithm),
ACO (ant colony algorithm), ABC (artificial bee colony algo-
rithm), and PSO (particle swarm optimization algorithm).
These methods simulate the evolutionary and biomimetic
insects’ behaviors. Wang et al. [12] proposed the optimization
of the genetic algorithm-particle swarm optimization algo-
rithm (OGA-PSO) to speed up the calculation and solve the
shortcoming of locally optimal. Liu et al. [13] raised a com-
bined algorithm with artificial potential field and geometric
local optimizationmethod, aiming to search a globally optimal
path. Mac et al. [14] optimized constrained multiobjective
PSO with an accelerated update methodology, which can
shorten and smoothen the optimal global robot path.

This paper designs and implements the autonomous path
planning of the smart car. The rest of this paper is organized
as follows. In Section 2, we create a two-dimensional map of
an unknown indoor environment by using the SLAM
method based on depth information to simulate laser scan-
ning data. The Dijkstra global path planning algorithm and
DWA (dynamic window algorithm) local path planning
algorithm are introduced in Section 3. Then, in Sections 4
and 5, we test our combined algorithm in a simulation envi-
ronment and on practical self-built smart cars. The results
show that the car can successfully avoid obstacles from the
planned initial position and reach the designated position.
Section 6 comes with our conclusion that both the algorithm
and the system are proved to be effective and feasible.

2. Building a Map Based on Depth Information

SLAM technology is a very important part in the realization
of intelligent obstacle avoidance vehicle technology. It is a
technology for the intelligent vehicle to rely on various sen-
sors to obtain information about the surrounding environ-
ment and establish a map of the environment, while using
the created environment map to achieve reliable positioning.
It mainly solves the problems such as the navigation of the
vehicle in an unknown environment. This paper uses the
SLAM method based on depth information to simulate laser
scanning data to create a two-dimensional map of an
unknown indoor environment [15].

First, obtain the color map and depth map of the indoor
scene through the depth camera, and establish a geometric
model of depth data, and then implement the function of
simulating 2D laser scanning according to the geometric
model of depth data, and create a 2D map of the surrounding
environment.
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Figure 1 is a schematic diagram of the geometric model of
depth data. The pixel value of each pixel in the depth image
of the environment collected by the depth camera has a cor-
responding depth value. This depth value is the vertical dis-
tance depth from the plane of the object to the plane of the
depth camera, not the straight-line distance R between the
camera and the object. Therefore, only through the corre-
sponding geometric transformation can obtain the distance
information of the object.

The method of geometric transformation is shown in

D = depth i½ � j½ �,

R = D
sin θ

,

8<
: ð1Þ

where the depth value corresponding to the pixel in the i
th row and jth column of the depth image is expressed as
depth½i�½j� and θ represents the angle in the geometric
model coordinates of the coordinate of the pixel in the
depth image [9].

The principle of converting depth map to laser data is
shown in Figure 2. In the schematic diagram of the depth
map to laser data, for any depth image point mðu, v, zÞ in
the image (which is shown as red block in Figure 2), the steps
to convert each pixel datamðu, v, zÞ into laser dataMðx, y, zÞ
are as follows:

(1) Convert the point of the depth image into a point
under the depth camera coordinate system

(2) Calculate the angle ∠AOC between the line AO and
CO

θ = arctan x
z

� �
ð2Þ

(3) ∠AOC needs to be mapped into the corresponding
laser data. Assuming that the minimum range and
maximum range ½α, β� of the laser are known, the
laser beam has N equal divisions, that is, the array
laser½N� can be used to represent the laser data. The
index n of the point M projected into the array laser
can be calculated using the following formula:

n = θ − α

β − αð Þ/N =N∙
θ − α

β − α
ð3Þ

The value of laser½n� represents the distance r between the
point C projected on the x-axis of the point M in the depth
camera coordinate system and the optical center O of the
camera, that is:

laser n½ � = r =OC =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 + x2

p
: ð4Þ

3. Obstacle Avoidance Algorithm

Obstacle avoidance algorithm is the key to navigation, while
path planning is the basic condition of obstacle avoidance

algorithm. According to the target range of path planning, it
can be divided into global path planning and local path plan-
ning. Global path planning refers to finding a good collision-
free path among the known environmentmaps, and local path
planning refers to planning of the intelligent car to realize its
own positioning and dynamic obstacle avoidance through
sensor information in a partially unknown or completely
unknown environment map.

This paper uses the Dijkstra global path planning algo-
rithm and DWA (dynamic window algorithm) local path
planning algorithm. Based on the success of global path plan-
ning, that is, global path planning first plans a roughly feasi-
ble route and then maps the global path to the local map and
then uses the DWA algorithm for local path planning
according to the problem of unknown obstacles that the car
may face. The local path planner selects or truncates the
map mapped by the global path planner based on real-time
information, then samples the velocity space, scores each
generated trajectory to find the optimal trajectory, and then
issues velocity instructions for path planning.

3.1. Global Path Planning Algorithm. Global path planning is
to make the smart car plan a path smoothly from the starting
point (where it is located) to the ending point (target point).
In the process of global planning, first of all, the car is
required to reach the target point accurately and cannot col-
lide with obstacles in the environment, and secondly, it is
necessary to choose the path that can reach the destination
as quickly as possible. The global planner designed at this
time uses the Dijkstra algorithm. After specifying a starting
point and an ending point in the built environment map,
the Dijkstra algorithm expands radially from the starting
point to the outer layer until the target point and plans the
shortest path between these two points.

When using the Dijkstra algorithm to plan the shortest
path, it is usually necessary to specify the starting position
of the car, then introduce two sets S and U . Set S is used
to record the vertices of which the shortest path has not
been found, and the distance from the vertex to the start-
ing point [16].

(1) Initially, the starting point in the map is regarded as
the set S, that is, the set S contains only the starting

D
epth

D
epth

Object Object

R

𝜃 𝜃

R

Figure 1: Schematic diagram of the geometric model of depth data.
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point. The set U contains vertices other than the
starting point

(2) According to the specified starting point, find the
distance d½i� from other points to the initial point.
If the point is adjacent to the starting point, d½i� is
the edge weight (that is, the length between the two
points); if the point is not adjacent to the starting
point, d½i� is ∞

(3) Select the smallest d½i� from the setU (that is, the ver-
tex with the shortest distance from the starting
point), and add this vertex to the set S of vertices that
have found the shortest path; at the same time, the
vertex is removed from the set U of points that have
never found the shortest path

(4) Update the distance from each vertex in the set U to
the starting point

(5) Repeat steps (3) and (4) continuously until all verti-
ces are searched; then, d½i� corresponding to the tar-
get point is the shortest path length. The flowchart
of the Dijkstra algorithm is shown in Figure 3

3.2. Local Path Planning Algorithm. Local path planning is to
let the smart vehicle successfully complete “how to reach the
destination” during the navigation process. Many uncertain
factors may exist in practical car driving, for example, the local
actual situation does not match the global map, temporary
dynamic obstacles, and so on. It will be very dangerous if nav-
igation was performed according to the global map. Thus,
local path planning is necessary to avoid those dynamic or
abrupt obstacles. Local path planning is mainly to avoid obsta-
cles for local unknown obstacles and return to the calculated
global path after avoiding obstacles. This paper uses the
DWA algorithm to solve the local path planning problem.

The DWA is also called the dynamic window method,
and its core idea is to transform the path planning problem
into a constrained optimization problem on the velocity vec-

tor space. Multiple sets of velocities in the velocity space ðv,
ωÞ, formed by the linear velocity v and the rotational velocity
ω of the car, are sampled, and then, the trajectory is simu-
lated. After obtaining multiple sets of trajectories, these tra-
jectories are evaluated, and the optimal trajectory is selected
as the actual trajectory of the car. However, there are certain
constraints when sampling in velocity space. In addition, the
obstacle cannot be regarded as a particle only, and the situa-
tion where the contour of the car may collide with the obsta-
cle needs to be considered. Therefore, the dynamic window
approach is added to the calculation of the expansion radius
of the obstacle. The expansion radius is equal to the farthest
length of the contour particle of the car and the edge of the
obstacle outline. The flowchart of the DWA is shown in
Figure 4. The steps of the dynamic window method are as
follows:

(1) Sampling the data from the speed space to get the
current state of the car

(2) For each sampling speed, calculate the movement
trajectory of the car at this speed for a period

(3) Use the criteria of the evaluation function to score
multiple routes and discard the infeasible routes

(4) The optimal path is selected as the actual trajectory of
the car according to the scoring situation [17]

Note that the number of speed ðv, ωÞ is infinite theo-
retically; thus, it is necessary to limit the speed sampling
range [18]:

The car’s velocity range in its own maximum and mini-
mum speed

Vm = v ∈ Vmin, Vmax½ �, ω ∈ ωmin, ωmax½ �f g: ð5Þ

Due to the limited torque of the motor, the performance
of the car will be affected by the motor drive module, so there
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Origin of world coordinates
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Figure 2: Schematic diagram of converting depth map to laser data.
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is a maximum acceleration and deceleration limit. Therefore,
in the simulation cycle of the car traveling, the speed in the
dynamic window is the speed that the car can actually reach:

Vd = v, ωð Þ ∣ v ∈ Vc −VbΔt, Vc + VaΔt½ � ∧ ωf
∈ wc −wbΔt,wc +waΔt½ �g: ð6Þ

Among them, Vc and ωc are the current speed of the car,
VaΔt and waΔt correspond to the maximum acceleration,
andVbΔt andwbΔt correspond to themaximum deceleration.

At the same time, in order to allow the car to stop before
encountering an obstacle for safety consideration, the speed
should have a range with the condition of maximum deceler-
ation:

Va = v, ωð Þ ∣ v ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2∙dist v, ωð Þ∙vb

p
∧ ω ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2∙dist v, ωð Þ∙ωb

pn o
,

ð7Þ

where distðv, ωÞ represents the minimum distance between
the car and the obstacle, and vb and ωb are the translation
acceleration and rotation acceleration of the car, respectively.
In the sampled speed group, there are several feasible trajec-
tories. Therefore, each trajectory needs to be evaluated in the
form of an evaluation function, so as to obtain the optimal
value of the car at k + 1 time in the speed vector space.

The standard objective function of the DWA is

G v, ωð Þ = γ∙vel v, ωð Þ + α∙heading v, ωð Þ + β∙distant v, ωð Þ:
ð8Þ

Start

Set two sets S and U, and put the starting point into set S

Select the vertex K that is not in the set and has the smallest distance

Find the shortest path
for all vertices?

Find the vertex K with
the smallest distance?

Add vertex K to set S

Yes

Yes

End

No

No

Modify the distance of vertices not in set S

Figure 3: Flowchart of the Dijkstra algorithm.
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Trajectory space
traversal completed?

Optimal trajectory selection

Trajectory evaluation

Generate trajectory space

Speed sampling

Positioning data analysis Data analysis of the car base

Will it collide with
obstacles?

No

No

Figure 4: Flowchart of the DWA.
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The headingðv, ωÞ is a measure of progress towards the
goal location. It is maximal if the car moves directly towards
the target. When the angle between the car and the target
point is 0 degree, the maximum value is

heading v, ωð Þ = 1 − θ

π
: ð9Þ

Among them, θ represents the angle between the car and
the target point.

The distantðv, ωÞ is the distance to the closest obstacle on
the trajectory. L is the distance between the car’s own posi-
tion and the target point at that moment. The larger the value
of the function, the farther the distance to the target point,
and the less likely to be a collision; the smaller the value of
the function, the closer to the obstacle, the greater the prob-
ability of a collision, which also means the higher is the car’s
desire to move around it.

distant v, ωð Þ =
1
L
, 0 ≤ l ≤ L,

1, L≪ l:

8<
: ð10Þ

The velðv, ωÞ is the forward velocity of the car and sup-
ports fast movements.

vel v, ωð Þ = v
vmax

, ð11Þ

where v is the average speed of the car and vmax is the maxi-
mum speed of the car in the speed space.

4. Navigation and Obstacle
Avoidance Simulation

In order to verify the obstacle avoidance performance of the
Dijkstra algorithm and DWA, we have established a 15 × 15
grid environment in MATLAB, as shown in Figures 5–7,
and three groups of simulation experiments are carried out
for navigation and avoidance of both static and dynamic
obstacles. There are three different situations in each group
of simulation, that is, the smart car meets dynamic obstacles
in three ways, head-on, crossing, and overtaking.

The parameters in the simulation experiment are as fol-
lows: the maximum linear velocity and angular velocity of
the smart car are set as 3.5m/s and 40 rad/s; the maximum
linear acceleration and angular acceleration are 0.35m/s2
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Figure 5: Simulation result of head-on situation: (a) the car meets the dynamic obstacle; (b) the car avoids the dynamic obstacle; (c) the car
reaches the target position successfully.
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Figure 6: Simulation result of crossing situation: (a) the car meets the dynamic obstacle; (b) the car avoids the dynamic obstacle; (c) the car
reaches the target position successfully.
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and 60 rad/s2; the linear velocity resolution is 0.01m/s, and
the angular velocity resolution is 1 rad/s. The three weighted
coefficients σσ, ββ, and γσ of the evaluation function are set
as 0.05, 0.2, and 0.1. The starting position is indicated by a
green dot, and its coordinates are (3,14); the target position
is indicated by a red dot, and its coordinates are (15,8); the
radius of dynamic obstacles is 0.3m; the blue curves are the
optimal paths obtained by the Dijkstra algorithm and DWA.

The simulation results of head-on situation are shown in
Figure 5. The dynamic obstacle moves about 55° up to the left
at a speed of 0.35m/s from the initial position (6,12) and
head-on to the car. When meeting the dynamic obstacle, as
shown in Figures 5(a) and 5(b), the car will actively detour
under the dynamic obstacle along the optimal trajectory eval-
uated by the DWA to avoid it. Then, the car continues to
move towards the target position along the optimal trajec-
tory. Finally, we can see from Figure 5(c) that the car reaches
the target position safely and plans a smooth path.

The simulation results of crossing situation are shown in
Figure 6; the dynamic obstacle moves horizontally to the left
at a same speed from the initial position (7.5,12) and crosses

the car. At this moment, the car will still actively detour
under the dynamic obstacle along the optimal trajectory to
avoid it as shown in Figures 6(a) and 6(b). Then, the car con-
tinues to move towards the target position along the optimal
trajectory. Finally, we can also see from Figure 6(c) that the
car reaches the target position safely and plans a smooth
path, too.

The simulation results of overtaking situation are shown
in Figure 7. The dynamic obstacle moves about 55° down to
the right at a speed of 0.15m/s from the initial position
(4,13). When meeting the slow-moving dynamic obstacle,
as shown in Figures 7(a) and 7(b), the car will actively detour
to the left and surmount it to avoid it. Finally, we can still see
from Figure 7(c) that the car reaches the target position safely
and plans a smooth path.

We can find from the above three simulation results that
the smart car can avoid dynamic obstacles well considering
head-on, crossing, or overtaking situations, and the smooth
final path the car planned still meets the global optimal
performance.

5. Navigation and Obstacle Avoidance Tests

A self-built smart car was constructed as shown in Figure 8,
mainly using Jetson Nano as the main controller, a motor
with a reduction ratio of 30, a LeTMC-520 depth camera,
and so on. Before the test starts, the angular velocity, linear
velocity, and IMU of the car should be calibrated, and the
PID parameters of the camera module and motor control
module should be debugged. Various tests such as navigation
and obstacle avoidance can be conducted only after they are
confirmed to be correct and feasible. The working principle
diagram of the car is shown in Figure 9.

5.1. Build Environment Map. When the depth camera and
Rviz visual control platform are working, the grid map can
be utilized and the keyboard can be used to control the car
and collect environmental information. When using SLAM
to model a new environment, it is necessary to manually con-
trol the rotation and forward speed of the intelligent car at
medium level , so as to ensure the accuracy of created map.-
After collecting all the environmental information, save the
established map in time to facilitate future experiments.
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Figure 7: Simulation result of overtaking situation: (a) the car meets the dynamic obstacle; (b) the car avoids the dynamic obstacle; (c) the car
reaches the target position successfully.

Figure 8: Smart obstacle avoidance car.
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The U , I, O, J , K , and L keys in the keyboard correspond to
the left, straight, right, left turn, backward, and right turn of
the control car, respectively.

Figure 10 is a map image collected when the car is just in its
original position, showing the orientation of the car and the
range of the environment currently being collected. Figure 11
is a built environment map of barrier-free information.

5.2. Obstacle Avoidance Tests. All the obstacle avoidance
studies of this paper are based on the environment map.
First, specify a starting position in the map, and then,
use the global path planning and local path planning to
make the car bypass the obstacle to reach the specified tar-
get position.

The test of the obstacle avoidance algorithm is divided
into three situations, from simple to complex. To detect
whether the obstacle avoidance algorithm is suitable for a
variety of occasions, here are some representative detections
as follows:

Machine
vision

module

Provide the electrical
energy required by each
module of the smart car

12V lithium battery

Main
controller
module

Power
module

Motor and
attitude
sensor

Extract depth
information of
surrounding
environment

The central processing unit
needs to have a certain data

processing speed and 
processing quality

It is related to whether
the car can run

smoothly

LeTMC-520 triple
depth camera

Jetson Nano
main controller

Motor with speed
reduction and

mpu6050 gyroscope

Provide
electrical energy

Incoming master
processing

Output speed
and pose information

Incoming master
processing

Figure 9: Principle of the smart car.

Figure 10: The image collected by the car at the original position.

Figure 11: Environmental information of barrier-free objects.
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(a) (b)

(c) (d)

(e) (f)

Figure 12: Continued.
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(g) (h)

(i) (j)

(k) (l)

Figure 12: Obstacle avoidance test in a complex obstacle environment: (a) specifies the starting point; (b) specify the target point; (c) the
starting position of the car; (d) bypass the first obstacle; (e) through box and trash can; (f) bypass trash can; (g) through the trash can and
box; (h) adjust heading angle; (i) bypass box; (j) the car arrives at the designated location; (k) car path planning; (l) the console shows that
the car has reached the destination (complete the task).
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(1) In the simple obstacle environment, only one book is
placed on the road as an obstacle. The test shows that
the car can easily bypass obstacles from the starting
position to the specified target position

(2) In a complicated environment, a book and two milk
tanks are placed on the road, and which are placed
in the road that are relatively close to each other
enough for cars, to avoid obstacles to plan. The test
also shows that the car can avoid obstacles and pass
through the middle of these obstacles

(3) In a more complex environment, pianos, TV cabi-
nets, and tea tables are used as borders on the road,
and books, storage boxes, trash cans, and stools are
used as obstacles. They are staggered to form an S-
shaped roadblock. The specific obstacle avoidance
test is shown in Figure 12. The test still shows that
the car can also successfully avoid obstacles. It is
worth mentioning that an appropriate inflation
radius needs to be chosen carefully if there are differ-
ent sizes of obstacles. In this experimental test, the
value of the obstacle radius was finally set to 0.3
meters after debugging. If there are obstacles with
special shapes and sizes, the obstacle radius value
needs to be adjusted accordingly

The test process of the S-shaped roadblock in a complex
environment is shown in Figure 12.

6. Conclusion

This paper designs and implements a smart obstacle avoid-
ance car system, including hardware platform construction
and software obstacle avoidance algorithm implementation.
The main work can be summarized as follows: (1) A smart
car was self-designed and self-built with a LeTMC-520 depth
camera, a Jetson controller, four motors, and other modules.
(2) Based on the ROS, SLAM technology was used to build a
new unknown indoor environment map by converting
depth map image to laser data; (3) the Dijkstra algorithm
and DWA dynamic window method were used as the global
path planning algorithm and local path planning algorithm,
respectively. The validity and feasibility of the combined
algorithm are approved by simulation results. The practical
experiments were carried out and showed that the car can
successfully avoid obstacles from the planned initial position
and reach the designated position in a smooth planned path.
The algorithm and the system are both proved to be effective
and feasible.
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This study implements Fuzzy logic-based obstacle avoidance and human tracking on an omnidirectional mobile system for service
robots. The mobile system could be separated and combined with the robot which can be controlled remotely and switched to go
forward and avoid obstacles in an indoor environment automatically. The system is able to track and go to the user according to the
user’s position. The omnidirectional wheel was adapted in the power system to perform translating and spinning movements. The
translating movement enables the robot to avoid obstacles faster and flexibly in paths. With the spinning movement, the robot can
quickly find the direction of the object. Finally, the experiments show that the proposed system has good performance in service
environments.

1. Introduction

The mechanical construction and artificial intelligence of
robots have developed rapidly with the advancement of sci-
ence and technology in the past decades [1]. Robots are being
increasingly applied, not only in the fields of traditional
industry, agriculture, and aquaculture but also in many envi-
ronments such as medicine [2], medical equipment [3], edu-
cation [4], home [5], and entertainment [6] where they had
been widely used; robots replace manpower to save labor
costs for enterprises. Factory automation robots such as han-
dling robots and assembling robots can accelerate productiv-
ity and improve product yield. Demolition robots and
exploration robots can replace people in performing tasks
in hazardous environments, reducing risks such as monitor-
ing gas poisoning or gas leakage. Additionally, people have
rising expectations for quality of life. The development of ser-
vice robots decreases the workload of service personnel,
allowing service personnel to do more valuable things,
thereby improving the service quality. Therefore, intelligent
service robots have become an important development trend.

This study extends the previous research by Chen et al.
[7]. The proposed system is equipped with a multifunctional

human-machine interactive multimedia interface so that
users can interact with the robot, and the robot can also guide
users to purchase goods. The robot can adopt Kinect to track
the user and follow or come to the user through the fuzzy
logic control of the motor. The robot body moves the base
and is separable, enabling remote control of the mobile sys-
tem and avoiding obstacles along paths. The system can be
controlled when it is not detached remotely. Finally, some
experiments to test the design are designed. The success rate
is computed in each case after 30 test runs per experiment.
The outline of this study is as follows. Section 2 reviews the
recent relevant work and limits the scope of this paper. Sec-
tion 3 describes the system overview. Section 4 introduces
the proposed composite solution. Section 5 presents the sim-
ulation of this solution. Section 6 draws conclusions and
describes future work.

2. Related Work

In recent years, more and more scholars have researched
mobile robots and have shown many achievements in the
field, such as path planning [8, 9], obstacle avoidance system
[10], navigation system [11], and tracking. As research into
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mobile robots is extensive, this study mainly focuses on
exploring and implementing target tracking, obstacle avoid-
ance, and fuzzy control for the proposed mobile robot.

2.1. Robot Movement. Robots can be classified by movement
mode into wheel robots and foot robots. Foot robots move at
slower speeds than wheel robots but can handle more com-
plex terrains. The most common foot robots are hexapod
[12], quadruped, and biped robots [5]. Wheeled robots
change direction and move faster, suitable for moving in flat
terrain. Chen et al. [13] and Huang and Chiang [14] adopted
wheeled robots as research projects. This study adopts a
wheeled robot as the base of the proposed robot system.

2.2. Target Tracking. This section reviews the relevant
research of mobile platforms and mobile robots that are
capable of target tracking. Li et al. [15] applied 3D cameras
to estimate the target distance and establish the relationship
between the control of input and the depth image, thus con-
structing a human tracking algorithm on a mobile robot.
Zhang et al. [16] used utilized matching to track the target.
The system locks the target according to the clothing color.
Benli et al. [17] examined target tracking for intelligent per-
ception in unmanned systems and focused on perspective
visual and infrared bands, as well as O-D visual band tracking
to approach target tracking. Feng et al. [18] proposed a target
person tracking model based on ultra-wideband (UWB)
technology for human tracking robots and overcome the
challenge of the measurement errors with a modified hyper-
bolic positioning algorithm. Williams and Sukhatme [19]
demonstrated a metric of observability to improve system
localization. Sun et al. [20] presented a 3-DOF pedestrian tra-
jectory prediction approach for autonomous mobile robots.

2.3. Obstacle Avoidance. The main aim of obstacle avoidance
is to measure the distance from obstacles, determine the loca-
tion of obstacles, and identify the shape of different obstacles.
Owing to the rise in computing speed in recent years, many
visual sensing methods for obstacle avoidance have been pre-
sented. Al Arabi et al. [21] proposed a method for navigation
and path planning to avoid obstacles. The robot generates a
2D map using range measurement sensors and obstacle
detection through radar. Mvemba et al. [22] utilized a sensor
mounted on the front of a mobile robot. The servo scans and
detects obstacles within the interval by estimating the dis-
tance of detected obstacles. Ziaei et al. [23] developed a global
path planning method using a single overhead camera based
on the principle of artificial potential fields. Chen et al. [13]
presented a path tracking method for wheeled mobile robots.
Their method includes path planning and controller design.
The path planning employs a B-spline to generate an obstacle
avoidance path, thus decreasing statistically the possibility of
collision.

3. System Overview

This section introduces the design concept of robots and the
important components.

3.1. Robot Mechanism Architecture. The robot is composed of
DC motors, servo motors, aluminum members, plastic parts,
and a control board and is controlled by a Servo Commander
16 control board. The movement method adopts four DC
motors with omnidirectional wheels, which can be rotated
in the same direction or moved in all directions. The joint
utilizes five 25 kg servo motors and six 10.8 kg servo motors,
with an Intel mini host and 10-inch IPS screen. The power
supply applies a 12V 7.2Ah lead-acid battery for the motor
and module, while the screen, Intel mini host, Kinect, and
speaker power supply are powered with a UPS uninterrupti-
ble power system. The head, hands, and waist have 11
degrees of freedom. The height is about 112 cm. The system
can be moved by remote control using a handheld device,
and the robot can be set to move autonomously as shown
in Figure 1.

3.2. System Architecture. The proposed system comprises a
basic commander, RGB-D camera (Kinect), DC motors,
ultrasonic sensors, and a mini PC as shown in
Figure 2. The RGB-D camera transmits target tracking
information while other modules such as the motor con-
troller and sensors are connected to the basic
commander.

3.3. Mobile Platform. The omnidirectional mobile platform is
integrated with four omnidirectional wheels. Generally, the
turning process causes cumulative deviation, causing severe
body displacement after several turnings. Omnidirectional
wheels enable the platform to move horizontally along the
path without constant turning, thus solving the problem of
error accumulation. The platform’s size is 480mm× 480mm
and the four omnidirectional wheels are 102mm diameter
and width 35mm width. The rollers are shaped such that
the overall side profile of the wheel is circular, so as to ensure
the consistency and stability of the wheel in contact with the
ground. The partial force of the wheel can be transformed
into the perpendicular direction by rollers. The torque in an
arbitrary direction is synthesized with the cooperation of
speed and direction of the wheels. Figure 3 shows the omni-
directional mobile platform.

3.4. Depth Camera. Depth data extraction and color image
data acquisition are similar operations, both requiring an
understanding of depth data which is still necessary. Infra-
red light is emitted, and with the detection of infrared
light reflection, the depth value of every pixel in the visual
view can be calculated. In the image frame provided by
the depth data stream, each pixel represents the closest
distance from the object to the plane of the camera. The
maximum value of the depth data is 1220mm to
3810mm. The skeleton tracking scheme builds the joints
of the human body, which can then identify and locate
different body parts, such as the hand, head, and body.
When the object walks into Kinect’s visual field, Kinect
v1 as shown in Figure 4 can find the locations of the 20
joint points and represent the positions in ðx, y, zÞ coordi-
nates. Unlike the depth image spatial coordinates, these
coordinate units are meters. In this way, when objects
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perform many complex actions in front of Kinect, the dis-
placement between the locations of these joints is very
obvious, helping the computer to understand what action
objects are performing.

3.5. Ultrasonic Sensor. The system adopts a Sonar A module
to receive user instructions and measures distance based on
user demands under proper environmental conditions. The
detection distance is 5 meters. Eight ultrasonic waves were

Touch
monitor

Separate
mobile platform

Battery

Servo motor

Depth camera

Host computer
control module
sensor module

Figure 1: The prototype of the robot.

Obstacle avoidance subsystem

Left
ultrasonic sensor

Front
ultrasonic sensor

Right
ultrasonic sensor

Left front
ultrasonic sensor

Right front
ultrasonic sensor

cmdBUS

cmdBUS cmdBUS

cmdBUS

Tracking subsystem

Kinect

Mini PC BT Module

Basic commander

Remote control
subsystem

RF receiver

PS2 Joystsick
control

Power subsystem

Dual DC
motorcontroller block

Dual DC
motorcontroller block

DC motor
controller (A)

DC motor
controller (B)

DC motor
controller (C)

DC motor
controller (D)

Figure 2: System architecture.

3Wireless Communications and Mobile Computing



set up on the mobile platform, at positions as shown in
Figure 5.

4. Proposed Methods

4.1. Fuzzy-Based Obstacle Avoidance. This study proposed a
new anomaly detection method of ultrasonic obstacle avoid-
ance, which can solve the problem of the ultrasonic sensor
failing to detect the distance between the obstacles due to
its shape and material. Therefore, the method can effectively
improve the anomaly detection ability of the ultrasonic sen-
sor when facing extreme conditions. The method provides
stable ultrasonic input values to the fuzzy controller, and
with the stable input range, the method simplifies the design
of the initial member function and fuzzy logic rules and
therefore reduces the difficulty and the time spent in subse-
quent optimization.

In addition, the method has low computational complex-
ity, enabling the entire system to be operated in real time and
to integrate more flexibly with other sensing systems. In the
application of the actual target tracking, the method makes
the translate obstacle avoidance of mobile platforms safer
and thus more practical. Therefore, the mobile platform
can avoid obstacles to target tracking without turning,
decreasing the risk of losing the target when avoiding obsta-
cles. The method can enhance the ability of anomaly sensing
and thus avoid the obstacle safely even if it is applied in a
steering-oriented obstacle avoidance strategy. Because the
ultrasonic distance measurement is triggered and calculated
with the reflected wave, whether the reflected wave can truly
show the presence and the distance from the obstacle is a crit-
ical issue. The distribution of the ultrasonic emission can be
simulated as fan-shaped, while the ultrasonic receiver is trig-
gered to derive the distance only if it receives enough energy.
Therefore, if the obstacle cannot reflect the ultrasonic wave
due to its shape, placement, or material, then the obstacle
detection system will measure the distance inaccurately or
even fail to detect the obstacle. The new method adopts the
ground as a flat plane to reflect the ultrasonic wave stably,
with a fixed difference between the actual distance and the
measurement value. Several distance ranges of stable reflec-
tion zones, called the critical boundary, were chosen and
tested through different types of obstacles, to see which crit-
ical boundary can determine more abnormal conditions with
clear rules. The final critical boundary was chosen after mul-
tiple experiments as a fixed benchmark of anomaly detection.
Figure 6 shows the side view of the critical boundary formed
by the ultrasonic wave.

If the obstacle touches the critical zone, then the value of
the measurement from the reflected wave of the critical
boundary changes, leading to an abnormal state. This abnor-
mal state indicates that the obstacle is too close to the mobile
platform in a specific direction, and therefore, the mobile
platform must move accordingly in order to turn the abnor-
mal state back to normal, maintaining a clear critical bound-
ary to ensure safety. In general, if the invaded obstacle is a
plane with little or no incline, then the distance measured
by the ultrasonic sensor falls, such that even the conventional
obstacle detection method knows that an obstacle is coming

Figure 3: Omnidirectional.

Figure 4: Kinect.

Figure 5: Ultrasonic.
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close. However, if the obstacle material absorbs ultrasound,
or if its shape is cylindrical or with an inclined plane, then
the value of the ultrasonic sensor measurement will be unsta-
ble or simply shows a far distance, since the reflected wave is
received at different times with different energy levels or is
absorbed by the obstacle. In these cases, the conventional
obstacle detection method and the avoidance rules are inef-
fective. In the new method, even if the obstacle is cylindrical,
with an inclined plane or made of a material that absorbs
ultrasonic waves, it still blocks the ultrasonic reflection of
the critical boundary from the ground, making the value no
longer limited to a stable range. Therefore, these cases can
be identified as the obstacle entering the critical boundary
in a particular direction and enabling the mobile platform
to take the corresponding avoidance strategy. Figure 7 illus-
trates the top view of the critical boundary formed by multi-
ple ultrasonic sensors. The proposed method has much better
security of a translate obstacle avoidance strategy for target
tracking.

The traditional translate obstacle avoidance strategy can
avoid target loss by keeping the target inside the sight view
of Kinect, when the target is not too large. However, the tra-
ditional strategy can only rely on the left or right front of the
ultrasonic sensor to determine whether it can move forward
safely. Unfortunately, experimental results indicate that the
left front or the right front of the ultrasonic sensor, when
encountering an inclined plane or cylindrical obstacle, often
fails to find the obstacle or measures the distance from the
obstacle inaccurately, causing the sensor to hit the obstacle
on the side when moving forward. Using the new detection
method, the ultrasonic sensors can detect anomalies earlier
and try to clean the critical boundary by translating in the
opposite direction. The new method can improve the ability
to sense an obstacle, whether it is applied to the translate
avoidance or steering-oriented avoidance strategy. Figure 8
illustrates the comparison results of the conventional and
new methods when using a translate obstacle avoidance
strategy.

The inference needs to find the mass center by integrat-
ing continuously changing functions, making the calculation
process inefficient. To achieve real-time operation, this study
adopts the Sugeno-style inference method.

The Sugeno-style inference scheme uses only one spike of
the single state function as the latter membership function of
the fuzzy rule, which takes the following form:

IF x = AAND y = BTHEN z = f x, yð Þ: ð1Þ

All latter terms of membership functions are represented
by a single state spike. The final step is to adopt the center of
gravity method to calculate a clear output. The fuzzy rule
adopted herein is the zero-order Sugeno fuzzy model, which
is also commonly used in most systems and has this fuzzy
rule:

IF x = AAND y = BTHEN z = k, ð2Þ

where k is a constant. The output of each fuzzy rule is a con-
stant, and all latter terms of membership functions are repre-
sented by a single state spike. The final step is to adopt the
center of gravity method to compute a clear output:

COG =
Ð b
aμA xð Þxdx
Ð b
aμA xð Þdx

=
∑b

aμA xð Þx
∑b

aμA xð Þ
: ð3Þ

Figures 9 and 10 show the corresponding input and out-
put membership functions of our fuzzy logic control system:

(A) The relative distance from the target to the Kinect is
adopted to decide whether to stop, spin, or follow the
target:

(1) Stop. 0-150 cm

(2) Spin to Find the Target. 150-250 cm

(3) Follow the Target. 250-450 cm

(B) The relative absolute angle deviation from the
target to the Kinect:

A1: 0-13 degrees (small-angle deviation)

A2: 10-20 degrees (medium-angle deviation)

A3: 17-30 degrees (huge-angle deviation)

(C) Four-motor rotation output:

B1: 0% power (stop following or spinning)

Critical
boundary

Obstacle

Figure 6: Boundary.
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B2: 50% power (slow following or spinning)

B3: 80% power (fast following or spinning)

(D) Fuzzy rules:

Rule 1: IF x = A1AND y = B1THEN z = ðC1, D1Þ. If the
target angle deviation is small, stop turning or spinning.

Rule 2: IF x = A2AND y = B2THEN z = ðC1, D2Þ. If the
target angle deviation is medium, slow turning or
spinning.

Rule 3: IF x = A3AND y = B3THEN z = ðC2, D2Þ. If the
target angle deviation is huge, fast turning or spinning.

4.2. Target User Tracking. The accurate position of a specific
target user, whether from the front or the back of the mobile
system, is computed by adopting the skeleton extraction
function to calculate the distance and angle between the tar-
get users. The extracted skeleton data contain the following
information:

(1) The user tracking state

(2) The user tracking ID

The fuzzy logic control system needs to receive several
commands from the tracking subsystem, including the start
commands of each of two functions and a cancel command
for both. Generally, the user can give commands to the robot
by speech, but voice recognition may also fail. Additionally, if
the user forgets the commands, it causes annoying user expe-
riences. In order to solve the problem, this study adapted ges-
ture recognition. This is particularly suitable for our system.
Figures 11 and 12 show the three chosen specific gestures.

4.3. Path Planning. The robot path planning problem is one
of the most important research issues at this time. The
requirements of the robot’s path include avoiding the obsta-
cles and shrinking the moving distance. The global map
which contains all obstacle information is needed in some
approaches, such as [24]. However, it is not practical in some
situations in which obstacles may move or change directions.
In this paper, we applied the elastic net-based optimizing pol-
icy on the path which originated from obstacle avoidance.
The elastic net is firstly proposed for the traveling salesman
problem in [25]. It is an effective method for optimizing the
path. The basic idea of the elastic net is an elastic ring with
several points. Each point can be attracted by the neighbors
and the nearest city (in the traveling salesman problem). In
our approach, the elastic net is simplified to an elastic line
from the start point to the stop point, like in Figure 13. Each
point can be attracted by the neighbors and repulsed by the
nearest obstacle. Figure 14 shows the forces on a point of
the elastic net. The point P is attracted by N1 and N2, and
the attractive force is proportional to the distance. The attrac-
tive forces have a tendency to shrink the length of the robot’s

Figure 7: Top view of the critical boundary.
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Figure 8: Comparison methods.
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path. The point P is repulsed by the nearest obstacle O1. The
repulsive force is inversely proportional to the square of the
distance. The repulsive force makes the path to be distant
from the obstacle.

5. Experiment Results

5.1. Experiment Environment. Several experiments were
designed to test the proposed system. These experiments

comprise obstacle avoidance in three environments, when
the mobile platform was separated from the robot, following
the user, and coming to the user. The success rate of each case
was calculated after each experiment 10 times.

5.1.1. Obstacle Avoidance Environment. Figures 15–17 show
the three spaces in the simulated home environment. The
experiments were performed in a real home environment
with a living room, kitchen, and bedroom. The obstacles in
the living room were a sofa, coffee table, and TV cabinet.
The obstacles in the kitchen were a refrigerator and stove

Figure 11: The gesture of “follow me.”

Figure 12: The gesture of “come to me.”

Figure 13: An elastic net for robot path planning.

N1

N2

O1

P

Figure 14: The forces on a point of the elastic net.

Figure 15: Living room.

Figure 16: Kitchen.
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cabinet. The bedroom obstacles were a bed and bedside
cabinet.

5.1.2. Obstacle Types. In order to verify the effectiveness of
robot obstacle avoidance, the experiments were designed
with a variety of obstacles. Irregular shaped obstacles
included the coffee table, sofa, and electric fan in the living

room. Some obstacles were shaped like cylinders.
Figures 18–21 show the different obstacles in each space.

5.2. Experimental Robot Mechanism. The robot was con-
structed according to the design. Figure 22 shows the main
body, which is an aluminum alloy frame including a turnta-
ble with a height of 110–120 cm. The total weight is about
40 kg. The robot can carry an additional 5 kg and can be
moved by the remote control of the handheld device. The
arm part utilizes a connecting rod structure to increase the
load-carrying capacity of the motor. The movement method
adopts four DC motors with omnidirectional wheels of size
10:2 cm × 3:5 cm and a 6mm hub adapter shaft, which can
be rotated in situ or moved in all directions. The joint adopts
five 25 kg servo motors and six 10.8 kg servo motors.

5.3. User Tracking Results. The experiments were first per-
formed in the hall. The robot began to follow the user after
it recognizes the gesture. In this experiment, the user turned
at a corner to test the tracking performance of the robot. The
“come to me” test was performed 30 times at different dis-
tances and failed 1 time at 10 meters, 5 times at 15 meters,

Figure 17: Bedroom.

Figure 18: Plane.

Figure 19: Cylindrical.

Figure 20: Sofa.

Figure 21: Desk.
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and 10 times at 20 meters. The sensor could detect the user
within 10 meters but failed increasingly beyond this distance.
Table 1 lists the experimental results.

In the “follow me” experiment, the ability of the robot to
follow has a good performance and can follow the distance of
the subject by more than 5 meters. Table 2 lists the experi-
mental results.

In the “follow me” experiment, the user gestured to the
robot, and the robot began to follow the user, followed the
user to turn, and continued to follow the user after turning.
The experiment scenes are shown in Figures 23–26.

5.4. Obstacle Avoidance Results. The obstacle avoidance
experiment was run with the living room, kitchen, and bed-
room as the experimental areas. Table 3 lists the experimen-
tal results. The main test criterion is whether the robot can
effectively avoid irregular shaped objects. Experimental
results indicate that the robot avoided 100% of all irregular

Figure 22: Real photo of a service robot.

Table 1: Result of user tracking: come to me.

Tracking length 5m 10m 15m 20m

Success 30 29 25 20

Failure 0 1 5 10

Success rate 100% 97% 84% 67%

Table 2: Result of user tracking: follow me.

Distance 2m 3m 5m 7m

Success 30 29 28 25

Failure 0 1 2 5

Success rate 100% 97% 94% 84%

Figure 23: Gesture to the robot.

Figure 24: The robot follows the user.

Figure 25: The robot turns to follow the user.

9Wireless Communications and Mobile Computing



obstacles. The experimental record was made into a show
film, in addition to the actual test video in Demo Link.

6. Conclusions

This study develops a separable omnidirectional mobile sys-
tem for a service robot. This system performs better than
other tracking methods. The gesture recognition enables
users to make a robot track themselves. Similar to the “fol-
low” function of a tour-guide robot, the “come to me” func-
tion and gesture recognition allow users to call the robot, a
feature that is especially useful in helping someone who is
seriously injured. The tracking function can lock the object
and lock the target if it returns. The relock ability can be
strengthened in the future, by locking the same target using
depth images or based on the clothing color and body sizes.
In terms of remote control and obstacle avoidance, the pro-
posed robot can patrol manually or automatically. Future
work would be to strengthen the patrolling ability by making
the robot start from one place to another destination and
return to the origin. Additionally, traction wheels cause diffi-
culty for a mobile platform to synchronize its steering direc-
tion with the 30 kg robot, causing real-time steering of the
whole robot to fail, even with accurate motor control and cal-
ibration. Replacing the traction wheels with omnidirectional
wheels in the future may improve the steering ability and
speed of the robot. Conversely, to reduce the friction caused
by the robot, the traction wheels could be constructed with
low-friction materials such as plastic in the future. Although
the mobile platform needs more friction to drag the load,
high-friction materials such as rubber can be replaced to
reduce the friction on the current omnidirectional wheels.
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The application of mechanical equipment in manufacturing is becomingmore andmore complicated with technology development
and adoption. In order to keep the high reliability and stability of the production line, reducing the downtime to repair and the
frequency of routine maintenance is necessary. Since machine and components’ degradations are inevitable, accurately
estimating the remaining useful life of them is crucial. We propose an integrated deep learning approach with convolutional
neural networks and long short-term memory networks to learn the latent features and estimate remaining useful life value with
deep survival model based on the discrete Weibull distribution. We conduct the turbofan engine degradation simulation dataset
from Commercial Modular Aero-Propulsion System Simulation dataset provided by NASA to validate our approach. The
improved results have proven that our proposed model can capture the degradation trend of a fault and has superior
performance under complex conditions compared with existing state-of-the-art methods. Our study provides an efficient feature
extraction scheme and offers a promising prediction approach to make better maintenance strategies.

1. Introduction

With the advance of Internet of Things (IoT) technology and
its applications to the industrial environments, data analytics
methods can be applied to the mechanical equipment health
and performance. In fact, any machine breakdown may lead
to a huge loss on production yield. However, sometimes even
a professional and experienced engineer cannot find where
the fault is and also cannot figure out the main cause of the
malfunction. In this case, the company has no choice but to
suspend the production line for the thorough examination,
which is certainly one of the disastrous situations for the
company’s business. In order to keep the high reliability
and stability of the production line, reducing the downtime
for fixing malfunction and the frequency of routine mainte-
nance is necessary. The earliest maintenance technique takes
place only when breakdown happens, which is called break-
down maintenance or run-to-failure maintenance. Later,
companies tend to have time-based preventive maintenance.
It means that engineers perform a preventive maintenance

periodically, in spite of the status of the machine even though
it is in healthy status. Preventive maintenance will cause a lot
of cost and become a major expense of many companies. In
order to save the cost, another maintenance strategy such
as condition-based maintenance (CBM) is figured out to
solve the situation. CBM proposes to reduce the number of
unnecessary regular preventive maintenance and improves
the reliability of machine by implementing maintenance only
when there is an evidence that an exception occurs [1, 2].
Because it is effective in saving the cost to the companies,
CBM has been more and more popular. The prognostics
and health management (PHM) is one of the major tasks in
CBM. The core of PHM is the estimation of the remaining
useful life (RUL) of machines based on the collected informa-
tion of the historical and ongoing degradation trends [2–4].
The flowchart of PHM contains five major processes as
shown in Figure 1, including data acquisition, signal process-
ing, diagnostic, prognostic, and maintenance decision. Data
acquisition is the first process of PHM which is composed
of sensors, data transmission, and data storage devices.
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Different kinds of sensors are used to collect different types of
data, which are related to the health condition and able to
reflect the degradation process of the monitored machine.
Signal processing’s task is to extract useful information from
the data acquired from the previous step. Diagnostic is a pro-
cess to divide the machine’s whole lifetime into different
health status. Prognostic is aimed at estimating the time
length from current time to when it requires repair or
replacement, which is also the definition of RUL. Mainte-
nance decision is the final process in PHM and is used for
analyzing the outputs from diagnostics and prognostics. If
we can predict RUL, we are able to propose a strategy about
scheduling maintenance, avoiding unplanned downtime,
and optimizing operating efficiency and frequency to save
the most cost. However, knowing that the machine and com-
ponents’ degradation are inevitable, the challenge of proper
scheduling grows with the complexity of machines. One of
the key problems in predictive maintenance is the prediction
of the equipment failures should be early enough so that the
proper maintenance could be scheduled before it happens.
Therefore, predictive maintenance is based on the continual
monitoring of the equipment in order to determine the right
maintenance actions at the right times. The organization of
this paper is as follows. Related works on RUL prediction is
introduced in Section 2. Our proposed deep learning
approach with a survival model is described in Section 3. In
Section 4, the experimental results and evaluations are com-
pared with existing state-of-the-art methods and show the
effectiveness of the proposed approach. We conclude the
contributions and limitations of our approach in Section 5.

2. Related Works

Generally, the methods of the RUL estimation problems can
be categorized into model-based, data-driven, and hybrid
approaches. Model-based prediction applies a physical
model of the system for degradation [5]. This approach can
be further divided into microlevel models [6] and macrolevel

models [7]. Microlevel models need to consider the assump-
tions and simplifications in uncertain environments. A
macrolevel model is constructed under different operational
conditions of the physical system which includes the rela-
tionships among input variables, state variables, and system
outputs. However, model-based methods require a large
amount of prior knowledge. The physical models are difficult
to build under many components which limit the effective-
ness of the methods. The data-driven approaches detect the
state of the system via large number of sensor monitoring,
which are more suitable for the complex system and do not
require a comprehensive understanding of the physical
understanding [8]. Currently, high-dimensional data col-
lected in real-life PHM applications makes it difficult to
directly discover the trends for the prognostic algorithm.
There are various operational conditions and health states
in the same type of the system which may cause different deg-
radation processes as well as unit-to-unit variability (UtUV)
[9]. This situation brings difficulty to RUL estimation. Javed
et al. contributed a data-driven prognostics approach based
on extreme learning machine (ELM), which is able to model
degrading states without assuming a homogeneous pattern
[10]. Liu and Chen combined indirect health indicator (HI)
and the smooth monotonic signals from sensory data and
multiple Gaussian process regression (GPR) models to
achieve the RUL prediction [11]. Previous works constructed
a model based on Box–Cox transformation (BCT) and
Monte Carlo (MC) simulation to predict the battery RUL
[12]. Khelif et al. developed a procedure to estimate the
RUL directly from sensor values using the support vector
regression method which models the direct relationship
among sensor values or health indicators [13]. However,
the dramatic changes and variations of the indicators make
a well-trained prediction model that may not be suitable for
the practical applications. The traditional feature extraction
method is hard to get high-level representations from mea-
surements, and the poor prognostic performance may be
achieved. Therefore, capturing hidden patterns from high-

Data acquisition Signal pocessing Diagnostics
Unhealthy

Healthy

Constant

Prognostics Maintenance decision

RUL
phase

Linear degradation
phase

Figure 1: Flowchart of PHM processes.
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dimensional data efficiently is a necessary procedure in the
feature extraction procedure [14]. Hybrid approaches are to
complement the superiority of model-based and data-
driven methods [15]. However, it still remains a challenging
work to utilize the advantages and to avoid the disadvantages
of both approaches.

Recently, data-driven prediction methods focused on the
flexible deep learning models to capture useful information
from high-dimensional data efficiently. Zhang et al.
employed a multiobjective evolutionary algorithmwith tradi-
tional deep belief networks (DBN) for RUL estimation in
prognostics [16]. Sequence learning methods such as the hid-
den Markov model (HMM) were applied to capture time
series information from the sensory data [17–19]. In the
model, each state can only depend on the immediately previ-
ous state and the hidden states must be drawn from the dis-
crete space. However, modeling long time dependencies may
lead to high computational complexity while the set of the
hidden stages grows larger. Recurrent neural network
(RNN) can model time sequence data as well, and some work
applied it to estimate RUL [20]. But RNN has its limitation to
capture the long-term time dependencies, the gradients
propagated over many hidden layers tend to either vanish
or explode [21]. Long short-term memory (LSTM) network
is a significant branch of RNN, can learn long-term depen-
dencies, and avoid gradient disappearance and explosion in
long sequence training. Previous studies have shown that
LSTM networks can expose hidden patterns from the
sequential sensor data with multiple operating conditions,
fault, and degradation models [22, 23]. Some new approaches
based on LSTM, such as bidirectional long short-term mem-
ory (BLSTM) network [24] and vanilla LSTM [25], were pro-
posed. Wang et al. proposed a transfer learning algorithm
based on BLSTM networks, which can be first trained on
the datasets and fine-tuned the model with a different but
related dataset [26]. Recent works also enhanced LSTM net-
works with attention mechanism and generative adversarial
network (GAN) to improve the interpretability and accuracy
of the deep networks [27–29]. The convolutional neural net-
work (CNN) architecture has been proven to be effective for
extracting abstract information on multichannel sequential
sensor data [30–32]. Although LSTM networks enable us to
build and capture long-term time dependencies, its feature
extraction capabilities are marginally lower than CNN [33].
CNN can extract the spatial feature while LSTM can learn
temporal features. Therefore, it is better to learn temporal
features from the slow inherently long-term degradation pro-
cess by combing those two structures. Recent paper proposed
a deep neural network structure using both LSTM and CNN
which can be combined in a serial or parallel manner to
improve the accuracy of the RUL prediction of the equip-
ment [34, 35].

Most of the prior works have focused on the RUL predic-
tion problem which present one numeric RUL value only.
However, it is nearly impossible to find an approach that
can predict RUL exactly the same as the real one. If the vari-
ance is large, it is hard to have confidence on the predicted
result. The RUL prediction problem is also similar to the sur-
vival analysis which is commonly used to model time-to-

death events in the healthcare domain [34]. For example,
the model predicts the failure will happen in 8 days with
80% probability is much better than predict 10 days until
the failure. Martinsson proposed the Weibull time-to-event
recurrent neural network, which is a simple framework for
time series prediction of the time to the next event applicable
[36]. Aggarwal et al. used the Weibull distribution assump-
tion on the time-to-failure event with a linear hazard rate
corresponding to the linear degradation model that most of
the literature makes [34].

Due to the complicated environments in real-life PHM
applications, monitoring sequential sensor data is subjected
to the operating conditions and fault modes for the prognos-
tic algorithm. The existing data-driven methods often rely on
the sensor measurements as a whole data for training that
may cause less effect and bias. To cope with this issue, there
is a great potential to improve the RUL estimation by extract-
ing latent patterns from partial information that is a neces-
sary procedure to capture useful information from high-
dimensional sequential sensor data. It is also valuable to esti-
mate how much time is left of the equipment and the proba-
bility of a failure together. Therefore, we integrate CNN and
LSTM with a deep survival model to enhance the ability of
feature extraction and capture the degradation trend of a
fault with a reasonable prediction horizon.

3. Materials and Methods

The overall workflow of our approach is shown in Figure 2.
Different sensors may have different physical meanings and
numerical ranges. In order to eliminate the influence of
ranges of value, we first apply a min-max normalization
method as feature scaling to adjust the range of sensor values
between 0 and 1. Second, the training data and test data are
prepared with a sliding time window (TW) to generate the
sequential samples. Third, we use 1D temporal convolutions
to learn hidden patterns in those sequential samples without
any interference from the other sensor values. Forth, the
extracted temporal patterns from the 1D convolution would
be fed into LSTM networks to learn the long short-term time
dependencies. Fifth, we use both regression and survival
analyses with the discrete Weibull distribution to estimate
the RUL and failure probability in the training phase. Finally,
we can predict the RUL and the probability of a failure with
test data in the trained model in the testing phase.

3.1. Data Preparation with Time Window. The input sequen-
tial sensor data from an engine are assumed to be a matrix
XðnÞ = ½x1, x2,⋯, xLs � with k sensors (measurements), where
n denotes engine ID and Ls denotes the last observed cycle or
the cycle that fault occurs in Figure 3. A sliding time window
strategy is adopted to generate the temporal sequence data
except sampled at a single time step which may conduct bet-
ter feature extraction efficiently. Taking XðnÞ as an input and
extracting sequential XiðnÞ as Equation (1) by sliding the
fixed time window (TW) with lengthm, this can be presented
in Figure 3:
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Xi nð Þ = xt:t+m−1 = xt , xt+1, xt+2,⋯, xt+m−1� �
, ð1Þ

where xt = ½xt1, xt2,⋯, xtk� represents a k-dimensional array of
measurements at time (cycle) t through a TW size of m.
Therefore, the size of each array extracted each time by TW
is m × k (TW × numbers of sensors), and the number of
arrays is Ls-m (lifetime cycles-TW).

3.2. Temporal Convolutional Layer. To deal with sequential
information more effectively, a CNN layer can be used to
extract abstract and high-level features before LSTM layers.
The temporal convolutional layer consists of three layers,
starting with 1D-convolution, 1D-max-pooling, and
followed by activation function. 1D convolution represents
a filtering window length and moves towards the depth
across the data. We consider that the input data matrix size
is m × k array in XiðnÞ, and there are d kinds of the feature
detectors with w kernel size. So, each feature detector has to
move ðm −wÞ + 1 times and generates the set of feature
detector regionsXdw. Then, we add 1D-convolution weight
kernel w* and bias b so the convolution operation is shown as

Ci = f Xdw⨂ w* + b
� �

: ð2Þ

Where⨂ denotes the Hadamard product (element-wise
product) and f represents the nonlinear activation function,
ReLu. Accordingly, the output feature maps of a 1D-
convolution layer will be the size of ððm −wÞ + 1Þ ∗ d. Since
we have multiple temporal convolution layers, we let Cðl−1Þ

and CðlÞ be the input and output of the lth layer, respectively.

We denote the jth feature map of layer l asCðlÞ
j which can be

computed by

C lð Þ
j = f 〠

i

C l−1ð Þ
i ⨂w*

lð Þ
i,j + b lð Þ

j

 !
: ð3Þ

3.3. Long Short-TermMemory. LSTM cell state relies on three
control gates: input gate, forget gate, and output gate. Input
gate controls the extent to which incoming data flows into
the cell. Forget gate judges which data from the foregoing cell
state to be taken in consideration or be ignored. Output gate
decides whether the value in the cell is used to compute the
output. In the LTSM layer, it performs multiple internal
equations as described below as

f l = σ Wf ∙ hl−1, C
lð Þ
j

h i
+ bf

� �
, ð4Þ

il = σ Wi∙ hl−1, C
lð Þ
j

h i
+ bi

� �
, ð5Þ

fZl = tanh Wc∙ hl−1, C
lð Þ
j

h i
+ bc

� �
, ð6Þ

Zl = f l ⊗ Zl−1 + il ⊗fZl , ð7Þ

ol = σ Wo∙ hl−1, C
lð Þ
j

h i
+ bo

� �
, ð8Þ

hl = ol ⊗ tanh Zlð Þ, ð9Þ

where f l denotes the forget gate, and its main function is
to neglect the data from the previous LSTM cell state. σð Þ is
an activation function sigmoid.Wf is the weight matrix of the
forgot gate, hl−1 denotes the short-term state of previous layer

in the LSTM cell, the feature map of layer CðlÞ
j is the input of

LSTM cell, and bf is the bias vector of forget gate. The input
gate is composed of two parts, il is a vector that determines
which data in the short-term state hl−1 is used to update the

new cell state. After being selected by il,fZl will be added to
the long-term cell state and tan h is an activation function.
Wi and Wc denote the weight matrixes and both bi and bc
denote the bias vectors of the input gate. Then, the forget gate
and the input gate will be used to update the long-term state
of the previous LSTM cell. The output gate ol is also com-
posed of variables where Wo denotes the weight matrixes
and bo denote the bias vectors.

Finally, the LSTM layer connects to the fully connected
layer for estimating the output target RUL value. Dropout
technique is a regularization technique which randomly
drops the hidden nodes with a given probability during train-
ing. It forms neural networks with different architectures in
parallel and then takes an ensemble of them to prevent coad-
aptation. In order to alleviate the overfitting problems, the
dropout is used between the final LSTM layer and the first
fully connected layer [37].

3.4. Loss Function. Survival analysis is also called time-to-
event analysis that is a subfield of statistics for analyzing the
expected time duration until one or more events happen
[38]. This approach calculates the probability of the subject
to ‘survive’ the number of days or cycles [39]. One of the
most commonly used distributions in the survival analysis
is the discrete Weibull distribution which can be presented
as Equation (10). The time-to-failure is modeled with a ran-
dom variable T giving the probability of failure time between
t and t + 1. The probability mass function (PMF) of a discrete
random variable is characterized by two parameters: alpha (α)
is a scale parameter that denotes that the expected value and
mode of the distribution are positioned in time, while the
parameter beta (β) is an indicator of the shape as well as the
variance of our prediction.

Pr t ≤ T ≤ t + 1ð Þ = e− t/αð Þβ − e− t+1ð Þ/αð Þβ : ð10Þ

We have to utilize a special log-likelihood as loss-function,
called the discrete Weibull distribution log-likelihood [34].
The discrete Weibull distribution log-likelihood punishes the
model for predicting high probabilities of failures occurring
during the lifetime without failures for all samples. In addition,
the discrete Weibull distribution log-likelihood will reward
distributions that give high probabilities of the event happen-
ing at that point in time for samples where the failure time is
known. The discrete Weibull distribution log-likelihood can
be defined as follows:
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d yð Þ =Λ y + 1ð Þ −Λ yð Þ = y + 1
α

� �β

−
y
α

� �β
, ð11Þ

log Ldð Þ = �u∙log ed yð Þ − 1
� �

−Λ y + 1ð Þ = y + 1
α

� �β

−
y
α

� �β
= α−β y + 1ð Þβ − yβ

� �
,

ð12Þ

where y denotes the time-to-event value (cycle) and u denotes
either a 0 or 1 machinery health event indicator. Since it is an
average value, we express it by �u. In each training step, we
apply two types of loss functions. We apply linear activation
function for the output value in regression analysis approach
and use mean squared errors (MSE), whichmeasures the aver-
age squared difference between the estimated RUL values and
the true RUL value as loss function. On the other hand, the
activation layer of the discrete Weibull distribution is a cos-
tumed function that is set to use an exponential function for
alpha and softplus function for beta [34]. We use the discrete
Weibull distribution log-likelihood as loss function in failure
probability in the survival analysis approach and estimate
Weibull parameters be the outputs of the layer giving us a dis-
tribution of the training data.

3.5. Performance Evaluation. For the sake of comparability
with other existing state-of-the-art methods, the same met-
rics are used to evaluate the performance. While using the
model to predict the RUL with regression and survival anal-
ysis approaches, there is an error between the predicted RUL
and the actual RUL called root mean square error (RMSE) as
Equation (13). The late prediction might delay the schedule
of the proper maintenance operations, and too early predic-
tion might not be harmful but still wastes more maintenance
resources. Since the key aspect is to avoid the failure, early
prediction is generally more desirable than late prediction.
The scoring function as Equation (14) penalizes late predic-
tions more than early predictions to evaluate the model. In
addition, we also calculate MAE as Equation (15) and R2 (R
squared) coefficient of determination which is a statistical
measure of how well the predictions approximate the real
data points for more comparison between the two analysis
approaches. The higher R2 value means more information
about the fit of a model can be explained.

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
∙〠

N

i=1
RULTrue − RULPredictedð Þ2

vuut , ð13Þ

score = 〠
N

j=1

e− RULTrue−RULPredictedð Þ/13 − 1, if RULTrue − RULPredictedð Þ < 0,

e− RULTrue−RULPredictedð Þ/10 − 1, if RULTrue − RULPredictedð Þ ≥ 0,

(

ð14Þ

MAE =
1
N
∙〠

N

i=1
RULTrue − RULPredictedj j: ð15Þ

4. Results and Discussion

4.1. Datasets. We adopt the dataset from the Commercial
Modular Aero-Propulsion System Simulation (CMAPSS)
dataset provided by NASA [40]. The CMAPSS dataset is well
known in the PHM community and has been widely used for
evaluating predictive performance. The dataset consists of
simulated degradation data of turbofan engines generated
with the thermodynamical simulation model. This dataset
includes four subdatasets with different operating conditions
and fault modes. A description of four subdatasets is shown
in Table 1. A fleet of engines in the FD001 dataset suffered
the high-pressure compressor failure under a single operat-
ing condition. For FD002, the sample suffered the high-
pressure compressor failure under six operating conditions.
In the FD003 situation, the sample suffered high-pressure
compressor and fan degradations under a single operating
condition, while in FD004, the sample suffered under six
operating conditions. There are 26 columns in each subdata-
set, including engine unit number, number of cycle, three
operational settings, and 21 sensor measurements. Each sub-
dataset is divided into a training set, a testing set, and actual
RUL corresponding to the test data. The different subsets
have different numbers of engines with various operational
cycles. As the operating time increases, the engines start to
degrade until a failure occurs in the training datasets, while
the degradation in the test datasets ends prior to the occur-
rence of a failure. The purpose of the proposed algorithm is
to predict the RULs of the test datasets, and the true RUL
targets of the test datasets are also provided to calculate the
prognostic performance.

4.2. Performance of Regression and Survival Analyses. We
randomly select 80 percent of the samples from the training
set to train the models and the remaining 20 percent of the
instances is used as the validation set to select the parameters
in the training phase. We predict the RUL from the test data
using a trained model and denote the performance compar-
ing with state-of-the-art methods in Table 2. In Table 2, the
italicized numbers denote the top 3 ranked results among
those methods. The first three are regression-related
algorithms including the multilayer perception (MLP) [41],
support vector regression (SVR) [42], and relevance vector
regression (RVR) [43], and the others are deep neural net-
work related. The deep learning methods show better perfor-
mance than the traditional machine learning methods. Our
proposed approach achieves the lowest RMSE values and
scoring function based either on regression analysis or on
the discreteWeibull distribution for the FD002 and has supe-
rior performance for scoring function in FD004. We perform
significantly reduce 5.19 and 0.15 in terms of RMSE and
show improvement 1:75∗103 and 1:11∗103 in terms of
scoring function, for FD002 and FD004, respectively. The
samples working in multimodal switching in FD002 and
FD004 datasets are more challenging for obtaining accurate
prediction results. Our proposed network structure is able
to find hidden patterns, and the prediction capability of the
proposed method is better than the existing RUL prediction
methods under the complex conditions. According to the
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defining of RMSE in Equation (13), the extrapolated RUL
value as shown in FD001 and FD003 leads to little larger
RMSE in the results. Although those subsets did not reach
the best performance in RMSE, the score values are close to
the best one. The experimental results also show that the
integrated deep learning-related methods such as DAG and
our method get better performance than previous single
CNN or LSTM methods. Based on the comparison of the
scoring function evaluation criteria, it can be seen that our
proposed method appears in the top 3 ranked results among
all four benchmark datasets, but the DAG method get three
out of four in the experimental results. It shows that our pro-
posed method can avoid failure with the early prediction.

One engine unit may have its own historical sensor data,
and we apply the fixed sliding time window to scan the his-
torical data to generate the several sequential sensor data.
We estimate the RUL and its probability of failure corre-
sponding to each sequential data and then construct the
Kaplan-Meier survival curve. Figure 4 shows the predicted
and the actual degradation process of the four randomly
selected engines in each subdataset from the test data with
Kaplan-Meier curve. We can find that the engines have
20% probability to keep running after 100 cycles, namely,
the engines have 80% probability that it will have failure after
operating 100 cycles in Figure 4(a). The survival probability
of these engines decreases by 10%~20% after every 20 cycles.

From FD002 in Figure 4(b) and FD004 in Figure 4(d), the
degradation trends have a fast decrease at the beginning
and become steady when left 10% probability of availability,
which is very close to failure. As for FD003 in Figure 4(c),
there is a plateau in the right extrapolated tail of the
Kaplan-Meier curve and it may cause the error between the
predicted and true values to become bigger with cycles. This
is the reason that RMSE of FD003 cannot surpass other
approaches.

We describe the difference of our7 approach based on the
discrete Weibull distribution and regression analysis with the
linear model to predict the failure cycle. In Figures 5–8, we
randomly selected four engines in each subdataset as
examples and showed Kaplan-Meier curve with confidence
intervals and probabilities based on the discrete Weibull dis-
tribution and RUL value based on linear regression analysis
under time cycles. The results in Figures 5–8(b) have more
variance and more error at the beginning of the estimation
in the regression analysis approach, especially when the con-
ditions become more complicated. It is easy to find that the
prediction errors are greater in the early stage of degradation
than in the late stage of degradation in the regression analysis
approach. Due to the late stage with more sequential infor-
mation comparing to the early stage, the predicted results
can get better performance. The traditional RUL methods
based on the regression analysis might lead to inconsistent

Table 1: The description of the CMAPSS dataset.

Subdataset FD001 (training/test) FD002 (training/test) FD003 (training/test) FD004 (training/test)

Engines 100/100 260/259 100/100 249/248

Operating condition 1 6 1 6

Fault mode 1 1 2 2

Table 2: The performance comparing our approach and state-of-the-art methods.

Methods
FD001 FD002 FD003 FD004

RMSE Score RMSE Score RMSE Score RMSE Score

MLP [41] 37.56 1:80 × 104 80.03 7:80 × 106 37.39 1:74 × 104 77.37 5:62 × 106

SVR [42] 20.96 1:38 × 103 42.00 5:90 × 105 21.05 1:60 × 103 45.35 3:71 × 105

RVR [43] 23.80 1:50 × 103 31.30 1:74 × 104 22.37 1:43 × 103 34.34 2:65 × 104

CNN [31] 18.45 1:29 × 103 30.29 1:36 × 104 19.82 1:60 × 103 29.16 7:89 × 103

LSTM [22] 16.14 3:38 × 102 24.49 4:45 × 103 16.18 8:52 × 102 28.17 5:55 × 103

ELM [10] 17.27 5:23 × 102 37.28 4:98 × 105 18.47 5:74 × 102 30.96 1:21 × 105

DBN [15] 15.21 4:18 × 102 27.12 9:03 × 103 14.71 4:42 × 102 29.88 7:95 × 103

MODBNE [16] 15.04 3:34 × 102 25.05 5:59 × 103 12.51 4:22 × 102 28.66 6:56 × 103

RNN [19] 13.44 3:39 × 102 24.03 1:43 × 104 13.36 3:47 × 102 24.02 1:43 × 104

DCNN [32] 12.61 2:74 × 102 22.36 1:04 × 104 12.64 2:84 × 102 23.31 1:25 × 104

BiLSTM [26] 13.65 2:95 × 102 23.18 4:13 × 103 13.74 3:17 × 102 24.86 5:43 × 103

Aug+CNN+LSTM [30] 23.57 1:22 × 103 20.45 3:10 × 103 21.17 1:30 × 103 21.03 4:00 × 103

DAG [35] 11.96 2:29 × 102 20.34 2:73 × 103 12.46 5:35 × 102 22.43 3:37 × 103

CNN+LSTM w/regression 14.04 3:10 × 102 15.15 1:08 × 103 14.62 3:25 × 102 21.92 2:26 × 103

CNN+LSTM w/Weibull 13.98 2:31 × 102 15.77 9:79 × 102 15.55 6:72 × 102 23.05 3:67 × 104
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Figure 4: Results of the discrete Weibull distribution with Kaplan-Meier curve for all engines in each subdataset.
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Figure 5: Result of engine ID 58 in FD001 (a) based on the Weibull distribution and (b) based on regression.
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predictions that are posing a dilemma for the maintenance
decision. Instead, the survival analysis based on the discrete
Weibull distribution has a smoother trend with Kaplan-
Meier curve in Figures 5–8(a). On the other hand, previous
works based on the regression analysis only evaluate the per-
formance at the last time step of each engine for RUL estima-
tion and do not achieve confidence intervals for the
corresponding RUL prediction. Our model based on the dis-
crete Weibull distribution represents the probabilities of the
failure and the trustworthy confidence intervals for the inher-
ent uncertainties with the degradation process.

4.3. Performance with Different Time Windows. We apply
more reference to compare the performance with different
TW lengths based on two analysis approaches for each sub-
dataset in Tables 3–6. The italicized numbers denote the best
results among different TW under two analyses. As for MAE
and RMSE, regression analysis approach usually has better
performance than the Weibull distribution. As for R2, it

shows that the discrete Weibull distribution is much more
explainable and also denotes that the degradation trends of
the turbofan engines are more similar to the Weibull
distribution.

5. Conclusions

With the growth of smart manufacturing in the industry,
more and more data will be collected and deep learning
models will be extremely applied to estimate the health state-
ment of a machine for the maintenance strategy. The predic-
tive maintenance can bring advantages for proposing
strategies to optimize the maintenance schedule with a goal
of reducing unplanned downtime, as well as needless preven-
tive maintenance to save the most cost for the company. We
propose an integrated deep learning approach with convolu-
tional neural networks and long short-term memory net-
works to learn the latent features and estimate remaining
useful life value with deep survival model based on the
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Figure 6: Result of engine ID 64 in FD002 (a) based on the Weibull distribution and (b) based on regression.
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Figure 8: Result of engine ID 202 in FD004 (a) based on the Weibull distribution and (b) based on regression.

Table 3: Results of FD001 with two analyses and different TW.

Loss function (regression) Loss function (Weibull)
TW MAE RMSE R2 Score MAE RMSE R2 Score

20 17.26 23.13 0.65 3,737 20.24 28.64 0.84 12,492

30 15.06 19.06 0.73 1,065 15.08 21.50 0.91 2,324

40 12.81 17.89 0.79 994 14.14 19.91 0.91 2,164

50 11.29 14.90 0.86 431 13.14 19.23 0.91 5,861

60 10.20 14.04 0.88 310 13.69 20.36 0.90 31,427

70 10.80 14.33 0.87 254 13.98 20.01 0.90 5,888

80 10.32 14.14 0.86 198 11.63 15.45 0.93 325

90 10.36 14.15 0.87 200 10.50 13.98 0.94 231

100 9.99 13.98 0.79 190 11.17 15.02 0.91 254

110 9.91 13.81 0.77 183 11.03 15.43 0.90 389

120 9.44 13.85 0.86 161 9.79 13.73 0.93 206

Table 4: Results of FD002 with two analyses and different TW.

Loss function (regression) Loss function (Weibull)
TW MAE RMSE R2 Score MAE RMSE R2 Score

20 23.85 32.58 0.50 44,982 22.88 33.89 0.81 46,493

30 24.09 33.36 0.59 41,297 21.94 30.90 0.84 29,696

40 22.22 31.75 0.63 36,752 20.86 28.92 0.86 21,125

50 18.94 27.62 0.70 12,390 18.24 25.60 0.88 7,232

60 16.04 22.42 0.81 4,696 17.31 24.60 0.89 5,494

70 13.98 20.34 0.84 3,232 16.11 21.87 0.90 3,497

80 13.43 20.03 0.80 5,478 15.19 20.12 0.90 2,293

90 10.71 15.15 0.87 1,085 13.57 17.58 0.91 1,349

100 10.37 15.32 0.84 1,476 11.70 15.77 0.91 979

110 9.96 15.13 0.84 1,414 13.53 17.97 0.88 1,701

120 9.64 14.27 0.84 790 12.69 16.39 0.88 1,810

Table 5: Results of FD003 with two analyses and different TW.

Loss function (regression) Loss function (Weibull)
TW MAE RMSE R2 Score MAE RMSE R2 Score

20 14.41 20.20 0.79 2,437 33.45 49.28 0.52 4,598,400

30 11.79 17.12 0.85 1,700 24.94 37.87 0.65 139,633

40 11.01 16.02 0.83 1091 15.86 24.33 0.88 9,330

50 11.24 15.41 — 679 14.45 21.82 0.90 8,597

60 10.80 14.62 0.86 325 14.69 23.57 0.87 32,361

70 12.08 15.94 0.80 401 14.11 22.73 0.88 22,581

80 11.87 16.54 0.82 379 13.69 23.01 0.87 30,087

90 12.25 17.25 0.79 353 14.00 23.42 0.86 39,985

100 11.88 17.53 0.78 366 14.60 25.52 0.83 30,360

110 12.58 19.41 0.76 463 12.21 20.98 0.89 11,536

120 13.45 21.20 — 625 9.81 15.55 0.93 672

Table 6: Results of FD004 with two analyses and different TW.

Loss function (regression) Loss function (Weibull)
TW MAE RMSE R2 Score MAE RMSE R2 Score

20 27.81 36.39 0.54 58,522 28.69 38.56 0.78 345,533

30 27.44 35.89 0.52 65,319 27.36 36.75 0.76 580,301

40 22.77 30.32 0.64 17,827 23.16 31.59 0.84 41,486

50 21.16 29.17 0.68 13,305 20.87 28.67 0.84 10,035

60 19.41 26.37 0.73 11,064 21.59 29.99 0.84 51,971

70 19.83 27.56 0.73 6,999 18.11 26.05 0.88 11,148

80 18.59 24.55 0.78 4,652 18.85 27.68 0.86 120,754

90 18.41 24.93 0.77 4,832 16.90 24.36 0.89 75,231

100 17.78 23.69 0.77 3,448 15.71 23.05 0.89 36,726

110 16.11 21.97 0.81 2,726 16.95 24.98 0.87 96,205

120 16.29 21.92 0.82 2,260 16.75 25.09 0.88 122,440
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discrete Weibull distribution. Our works can not only esti-
mate RUL but also learn the failure probability. We can pro-
vide reference for making a decision about when and how
often the replacement should be implemented. In particular,
our approach does well on the harder task under the complex
conditions with a subtle drop on the error and scoring func-
tion compared with other existing state-of-the-art methods.
The improved results have proven that our proposed model
can capture the degradation trend of a fault under complex
conditions and avoid failure with the early prediction. The
limitation of our approach is that our model relies on the spe-
cific probability distributions corresponding to a mixture of
the two-parameter discrete Weibull distributions that may
not be suitable for every degradation process. There are still
some available distributions that can be implemented in the
survival analysis approach. The data-driven deep learning
approach depends on the quality of the data and strongly
requires large labeled training datasets in the supervised
learning. But getting sufficient run-to-failure data for train-
ing process is very difficult, especially for new systems. For
further improvements, it may be possible to use a generative
adversarial network for data augmentation or generation for
the future research. Since the data condition and fault mode
are different between subdatasets, further optimization via
transfer learning method is still necessary to improve the sta-
bility of the method and then efficiently apply to solve other
problems.

Abbreviations

XðnÞ: Matrix including cycles and sensor measurements of
nth engine

k: Types of sensor measurements (features)
Ls: Last observed cycle or the cycle that fault occurs
m: Time window (TW) length
xt : k-dimensional array at cycle t of an engine
XiðnÞ: Sequential data extracted from XðnÞ with size m × k
xtk: The value at cycle t and sensor measurement k in xt

d: Kinds of the sliding windows (feature detector) in
CNN

Xdw: Set of feature detector regions with w kernel size w in
CNN

CðlÞ: Convolutional lth layer
f l: Forget gate’s activation vector of the layer l in LSTMfZl : Cell input activation vector of the layer l in LSTM

Zl: Cell state vector of the layer l in LSTM.
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The important dare in the solar photovoltaic (PV) system is to investigate the performance under partial shading conditions. A
robust intelligent algorithm (RIA) connected with internet of things (IoT) is developed to offer the real-time monitoring of solar
PV systems, thus ensuring global maximum power point tracking (MPPT). The RIA comprises a limited-time terminal sliding-mode
control (LTTSMC) and a quantum particle swarm optimization- (QPSO-) radial basis function (RBF) neural network. The LTTSMC
creates a quick limited-system-state convergence time and allows for singularity avoidance. However, if the system ambiguity is
overrated or underrated, the tremble phenomenon or steady-state error probably occurs around the LTTSMC. The QPSO-RBF
neural network is integrated into LTTSMC to handle plant parameter variations and external load perturbations, thus reducing
tremble and steady-state errors. With the aggregation of the RIA and the IoT, the remote monitoring in the solar PV system yields
faster convergence to nonsingular points, and it also introduces neural network method to achieve more accurate ambiguity
estimation. Experimental results show the mathematical analysis and performance enhancement of a prototype algorithm-controlled
solar PV system based on digital signal processing under transient and steady-state loading conditions. Because the proposed solar
PV system has notable advantages over the classical terminal-sliding solar PV system in terms of tracking accuracy and robust
adaptation, this paper is worthy of reference to designers of relative robust control and neural network learning algorithm.

1. Introduction

The robust intelligent algorithm for the internet of things
supports the remote monitoring of real-time solar PV data,
such as panel voltage, current, power, temperature, and solar
radiation. In order to achieve the maximum power point
tracking of a photovoltaic system, the output side of the solar
cell needs to be regulated with a switching power converter
with maximum power point tracking control, which allows
the solar panel to output the maximum power and achieve
fast and accurate tracking [1–6]. Various maximum power
point tracking (MPPT) methods have been proposed in the
literature, such as perturbation observation, incremental
conductance, fuzzy control, and linear approximation [7–
10]. However, the solar illumination and ambient tempera-
ture are closely relative to the maximum power output of

the solar panel. Most of these MPPT algorithms cannot offer
a strict convergence and stability analysis or have the prob-
lem with fast tracking to the maximum power point, result-
ing in reduced output power. Sliding-mode control (SMC)
is simple and easy to design and has the robustness to para-
metric variations and external interference during the sliding
process [11–17]; many relative SMCs have been published
for the control of solar PV systems [18–20]. However, in
practice, the stability, convergence, and performance of solar
PV systems controlled by the law of the SMC are compro-
mised when the system state convergence time is not finite,
and the tremble and steady-state error occurs under the
influence of ambiguous interferences. Recently, the limited-
time terminal sliding-mode control (LTTSMC) not only
has a robust design method, clear analysis of convergence,
and stability, but also provides a limited-system-state conver-
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gence time and improves the dynamic quality of the PV sys-
tem [21–23]. However, PV arrays are susceptible to partial
shading caused by construction, trees, dust, etc. (greatly
reduce the output power of the system and result in large
energy losses), and therefore the output characteristics of
PV arrays may change irregularly, resulting in multiple area
extremes of output power. At this moment, using the previ-
ously described methodologies of maximum power tracking
(such as disturbance observation method, the incremental
conductance method, the fuzzy control method, and linear
approximation method) would be trapped in the dilemma
of tracking to local maximum power points instead of global
maximum power points. Some other global optimization
algorithms are proposed, such as genetic algorithm (GA), dif-
ferential evolution (DE), simulated annealing (SA), and ant
colony optimization (ACO) [24–27]. But they either con-
verge prematurely to local optimization or search time is
too long. Recently, based on the advanced development of
artificial intelligence (AI) [28–34], the radial basis function
(RBF) neural network can approximate complicated nonlin-
ear functions by using Gaussian kernels and possess fast
learning speed, leading to better transient and steady state
for MPPT in PV systems. Also, particle swarm optimization
(PSO) is a simple and effective method that has been applied
to the actual MPPT systems [35–37]. Its improved version
QPSO (quantum particle swarm optimization) can address
the drawback of regular PSO which converges easily to local
solutions, guaranteeing convergence to global optimal solu-
tions [38–41]. Therefore, inspired by good algorithm design
concepts and practical applications [42–45], it will be a good
idea to combine the QPSO with RBF neural network. Such
hybrid learning mechanism uses optimal methodology and
neural network into a systematical structure to govern ambi-
guity, randomness, and time-varying vagueness, endowing
with more accurate constraint estimates. For this reason,
the LTTSMC with QPSO-RBF neural network can attenuate
the tremble when the ambiguity value is overrated or reduce
the steady-state error when the ambiguity value is underrated.
In other words, by using the QPSO-RBF neural network and
system state information, the switching gain of the LTTSMC
can be adaptively adjusted to moderate the overconservation
of the LTTSMC design, thereby lessening the tremble and
offering global maximum power output. When subjected to
partial shading and under high-ambiguity conditions, experi-
mental results from digital implementation show that the
proposed algorithm will enable the solar maximum power
tracking system to enhance the performance during steady
state and tracking speed during transient conditions.

2. Description of Solar PV System

In order to increase the efficiency of solar PV systems, it is
necessary to have a maximum power tracking function. In
particular, it should be noted that when the PV array encoun-
ters a partially occluded phenomenon, the power-voltage
curve shows multiple peaks (Figure 1), and traditional maxi-
mum power tracking methods (e.g., perturbation observa-
tion, incremental conductance, and hill climbing) will fall
into a local maximum power point instead of a global maxi-

mum power point. In addition, there is a voltage reference
value corresponding to the maximum power point of a solar
PV system. Therefore, a Zeta DC-DC converter (Figure 2) is
used to adjust the solar cell voltage (for the maximum power
point voltage). This is because the output voltage of Zeta DC-
DC converter can be higher/lower than the input voltage and
have the same polarity with continuous output current. Due
to the small-ripple inductor current, it can reduce the tremble
during steady-state sliding mode.

For solar PV systems, we propose a QPSO-RBF neural
network which calculates a voltage reference at the maximum
power point in a solar array under partial shading conditions,
and a limited-time terminal sliding-mode control achieves
the vPV to reach the voltage reference. The system state vari-
ables of the solar PV system are derived from the following
matrix. The solar Zeta DC-DC converter circuit shown in
Figure 2 uses the switch on and off states to express the
matrix of the solar PV system as follows:

_x tð Þ = f x tð Þð Þ + g x tð Þð Þu, ð1Þ

where _x = ½ _vPV _iL1 _iL2 _vc1 _vc2�T ,udenotes control inputwithduty
cycle signal, f = iPV/Ci −vc1/L1 −vc2/L2 iL1/C1½ ðiL2− ioÞ/
Co�T , and g = − ðiL1 + iL2Þ/Ci½ vPV+vc1 ðvPV+vc1Þ/L2 −ðiL2
+ iL1Þ/C1 0�T . It should also be noted that the parameters of
the Zeta DC-DC converter need to be appropriately
designed as suggested below [46–49]. In actual coupled
inductor, the inductors have unequal inductance, and the
ripple currents are not completely the same. For the required
ripple current value, the inductance of the coupled inductor
can be estimated to be half of the required inductance when
two independent inductors (L1 and L2) exist; this can be
referred to (4) and (19) in [46, 47], respectively. The cou-
pling capacitor C1 shown as (6) in [48] can be designed
based on the ripple voltage. Also, (19) in [49] shows that
the output capacitor Co is recommended to have sufficient
capacitance to keep the DC-link voltage and to provide con-
tinuous load current under high switching frequency.

The control objective in a PV system is to make vPV track
the reference voltage vr . The error e1 = vPV − vr can be
defined as the difference of the vPV and the reference voltage,
at which the control rule is designed, and the purpose is to
design the control rule well. Then, to convert the DC voltage
generated from Zeta DC-DC converter to AC voltage,
Figure 3 shows the circuit diagram of a single-phase full-
bridge voltage source inverter, followed by LC filter. The
full-bridge DC-AC inverter is the core of the system, which
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Figure 1: Power-voltage curve for partial shading.
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converts the DC input chopper into a series of pulse-width
modulation according to the modulation signal. The function
of second-order LC filter is to eliminate the high-frequency
component of chopper output voltage vi. We also need to
pay attention to the selection and determination of the LC fil-
ter component values of the full-bridge DC-AC inverter,
which can refer to the recommendations in the following lit-
erature [50–52]. (1) Selection of switching frequency [51, 52]:
usually in order to reduce the size of the LC filter, the switch-
ing frequency of the insulated gate bipolar transistor switches
can be picked from 3kHz to 15 kHz, and the silicon carbide
MOSFET switches can be chosen higher than 30 kHz switch-
ing frequency. (2) Selection of a factor value relative to LC
low-pass filter cutoff frequency [50]: when there is a greater
factor value, the switching and fundamental frequencies yield
more descent and less amplification, respectively. Once the
suggested modulation value is lower than 0.95, the least value
of this factor can be obtained. (3) Selection of a factor value
relative to the switching frequency and the inductor ripple
current [52]: the inductor ripple current limit value of 20%
to 40% can be recommended. The factor is chosen by the
equations (8), (20), (25), and (26) of [50], thereby acquiring
the L and C values. Applying KVL and KCL, the state space
equation for a single-phase inverter can be expressed as
€vAC = −vAC/LC − _vAC/RLC + kpwm ⋅ uinv/LC, where kpwm
stands for the equivalent gain of the inverter. Therefore, the
error state equation of the inverter is obtained as _xe2 = −xe1/L
C − xe2/RLC + kpwm ⋅ uinv/LC − vAC,r/LC − _vAC,r/RLC − €vAC,r,
where xe1 = vAC − vAC,r, _xe1 = xe2 = _vAC − _vAC,r, and vAC,r is a
demanded sinusoidal reference. Figure 4 displays the structure
of the whole control system, and in order to allow the error

states converged to zero, the control law uinv is designed via
fractional proportional–integral (FPI) method expressed as
xe1 ⋅ ðkp + kiðd−α/dt−αÞÞ, where kp is proportional gain, ki
denotes integral gain, and α symbols the noninteger order of
the integral term. It must be mentioned that the FOMCON
toolbox of the Matlab/simulink package software offers FPI
control applications, such as the identification of dynamic
models in the time domain and frequency domain, and con-
troller design. This paper employs the FOMCON toolbox to
get the gain values of kp and ki, and then these gain values
are adopted in digital implementation, thereby achieving good
inverter response [53–56].

3. Control Design

The limited-time sliding function can be written as

s = e1 +
1
λ
eq/p2 , ð2Þ

where e1 = vPV − vr , e2 = _e1, λ > 0, and p and q intend by pos-
itive odd numbers (p < q < 2p). Afterward a sliding-mode
reaching rule _s = −η1jsj1−γ1 sgmðsÞ − η2jsjγ2 sgmðsÞ is recom-

mended to be employed. Note that a sigmoid function sgmð
sÞ = s/τ/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + ðs/τÞ2

q
; here, τ is a small positive constant.

The control law of the LTTSMC can be expressed as

u = ueq + us: ð3Þ
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Figure 2: Solar PV powered Zeta DC-DC converter.
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Since ueq is the equivalent control without interferences,
it can be written succinctly as

ueq = −g−1 keqe + λ
p
q
e2−q/p2

� �
, ð4Þ

where e is the error state vector and keq stands for equivalent
feedback gain. The index of the e2 in the equivalent control
ueq is greater than zero, leading to nonsingularity.

Also,

us = −g−1 η1 sj j1−γ1 sgm sð Þ + η2 sj jγ2 sgm sð Þ� �
, η1, η2 > 0, 0 < γ1 < 1, γ2 > 1,

ð5Þ

where the sliding control us can compensate for the repercus-
sions of agitations. As a result, the system state will be forced
to arrive s = 0 and converge in a limited amount of time.

Proof. Specify a Lyapunov candidate as

V = 1
2 s

2: ð6Þ

According to the dynamic system trajectory and the con-
trol law (3) and utilizing the above Lyapunov candidate, the
time derivative V is given as

_V = s_s = s ⋅ _e1 +
1
λ

q
p
eq/p−12 _e2

� �
≤−s ⋅

1
λ

q
p
eq/p−12 η1ð sj j1−γ1 + η2 sj jγ2

� �
sgm sð Þ

�
:

ð7Þ

On account of eq/p−12 > 0, the differential of V is less than
or equal to zero. This deduced that the s and _s of the
LTTSMC in (7) are allowed to converge to the equilibrium
for a limited time. In the case of s = e1 + λ−1eq/p2 and _s = −η1
jsj1−γ1 sgmðsÞ − η2jsjγ2 sgmðsÞ, the system state (1) must also
quickly converge to the equilibrium within a limited time.
However, the tremble or steady-state error emerges from
the LTTSMC. The reason for this situation is that the system
load has drastic changes or extreme nonlinearity, so that the
final system output cannot follow the reference sine wave-
form, resulting in inaccurate tracking performance. The con-
trol signal u derived from (3) is altered by the addendum of
the QPSO-RBF neural network method, which depresses
the tremble/steady-state error in the solar PV system. The

RBF neural network is depicted as Figure 5. It is easy to grasp
that there are three layers in the RBF neural network
constitution, namely, the input layer, the hidden layer, and
the output layer. The input layer only carries out the delivery
of the information, the hidden layer possesses a perceptible
region containing a set of RBFs, and the output layer neurons
represent linear amalgamations of neuron activations in the
hidden layer. More concretely, there are nonlinear inter-
connections amid the input layer and the hidden layer, but
there are linear relationships amid the hidden and the output
layers. Using these relationships, a mapping of low-
dimensional vectors is performed, and the RBF constitution
transforms the low-dimensional linearly inseparable space
into a high-dimensional linearly divisible space, thereby pro-
viding an approximation ability of the uncertain nonlinear
functions. In general, it is not effortless to precisely calculate
the upper limit of a system subject to parameter uncertainty
and external intermission, but the RBF constitution is a use-
ful tool for solving highly complex and nonlinear problems.
Thereby, this RBF neural network is used to estimate the
upper limit of system uncertainty and external intermission,
effectively depressing the effect of the tremble. With the
application of solar PV systems, since the neurons use math-
ematical operations in the hidden layer and output layers, the
tracking error vector e is given as input data in the input
layer, and thereafter the processed input is passed through
the Gaussian RBF, which maps the processed input to the
output layer to obtain the output function. Note that the
most effective way to discover a particular data set is to use
systematic experimentation. It is often not easy to analytically
calculate the number of layers or nodes used in each layer of
an artificial neural network to solve the specific problem of
actual prediction modeling. This is due to the fact that the
number of layers and nodes in each layer must be specified
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as model hyperparameters. The designer may be the first per-
son to try to solve the own particular problem using neural
networks. As a result, we must use powerful testing tools
and controlled experiments to discover the answer. The R
programming language provides a package called caret that
helps determine the numbers of layers and nodes used in
RBF neural network to achieve the minimum mean square
error (MSE), i.e., the best combination of parameters [57–
59]. Thereby, this constitution is used to adjust the LTTSMC
gain to depress tremble and improve the performance of the
system, as described and demonstrated below.

We first define the upper limit of the plant parameter
changes and the external load intermissions as �Θ > jΘj, and
the estimated value is symbolized by e�Θ =WThðeiÞ; here,
W = ½w1,w2,⋯,wm�T stands for network weights, and h
denotes the Gaussian function as follows:

hj = exp − e − cj
�� ��2/2ρ2j� 	

, j = 1, 2,⋯,m, ð8Þ

where cj represents the center of the hidden layer neuron,
and the smoothing parameter ρj means the width of
Gaussian function. Then, make the following suppositions
throughout the proof.

Supposition I [60, 61]: if there is an optimal weight matrix
W∗ of the RBF constitution and the (9) is hold, then the out-
put of the optimal neural network can be obtained.

δ eið Þ =W∗Th eið Þ − �Θ < δn: ð9Þ

Supposition II [60, 61]: presuming the uncertainty upper
limit of system (1) satisfies the following form:

�Θ − Θj j > δ0 > δn > 0: ð10Þ

Then, the sliding control us can be redescribed as

us = −e�Θ sgn sð Þ: ð11Þ

The stability of the system (1) can be guaranteed by Lya-
punov function below.

V = 1
2 ⋅ s2 + κ−1 W∗ −Wð ÞT W∗ −Wð Þ

� 	
, ð12Þ

where κ > 0.
Using the above-mentioned equivalent control and (11),

the derivative of V yields

_V = s_s − κ−1 W∗ −Wð ÞT _W

= − sj je�Θ + sΘ − κ−1 W∗T −WT
 �
_W:

ð13Þ

In addition, the weight update method is designed to

_W = κ sj jh eið Þ: ð14Þ

From (9), (10), and (14), the (13) becomes

_V = − sj jW∗Th eið Þ + sΘ ≤ − sj j �Θ + δ eið Þ − Θj j
 �
≤ − sj j δ0 − δnð Þ ≤ 0,

ð15Þ

where κ = δ0 − δn. Although the (15) is kept, it is necessary to
give further basic explanations about the presence of com-
pact sets in the control of neural networks so that the approx-
imation capability of the neural networks can be constructed.
In order to limit the state of the closed-loop system, the
reports of the necessary assumptions, the use of a backstep-
ping methodology, and the suggestion for an adaptive law
have been provided and proved from previous work, leading
to a semiglobally consistent ultimate bounded system stabili-
zation that always keeps the system state in a compact set (see
[62] and references therein). Eventually, the solar PV system
with RBF neural network and LTTSMC becomes progres-
sively stable and then achieves finite-time convergence with
zero tracking error. However, the traditional RBF neural net-
work adopts the local information based on the parameter
space to set the relative parameters, which results in the
values of the parameters cj, ρj, and wj becoming locally opti-
mal solutions. To obtain the global optimal solution, the
QPSO algorithm can be used. When the number of overlaps
approaches infinity, there exists a traditional PSO whose
algorithm cannot converge to the global optimum with prob-
ability 1, i.e., it is not globally convergent. In addition, the
velocity of a single particle has an upper limit on its search
space, which is finite and cannot cover the entire feasible
solution space, thus limiting the algorithm’s ability to search
the entire domain. Instead of requiring velocity vectors, the
QPSO is a completely stochastic stacking equation that has
no deterministic trajectory as the particle moves through
the quantum space, and the entire stacking equation has
fewer easily controllable parameters, allowing the particle to
search for the global optimal value over the entire feasible
solution space. The superposition representation of the
QPSO is expressed as

ζki = ψkζkpbest,i + 1 − ψk
� 	

ζkgbest,i, ð16Þ

Xk+1
i = ζki ± βk Qk − Xk

i

��� ��� ln 1
Ψk

� �
, ð17Þ

Table 1: Solar cell electrical parameters.

(Irradiances 1 kW/m2, module temperature 25°C)
Rated power 75W

Rated working voltage 17V

Rated working current 4.4 A

Open-circuit voltage 21.7V

Short-circuit current 4.8 A

Ideality factor of the diode 1.2

Temperature coefficient of short-circuit current 4mA/°C

P-N junction parameter 2.035
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where βk = βbase +R indicates the compression/expansion
factor; here, βbase implies the basic compression/expansion
factor, and R represents a random number evenly distrib-
uted over (0,1); ψk and Ψk represent random numbers
including uniform distribution between 0 and 1, and Qk

denotes the average of the best locations in the region of
the cluster for all particles in the search history.

4. Results and Discussion

In order to verify the effectiveness of the proposed controller,
the solar module with 4 series and 2 parallel is used, and
Table 1 gives relevant parameters. Based on the design of
Zeta converter and considering the actual PV environment,
the parameters are provided as follows: the inductance L1 is
0.46mH, the inductance L2 denotes 0.5mH, the capacitance

vAC

iAC

Figure 6: Experimental output waveforms of a solar PV system controlled by the classical terminal sliding-mode control under step load
(vertical: 100V/div and 5A/div; horizontal: 5ms/div).

vAC

iAC

Figure 7: Experimental output waveforms of a solar PV system controlled by the proposed algorithm under step load (vertical: 100V/div and
5A/div; horizontal: 5ms/div).

vAC

Figure 8: Experimental output waveforms of a solar PV system controlled by the classical terminal sliding-mode control under the variations
of filter parameters (vertical: 100V/div; horizontal: 5ms/div).

vAC

Figure 9: Experimental output waveforms of a solar PV system controlled by the proposed algorithm under the variations of filter parameters
(vertical: 100V/div; horizontal: 5ms/div).
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C1 indicates 100μF, the capacitance Ci is 120μF, and the
capacitance Co means 1000μF. Also, the inductance L of
the DC-AC inverter stands for 0.4mH, the capacitance C is
10μF, the DC-link voltage VDC signifies 200V, the AC out-
put is 110Vrms, f = 60Hz, and the switching frequency rep-
resents 30 kHz.

Figure 6 shows the experimental output waveform of a
classical PV system under partial shielding at a 90 trigger
angle, changing from no load to full load. It can be seen from
the figure that the transient voltage drop does not regain
quickly, and the ability of the controller to compensate for
the transient voltage is apparently poor. Figure 7 reports
the experimental output waveform when the PV system
encounters partial shielding using the proposed algorithm
at 90 trigger angle, changing from no-load to full-load condi-
tion; we can observe that the transient voltage drop regains
within a short period of time, and the compensation ability
is better than the classical terminal sliding-mode control.
Figure 8 illustrates the experimental output voltage of the
PV system under partial shielding condition with classical

terminal sliding-mode control when the filter parameters of
the PV system are changed. The proposed output voltage of
a PV system under partial shielding has depicted in
Figure 9 shows when the filter parameters of the PV system
are changed. Obviously, the output voltage waveform of the
PV system controlled by the classical terminal sliding-mode
control has more distortion, but the proposed output voltage
of the PV system is very close to the sinusoidal reference volt-
age waveform. Considering the TRIAC-controlled load situ-
ation, the simulated output voltage waveform of a solar PV
system controlled by the proposed algorithm is displayed in
Figure 10 under partial shading condition with five local
peaks. The proposed algorithm implies the strong perfor-
mance with a slight voltage sag and rapid retrieval time.
Figure 11 depicts the tracking error comparison between
the classical TSMC and the proposed algorithm. The tracking
accuracy and speed of the proposed algorithm are signifi-
cantly better than classical TSMC. Table 2 shows the output
voltage drop in step loads, and Table 3 displays the variation
of the output voltage THD on the filter parameters. It is

0

0

Classical TSMC

Proposed algorithm

vAC

vAC

Figure 10: Simulated performance of a solar PV system controlled by the classical TSMC and the proposed algorithm under partial shading
condition with five local peaks (vertical: 100V/div; horizontal: 5ms/div).

Classical TSMC

0
Proposed algorithm

Figure 11: Tracking error comparison between the classical TSMC and the proposed algorithm (vertical: 0.15 V/div; horizontal: 0.75
ms/div).
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important to point out that we can compare and analyze four
kinds of lately used optimization algorithms, such as adaptive
differential evolution (ADE), enhanced simulated annealing
(ESA), improved genetic algorithm (IGA), and discrete parti-
cle swarm optimization (DPSO) [63–66]. The generation
mechanism of ADE new solutions and the population search
capability are similar to the DPSO. Because the best solution
in the population has no impact on other solutions, there is
better diversity but the mutation vector usually comes from
the nonoriginal of solutions. The DPSO has fewer iterations,
and its performance is much better than ESA. A lot of itera-
tions are demanded by SA, so as to get the DPSO identical
results; nevertheless, each iteration time of DPSO wastes
more time than ESA. With the probability, both parents
and individuals can be selected. The crossover operation
can produce seed, which extracts from the parent, and its
solution is similar to the parent. The IGA tends to generate
solutions that can be clustered around certain fine solutions
in the aggregate. By introducing different mutation opera-
tions, the diversity of IGA can be introduced into the solu-
tion, but the increment in the solution time appears
nonlinearity while the population increases.

5. Conclusions

The proposed algorithm uses a QPSO-RBF neural network to
find the global maximum power point of the photovoltaic
array in the event of partial shielding and a limited-time ter-
minal sliding-mode control to provide tracking control with
the unique advantage of finite-time system state convergence,
depressed tremble, and steady-state error under uncertain
intermission conditions. The algorithm developed with the
help of the IoT is used in the solar PV system to establish
the maximum power output of solar panels and to maintain
the highest PV energy conversion efficiency during partially
shaded conditions. When comparing the output voltages of
the classical terminal sliding-mode control under varying fil-
ter parameters, the total harmonic distortion (THD) rate of
the proposed control is very low, and the voltage waveform
is close to the required sinusoidal reference voltage. Thereby,

the proposed experiments in the solar system indeed achieve
good performance under partial shading conditions. More
importantly, the IoT depresses the tedious task of visiting
working sites with frequently recording of performance data,
therefore enhancing the control of remote areas for effective
and speedy troubleshooting and maintenance.
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This study focuses on high-dimensional text data clustering, given the inability of K-means to process high-dimensional data and
the need to specify the number of clusters and randomly select the initial centers. We propose a Stacked-Random Projection
dimensionality reduction framework and an enhanced K-means algorithm DPC-K-means based on the improved density peaks
algorithm. The improved density peaks algorithm determines the number of clusters and the initial clustering centers of K-
means. Our proposed algorithm is validated using seven text datasets. Experimental results show that this algorithm is suitable
for clustering of text data by correcting the defects of K-means.

1. Introduction

Clustering is the main technique used for unsupervised infor-
mation extraction. In clustering, the aim is to divide the unla-
belled dataset into multiple nonoverlapping class clusters,
making the data points in the cluster as similar as possible,
while making the data points between the clusters as different
as possible. In text clustering, text vectors are characterized
by high dimension, sparsity, and correlation among dimen-
sions, which requires improvements to the clustering algo-
rithm to process high-dimension text [1, 2].

When the K-means method is used to process high-
dimensional data, the “Curse of Dimensionality” [3] problem
becomes prominent, and the redundancy index also
increases. Consequently, the conventional clustering method
cannot process the data accurately. Some research [4–9] has
proposed improvements on the text clustering algorithm,
and some studies [10, 11] have proposed improvements on
the K-means algorithm. To apply the K-means, it is necessary
to specify the number of clusters in advance and randomly
select the initial clustering centers. The clustering result is
greatly influenced by the selection of the initial center point.
Improper selection of the initial center can easily cause the

clustering result trap into the local optimal solution and lead
to an inaccurate clustering result.

In recognition of these problems, we propose an
enhanced K-means text clustering algorithm based on the
clustering by fast search and find of density peaks (DPC)
algorithm [12]. Since text-based data is usually high-
dimensional and sparse, we propose a deep random projec-
tion dimensionality reduction framework, named Stacked-
Random Projection (SRP), a greedy layer-wise architecture.
We first use the dimensionality reduction method to reduce
the dimension of the high-dimensional text feature vectors.
Then use the improved density peaks algorithm to determine
the number of clusters and the initial clustering centers, after
which the K-means algorithm is used for clustering.

The organization of this paper is as follows. The proposed
methodology is discussed in Methods. In Experiments and
Discussion, experimental results are explained. Finally, Con-
clusions concludes the paper and highlights future work
related to the study.

2. Methods

2.1. Stacked-Random Projection. The basic idea of random
projection is to choose a random hyperplane to map original
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variables into a low-dimensional space. In 1948, Johnson and
Lindenstrauss proposed a theorem, nowadays termed the
Johnson-Lindenstrauss lemma (JL) [13]. JL lemma is the the-
oretical basis of random projection, which guarantees that
the subspace errors generated by random projection are con-
trollable. The JL lemma states that for any 0 < ε < 1, and any
integer n, let k be a positive integer such that

k ≥
ε2

2 −
ε3

3

� �−1
ln n: ð1Þ

Then, for any n-point set V in Rd, there is a map f :
Rd ⟶ Rk , such that for all u, v ϵ V,

1‐εð Þ u − vk k2 ≤ f uð Þ − f vð Þk k2 ≤ 1 + εð Þ u − vk k2: ð2Þ

It indicates that by using random projection, the original
high-dimensional data is reduced to low-dimensional data,
and the distance between the original data is maintained
approximately with a high probability. Zhang et al. [14] pro-
posed a random projection ensemble approach and
applied it to the prediction of drug-target interaction.
Gondara [15] also proposed an ensemble random projec-
tion, in which the random projection matrix is applied
to different subsets of the original dataset, and which can
achieve greater classification accuracy compared with the
random forest and AdaBoost methods.

According to the Johnson-Lindenstrauss lemma, the min-
imum size of the target dimension after dimensionality reduc-
tion that guarantee the ε embedding is given by Equation (3):

dimension ≥
4 log nsamples

� �
ε2/2 − ε3/3ð Þ : ð3Þ

For example, where nsamples is the number of samples, it
would require at least 6,515 dimensions to project 2k samples
without too much distortion (ε = 0:1). Thousands of dimen-
sions are still high-dimensional data for the following step
such as classification or clustering. Inspired by stacked Auto-
Encoder, we propose a deep random projection framework,
named Stacked-Random Projection (SRP), which incorpo-
rates random projection as its core stacking element. The
SRP framework with k layers uses the input data as the first
layer, and the output of the lth (l < k) layer is taken as the
(l + 1) layer input. In this way, a group of random projections
method can be combined layer by layer in a stack.

The main idea of the SRP dimensionality reduction
method based on the high-dimensional text feature vector
can be illustrated by means of taking the 20-newsgroups
dataset as an example (further details are provided in
Experiments and Discussion). First, the dataset is subjected
to tokenization, stop-words removal, and TF-IDF in order
to obtain the high-dimensional sparse text vector space
(the feature dimension of the 20-newsgroups dataset was
found to be 130,107). Then, a 4-layer SRP is constructed,
this process is shown in Figure 1. Thus, the dimensionality
reduction process from high dimensionality to low dimen-
sionality is completed. The illustration of our proposed
SRP is provided in Figure 2.

2.2. Improved DPC. The DPC algorithm is a granular com-
puting model based on two assumptions: (1) the clustering
center is surrounded by neighbour data points with lower
local density; (2) the distance between any clustering center
and data points with higher density is relatively far. In recent
years, DPC has been applied in many fields, particularly nat-
ural language processing, due to its process and its effective-
ness. The DPC algorithm can cluster data of different

X0 
𝜀 R130107 X1 

𝜀 R10000 X2 
𝜀 R5000 X3 

𝜀 R1000 X4 
𝜀 R100

Figure 1: The SRP dimensionality reduction process for the 20-newsgroups dataset. The 4-layer SRP realizes the dimensionality reduction,
using the random projection method from 130,107 down to 10k, down to 5k, down to 1k, and down to 100.
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Figure 2: Architecture of Stacked-Random Projection.
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dimensions and shapes. At present, many researchers have
researched DPC and have also proposed many improved
algorithms. The main optimization aspects are speed
improvement [16], accuracy improvement [17–19], and
other aspects [20, 21]. Heimerl et al. [22] applied the DPC
algorithm in the high-dimensional space to estimate the opti-
mal cluster numbers for a given set of documents and
assigned stability to one of the peaks based on the density
structure of the data; however, the resulting computing speed
of the DPC algorithm in the high-dimensional space was
slow. Wang et al. [23] used DPC to measure the hierarchical
relevance and diversity of sentences and selected highly rep-
resentative sentences to generate news summaries. However,
they reported that if there are multiple peaks in the sentence,
then the key sentence will be redundant.

For any point i, two properties of the local density and rel-
ative distance are required. The calculation of these two attri-
butes depends on the distance between any two points vi and
vj in the graph. The two attributes are defined as follows:

Definition 1. local density ρi (Gaussian kernel):

ρi =〠
j

e−
di j
dc

� �2
, ð4Þ

where dij is the Euclidean distance between vi and vj, and dc
is the cut-off distance; these are important parameters for cal-
culating ρi. One recommended practice is to select dc so that
the average nearest neighbour from each point is 1%~2% of
the total dataset size. As can be seen in Equation (4), the more
points i contained in dc, the greater the local density ρ.

Of the text clustering methods, the K-means method
based on cosine similarity is still the most widely used text
clustering algorithm due to its simplicity and fast conver-
gence [24]. For text vectors, using cosine similarity has a bet-
ter effect than Euclidean distance. Euclidean distance is a
direct measure of the linear interval or length between vec-
tors and is an absolute value of the difference in dimensional
values. Cosine similarity describes the similarity between vec-
tors using the cosine value of the angle, that is, the direction,
and pays more attention to the difference between the relative
levels of the dimensions. In text similarity analysis, one fea-
ture of similarity is the occurrence of the same words at the
same time, which translates into nonzero values for the same
dimension at the same time.We therefore redefine Definition
1 in terms of cosine similarity.

Definition 2. Local density ρi based on cosine similarity
(Gaussian kernel):

For any two vectors in space vi = ðx1, x2,⋯, xnÞ and
vj = ðy1, y2,⋯, ynÞ, the cosine similarity is defined as the
cosine of the angle between the two vectors:

cos i, jð Þ = ∑n
k=1xkykffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
k=1x

2
k

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

k=1y
2
k

p = ∑n
k=1xkyk
xk k• yk k , ð5Þ

ρi =〠
j

e−
cos i, jð Þ
coscð Þ2, ð6Þ

where cos ði, jÞ is the cosine similarity between vi and vj,
and cosc is the cut-off distance which needs to manually
set the value to the nearest neighbour number of the sam-
ple approximately 1%~2% of the size of the entire dataset.
As can be seen in Equation (6), the more points i con-
tained in cosc, the greater the local density ρ.

Definition 3. Relative distance δi:

δi =
max

j
cos i, jð Þ ρiis themaximum

min
j:ρi<ρ j

cos i, jð Þ otherwise:

8><
>: ð7Þ

Equation (7) indicates that cosine similarity distance δi
can be obtained by calculating the minimum distance from
the data point xi to any point with a density greater than that.
After calculating the two parameters, a decision graph with ρ
as the horizontal axis and δ as the vertical axis can be con-
structed. By observing the decision graph, the decision graph
divides the data points into three different types, namely the
density peak point, the normal point, and the outlier point.
As shown in Figure 3, the data points are arranged in the
order of decreasing density. There are five points that stand
out, which are spread out towards the upper right corner of
the decision graph, with varying high ρ values and higher δ
values. These five points indicate that there are no data
points with higher density than these five points in a larger
area. Therefore, these five points are the so-called peak den-
sity points, and so they make a suitable clustering center. In
order to better verify the accuracy of the clustering center
point in the decision graph, the DPC define another vari-
able γ = ρ ∗ δ, where a clustering center point has a large
ρ value and δ value, the clustering center has a higher γ
value. We conclude from our analysis of the decision graph
and that ρ and δ are of two different orders of magnitude.
To avoid the influence of different orders of magnitude, it is
necessary to normalize them.

ρi ′ =
ρi − ρmin

ρmax − ρmin
, ð8Þ

δi ′ =
δi − δmin

δmax − δmin
, ð9Þ

γi = ρi ′δi ′: ð10Þ
The γ values for Equation (10) are plotted in Figures 4

and 5. Figure 4 verifies the correctness of the clustering
centers in the decision graph shown in Figure 3. Figure 5
is plotted according to the descending order of γ value,
and it can be noted that γ value changes from large to
small. The point at the clustering center has an enormous
γ value, while the noncenter point has a smaller γ value,
and the change tends to be flat. It can be concluded that
according to the γ value, there are five clustering centers.
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2.3. DPC-K-means. The K-means clustering algorithm can-
not extract data features effectively when processing high-
dimensional data directly, and problems also occur when it
randomly selects initial clustering centers and specifies the
number of clustering in advance. These problems have been
researched in numerous papers over the recent decades, as
discussed elsewhere [25–27]. Therefore, we propose an
improved method using the DPC algorithm.

We first use SRP or random projection to reduce the
dimensionality of high-dimensional text data and then
combine it with the improved DPC algorithm. The choice
of dimensionality reduction method SRP or random pro-
jection depends on whether the feature vector dimension

is greater than the target dimension calculated according
to Formula (3). If the feature vector dimension is greater
than the minimum size of the target dimension, the SRP
dimension reduction framework is performed. If the fea-
ture vector dimension is less than or equal to the target
dimension, random projection is used directly. Using the
cosine similarity calculation of ρ and δ, we select some
points with high local density, which are far apart from
each other as the clustering center; by doing so, the initial
clustering center and the number of clusters can be
obtained automatically; this makes the clustering algo-
rithm, which we name the DPC-K-means. The improved
algorithm is described below:
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Figure 4: The value of γ according to the ρ ∗ δ in Figure 3.
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Suppose n input data, the original dimension d, t’ is the
dimension of implementing SRP or random projection to
reduce dimension to low-dimensional space, and the time
complexity analysis of DPC-K-means algorithm is as follows:

(1) The time complexity of a single random projection in
Step2 is O ðndt’Þ. The time complexity of Stacked-
Random Projection is O ðndh + nhl+⋯+nrt’Þ (l is
the target dimension of the second layer, and r is
the target dimension for the penultimate layer)

(2) The time complexity of Step3 is to calculate ρ and δ,
which is O ðn2Þ

(3) The time complexity of Step4 is to calculate γ and
sort γ in descending order, which is O ðn log2nÞ

(4) The time complexity of Step5 K-means for specifying the
cluster center and the number of clusters is O ðknt’Þ.

The total time complexity of DPC-K-means algorithm
is O ðn2Þ.

Figure 6 shows the overall structure of the proposed
method. Table 1 shows the time complexity of several clus-
tering algorithms.

3. Experiments and Discussion

3.1. Summarization Datasets. Experimental work was con-
ducted on seven standard text datasets. The summary of
datasets is presented in Table 2. Datasets are described as fol-
lows. The features are obtained by tokenization, stop-words
removal, and TF-IDF.

The BBC news dataset (http://mlg.ucd.ie/datasets/bbc
.html.) has a total of 2,225 text files on five topical areas pub-
lished on the BBC news website. Text documents were
arranged into folders containing five labels: business, enter-
tainment, politics, sports, and technology.

The 20-newsgroups dataset (http://scikit-learn.org/
stable/modules/classes.html#module-sklearn.datasets) of
approximately 20k newsgroup documents was partitioned
evenly across the 20 different newsgroups. We selected 1k
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Figure 5: The value of γ of Figure 4 in decreasing order.

The DPC-K-means.
Input: text feature vector A ϵ Rn×d, t is the minimum size of the target dimension.
Output: the clustering results.
Begin:
Step1: determine whether d is greater than t calculated according to Formula (3). If d is greater than t, use the SRP dimension reduction
framework in Step2. If d is less than or equal to t, random projection is used in Step2.
Step2: the SRP dimension reduction framework is used to reduce the dimensionality of A layer by layer, until matrix A’ after dimen-
sion reduction is obtained. Or directly use random projection to reduce the dimension to get the matrix A’.
Step3: Calculate the ρ value and δ value of A’ according to Equations (6) and (7) and plot the decision graph with ρ and δ axes.
Step4: calculate the γ value according to Equation (10) to verify the clustering centers and the number of clusters.
Step5: perform K-means clustering: the clustering centers obtained in Step4 are used as the initial cluster centers, and the number of
clusters is used as the k value for K-means clustering.

Algorithm 1:
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documents and 4~8 various newsgroups (4 groups~8 groups)
for our experimental dataset.

The Sports Article dataset (http://archive.ics.uci.edu/ml/
datasets.php) was labelled using Amazon Mechanical Turk
as objective or subjective.

The Asian Religious (http://archive.ics.uci.edu/ml/
datasets.php) dataset was the words from the bag of words
preprocessing of the mini-corpus made up of eight religious
books.

The CNAE-9 dataset (http://archive.ics.uci.edu/ml/
datasets.php) contains 1,080 documents of free text business
descriptions of Brazilian companies which were categorized
into a subset of nine categories.

The Stack Overflow dataset (http://www.kaggle.com/c/
predict-closed-questions-on-stack-overflow/download/train
.zip) is challenge data published on http://Kaggle.com/. The
dataset consists of 3,370,538 samples dated from July 31,
2012, to August 14, 2012. In our experiments, we randomly
selected 167 question titles from 4 different tags.

The Amazon dataset (http://archive.ics.uci.edu/ml/
datasets.php) is the product reviews extracted from websites
and marked with positive and negative.

3.2. Simulation Environments. The simulation environments
for all algorithms performed in our experiments were as fol-
lows: the Python 3.7 software environment running with
Intel i7-7500U CPU, 2.70GHz with 8GB RAM.

3.3. Experiment 1. According to Formula (3), the minimum
size of the target dimension (ε = 0:1) of the BBC and 20-
newsgroups datasets is 6,609 and 5,920. According to the
flowchart Figure 6, the feature vector dimensions of the two
datasets are larger than the minimum size of the target
dimension, so that SRP was used to reduce the dimensional-

ity of these two datasets. We compared the dimensionality
reduction performance of Principal Component Analysis
(PCA), Multiple Dimensional Scaling (MDS), Random Pro-
jection (RP), and Stacked-Random Projection (SRP). To cor-
rectly compare the performance of these dimensionality
reduction methods, we experimentally reduced the feature
vector of the BBC news dataset and 20-newsgroups dataset
to 2k, 500, and 100. Table 3 shows the run time (time), mean
ratio of distances (projected/original, ratio), and the standard
deviation of ratio of distances (projected/original, standard
deviation). The mean ratio of distances is the degree to which
the distance between the original data is maintained in the
low-dimensional space when the original high-dimensional
data is reduced to low-dimensional data. The value is approx-
imately close to 1, indicating better preservation. The smaller
the standard deviation of the ratio of distances, the closer is it
to the mean ratio of distances. As shown in Table 3, RP and
SRP considerably shorten the run time of dimension reduc-
tion compared with PCA and MDS. We can see that there
is little difference in the distribution of the distortion between
SRP and RP for high values of the dimension. But for low
values of the dimension, the distortion distribution is con-
trolled, and the distances are well preserved by the SRP. Text
data is usually high-dimensional and small-sampling data.
The characteristic of high-dimensional and small-sampling
data is that the number of dimensions is much larger than
the number of samples. SRP is suitable for dimensionality
reduction of this type of data, which significantly reduces
the running time of dimensionality reduction, and the dis-
tances are well preserved.

3.4. Experiment 2. Since DPC is a clustering algorithm, we use
the Euclidean distance and cosine similarity to calculate DPC
local density ρi and observe the difference between these two
methods by clustering performance metrics. According to
Formula (3), the minimum size of the target dimension
(ε = 0:1) of the BBC and 20-newsgroups datasets is 6,609
and 5,920. According to the flowchart Figure 6, SRP was used
to reduce the dimensionality of these two datasets to 100
dimensions. The minimum size of the target dimension of
Sports Article, CNAE-9, and Stack Overflow datasets is larger
than the feature vector dimension, so that the dimension can
be reduced by random projection to 100 dimensions. The
feature dimensions of the Asian Religions and Amazon data-
sets are ≤100, so there is no need for dimension reduction in
this experiment. To correctly compare these two methods’
performance, we used the four cluster evaluation metric-
s—ARI (Adjusted Rand Index), NMI (Normalized Mutual
Information), FMI (Fowlkes-Mallows Index), and Clusters
(the number of clusters)—to evaluate the performance of
the clustering algorithm. ARI, NMI, and FMI are all used to
measure the consistency between clustering results and real
category data, among which ARI, NMI, and FMI have value
ranges of [-1,1], [0,1], and [0,1], respectively. The higher
the three evaluation metrics’ values, the better the clustering
quality, and the more consistent the clustering results are
with the real category data. Clusters are the number of clus-
ters after DPC. By comparing with Table 2, we can compare
which method of the Euclidean distance and cosine similarity

Dataset

YesNo

Random
projection

The dimension of feature vector > the
minimum size of target dimension (𝜀 = 0.1)

SRP

Calculate local density
and relative distance

Determine the number of
clusters and the initial

clustering centers

K-means

Clustering
result

Figure 6: The detailed process of DPC-K-means.
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can cluster accurately. Table 4 shows the clustering perfor-
mances of local density calculated by the Euclidean distance
(Euclidean) and cosine similarity (Cosine).

To further judge the clustering performance proposed in
this paper, a paired t-test was used to test the clustering
significance. A paired t-test is used to determine whether

Table 1: The time complexity of several clustering algorithms.

DPC-K-means DPC K-means DBSCAN Spectral Clustering Affinity Propagation

Time complexity O n2
� �

O n2
� �

O nkt’
� �

O n2
� �

O n3
� �

O n2 log n
� �

Table 2: The summary of datasets.

Dataset Instances Dimension of features Clusters Label

BBC 2,225 11,227 5 Yes

20-newsgroups 1000 13,0107 4~8 Yes

Sports article 1,000 348 2 Yes

Asian Religious 590 39 8 Yes

CNAE-9 1,080 857 9 No

Stack Overflow 167 167 4 Yes

Amazon 100 100 2 Yes

Table 3: The run time, ratio, and standard deviation of each dimension reduction method reduce the dimension to 2,000, 500, and 100.

Dimension = 2,000 Dimension = 500 Dimension = 100
Time (s) Ratio Standard deviation Time (s) Ratio Standard deviation Time (s) Ratio Standard deviation

BBC

PCA 30.52 1.00 0.02 15.16 0.57 0.09 4.99 0.23 0.09

MDS 57.99 1.00 0.02 28.67 1.00 0.07 15.47 1.00 0.07

RP 1.12 1.00 0.04 0.56 1.00 0.08 0.41 1.01 0.18

SRP 2.87 1.00 0.05 2.38 1.00 0.07 2.27 1.00 0.12

20-newsgroups

PCA 24.87 1.00 0.00 13.35 1.00 0.08 4.20 1.00 0.1

MDS 65.27 1.00 0.02 44.74 1.00 0.03 23.13 0.99 0.06

RP 0.10 0.99 0.06 0.46 1.00 0.12 0.31 0.99 0.28

SRP 3.33 1.00 0.05 2.85 1.00 0.07 2.72 1.00 0.15

Table 4: The clustering performances of local density calculated by Euclidean distance and cosine similarity.

Dataset
ARI NMI FMI Clusters

Euclidean Cosine Euclidean Cosine Euclidean Cosine Euclidean Cosine

BBC 0.8422 0.9002 0.8223 0.8681 0.8759 0.9204 5 5

4 groups 0.9715 0.9781 0.9523 0.9623 0.9786 0.9836 4 4

5 groups 0.8438 0.8433 0.8411 0.8381 0.8851 0.8846 5 5

6 groups 0.6195 0.6759 0.6874 0.7351 0.7326 0.7700 6 6

7 groups 0.2213 0.5858 0.3039 0.6487 0.4999 0.7031 5 7

8 groups 0.1889 0.4664 0.2672 0.5507 0.4607 0.6138 5 8

Sports Article 0 0 0 0 0.5674 0.7298 1 2

Asian Religious 0.0562 0.0189 0.1288 0.0163 0.3145 0.4665 6 8

Stack Overflow 0 0 0 0 0.3660 0.4399 2 4

Amazon 0 0.0014 0 0.0048 0.5515 0.6696 2 2

CNAE-9 — — — — — — 6 9

Table 5: Table 4’s paired t-test results of ARI, NMI, and FMI.

Pairing method Paired t-test index ARI NMI FMI

Euclidean and Cosine
t -1.70 -1.40 -4.16

p 0.1240 0.1958 0.0025

7Wireless Communications and Mobile Computing



there is a significant difference between the two samples.
The Euclidean distance and cosine similarity were used
to calculate the local density of DPC and test the cluster
evaluation metrics. The p value gives the probability of
observing the test results under the null hypothesis. The
confidence level is at 95%, and the cut-off value of p is
0.05; if p < 0:05, the proposed algorithm clustering results
and the comparison algorithm are significantly different.
If p ≥ 0:05, there is no significant difference between the
proposed algorithm and the comparison algorithm’s clus-
tering results. Table 5 shows the paired t-test results of

each evaluation metric of Euclidean distance (Euclidean)
and cosine similarity (Cosine) in Table 4.

As shown in Table 5, there are substantial differences in
FMI between the Euclidean distance and cosine similarity
and no significant difference in ARI, NMI. As can be seen
from the number of clusters of Tables 2 and 4, the improved
DPC of the local density calculated with cosine similarity can
accurately determine the number of clusters. Figure 7 shows
the decision graph, the γ values of the BBC dataset following
dimensionality reduction by SRP. Figure 8 shows the deci-
sion graph, the γ values of the four newsgroups in the 20-
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Figure 7: The improved DPC clustering of the BBC dataset. (a) Decision graph. (b) γ value.
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newsgroups dataset following dimensionality reduction by
SRP. Figure 9 shows the decision graph, the γ values of
the Amazon dataset. Figure 10 shows the decision graph,
the γ values of the Sports Article dataset. As shown in
these figures, improved DPC can accurately determine
the dataset of the number of clusters, indicating that using
cosine similarity to calculate the local density of DPC is
better than using the Euclidean distance. Therefore, cosine
similarity is more suitable for text vector calculation.

3.5. Experiment 3. We compared the clustering performance
of DPC, DBSCAN, Spectral Clustering, Affinity Propagation,
and DPC-K-means. In a comparative study of these cluster-
ing algorithms, we used the four evaluation metrics—ARI

(Adjusted Rand Index), NMI (Normalized Mutual Informa-
tion), FMI (Fowlkes-Mallows Index), and MSE (Mean
Squared Error)—to evaluate the performance of the cluster-
ing algorithm. The mean-square error (MSE) is the average
of the sum of squares of the difference between the predicted
value and the real value used to measure the expected result.
It is nonnegative, and values closer to zero are better. For
even comparisons with these methods, we repeated the
experiment ten times to obtain the average clustering perfor-
mance as the final performance of each method. Table 6
shows the ARI of each method. Table 7 shows the NMI of
each method. Table 8 shows the FMI of each method.
Table 9 shows the MSE of each method.
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Figure 8: The improved DPC clustering of the four newsgroups in the 20-newsgroups dataset. (a) Decision graph. (b) γ value.
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To further judge the difference between the clustering
results of the algorithm proposed in this paper DPC-K-
means and those of other cluster methods, a paired t-test
was used to test the clustering results significance.
Table 10 shows the paired t-test results of each evaluation
metric of these methods in Tables 6–9. The p value gives
the probability of observing the test results under the null
hypothesis. The confidence level is at 95%, and the cut-off
value of p is 0.05; if p < 0:05, the proposed algorithm’s clus-
tering results and the comparison algorithm are signifi-
cantly different. If p ≥ 0:05, there is no significant
difference between the proposed algorithm and the com-
parison algorithm clustering performance.

As shown in Table 10, there are significant changes in
NMI, FMI, and MSE metrics between DPC-K-means and
comparison methods. DPC-K-means is superior to com-
parison algorithms in NMI, FMI, and MSE. DPC-K-
means compared to DPC and Spectral Clustering has no
significant difference in ARI, indicating that DPC and
Spectral Clustering are performed as well as DPC-K-
means on the ARI metric. A one-sample t-test method is
used to evaluate the DPC-K-means algorithm significance
on different datasets. Taking the FMI evaluation metric
in the BBC dataset as an example of significance testing,
the process is as follows: Firstly, a test hypothesis is estab-
lished and the threshold chosen for statistical significance
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Figure 9: The improved DPC clustering of the Amazon dataset. (a) Decision graph. (b) γ value.
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was determined (H0 : μ = μ0, α = 0:1). Secondly, the t is
calculated:

t = �x − μ0
s

ffiffiffi
n

p
= 0:9225 − μ0

s

ffiffiffi
5

p

= 0:9225 − 0:7362
0:2657

ffiffiffi
5

p
= 1:568,

v = 5 − 1 = 4,

ð11Þ

where �x represents the FMI value obtained by DPC-K-
means on the BBC dataset, μ0 is the mean FMI of the five
comparison algorithms on the BBC dataset, s represents
the standard deviation FMI of the five comparison algo-

rithms on the BBC dataset, and n is the sample size.
The degree of freedom v used in this test is 4. Finally,
the table was queried of t-distribution, the p value was
determined, and an inference conclusion was made.
According to α = 0:1 and v = 4, the p value is 1.533, t =
1:568 > p, and H0 is rejected, indicating the difference
between the FMI metric of DPC-K-means on the BBC
dataset, and the FMI value of other comparison algorithms
is statistically significant. According to the above signifi-
cance test steps, the t-test results of DPC-K-means were
calculated on the ARI, NMI, and FMI evaluation metrics.
The results are shown in Tables 11–13.

As shown in Table 11, there are significant differences in
the ARI metric of DPC-K-means on five datasets, and as

5

4

3

2

1

0

0 20 40 60 80 100

Decision graph (Sport article)

𝛿

𝜌

(a)

1.0

0.8

0.6

0.4

0.2

0.0
0 200 400 600 800 1000

n

𝛾

(b)

Figure 10: The improved DPC clustering of the Sports Article dataset. (a) Decision graph. (b) γ value.
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shown in Table 12 there are significant differences in the
NMI metric of DPC-K-means on eight datasets. It can
be seen from Table 13 that DPC-K-means have significant
difference in the FMI metric on the seven datasets. DPC-
K-means are statistically significant on most datasets.

Combined with Tables 9 and 10, it further shows that
DPC-K-means is better than other comparison algorithms.

The clustering performance of DPC-K-means is better
than K-means because DPC-K-means can select the number
of clusters and obtain the initial clustering center. The

Table 6: The ARI of each clustering algorithm.

Dataset DPC-K-means DPC DBSCAN Spectral Clustering Affinity Propagation

BBC 0.9028 0.9002 0.4651 0.8961 0.1477

20-newsgroups

4 groups 0.9783 0.9781 0.7266 0.9756 0.1492

5 groups 0.8521 0.8433 0.5993 0.8415 0.1508

6 groups 0.6721 0.6759 0.4166 0.5130 0.1334

7 groups 0.6078 0.5858 0.4260 0.4914 0.1480

8 groups 0.4858 0.4664 0.1389 0.4599 0.1589

Sports Article 0.1941 0 0.0354 0.1906 0.0175

Asian Religious 0.1566 0.0189 0 0.1829 0.1064

Stack Overflow 0 0 0.0386 0 0.0349

Amazon 0 0.0014 0 0 0.0114

Table 7: The NMI of each clustering algorithm.

Dataset DPC-K-means DPC DBSCAN Spectral Clustering Affinity Propagation

BBC 0.9028 0.8681 0.5652 0.8650 0.3696

20-newsgroups

4 groups 0.9763 0.9623 0.6725 0.9577 0.3628

5 groups 0.8421 0.8381 0.6709 0.8404 0.3653

6 groups 0.7721 0.7351 0.5721 0.6987 0.3304

7 groups 0.7078 0.6487 0.5511 0.6498 0.3602

8 groups 0.6858 0.5507 0.2846 0.6249 0.3719

Sports Article 0.1870 0 0.1286 0.1849 0.0307

Asian Religious 0.2673 0.0163 0 0.2443 0.2094

Stack Overflow 0 0 0.0518 0.0204 0.0819

Amazon 0 0.0048 0 0 0.0116

Table 8: The FMI of each clustering algorithm.

Dataset DPC-K-means DPC DBSCAN Spectral Clustering Affinity Propagation

BBC 0.9225 0.9204 0.5805 0.9172 0.3402

20-newsgroups

4 groups 0.9823 0.9836 0.7930 0.9817 0.3225

5 groups 0.8864 0.8846 0.6810 0.8831 0.2992

6 groups 0.8486 0.7700 0.5485 0.6332 0.2593

7 groups 0.7823 0.7031 0.5415 0.5813 0.2560

8 groups 0.6535 0.6138 0.3896 0.5468 0.2592

Sports Article 0.7300 0.7298 0.5765 0.6114 0.1653

Asian Religious 0.4802 0.4665 0.4615 0.3833 0.2341

Stack Overflow 0.5512 0.4399 0.4004 0.3816 0.1649

Amazon 0.7192 0.6696 0.7041 0.6892 0.2624
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number of clusters and the initial clustering centers can be
used in the K-means algorithm, which achieves better clus-
tering performance than K-means. Figures 11 and 12 illus-
trate the clustering centers automatically determined by
DPC-K-means which are closer to the real class centers.

Tables 6–9 show that the clustering metrics changed sig-
nificantly from 4 newsgroups to 8 newsgroups; this was
caused by the loss of clustering due to irregular data distribu-

tion. Due to the inherent nature of the DPC algorithm, it can-
not identify the phenomenon of “False peaks,” and its
clustering effect on “No density peaks” datasets is low, which
are all factors that affect the accuracy of the DPC-K-means
algorithm. The algorithm is limited in its processing of more
complex datasets.

DPC-K-means has a parameter cosc, which is the cut-off
distance. The value suggested in the literature [12] is set to

Table 9: The MSE of each clustering algorithm.

Dataset DPC-K-means DPC DBSCAN Spectral Clustering Affinity Propagation

BBC 1.0661 3.279 13.2085 6.2378 15.4328

20-newsgroups

4 groups 0.5590 3.2087 6.2040 2.7103 14.6743

5 groups 1.7203 2.2610 5.8610 3.0047 13.4050

6 groups 6.6390 8.4530 6.9040 5.0280 13.7290

7 groups 7.8453 8.0503 9.6103 7.2420 15.9880

8 groups 5.4723 13.0367 16.6757 7.5143 20.1617

Sports Article 1.3020 2.0950 2.0980 1.8150 8.4410

Asian Religious 5.1898 6.4644 16.4831 11.9678 56.6118

Stack Overflow 3.8084 6.7365 18.0778 11.1916 60.4068

Amazon 0.4700 0.5200 0.5100 0.5300 5.2500

Table 11: The results of the t-test of DPC-K-means on ARI.

Dataset Mean Standard deviation t p Difference

BBC 0.6624 0.3438 1.398 1.533 No

20-newsgroups

4 groups 0.7617 0.3593 1.348 1.533 No

5 groups 0.6574 0.3026 1.439 1.533 No

6 groups 0.4822 0.2293 1.897 1.533 Yes

7 groups 0.4518 0.1849 1.886 1.533 Yes

8 groups 0.3420 0.1767 1.820 1.533 Yes

Sports Article 0.0875 0.0965 2.469 1.533 Yes

Asian Religious 0.093 0.0813 1.750 1.533 Yes

Stack Overflow 0.0842 0.1694 1.111 1.533 No

Amazon 0.0026 0.0050 1.150 1.533 No

Table 10: Paired t-test results of clustering algorithms.

Pairing method Paired t-test index ARI NMI FMI MSE

DPC-K-means and DPC
t 1.73 2.55 2.80 -2.88

p 0.1171 0.0311 0.0207 0.0181

DPC-K-means and DBSCAN
t 4.39 3.93 5.47 -3.50

p 0.0017 0.0035 0.0004 0.0067

DPC-K-means and Spectral Clustering
t 1.60 2.60 2.62 -2.35

p 0.1448 0.0289 0.0056 0.0430

DPC-K-means and Affinity Propagation
t 3.68 3.72 12.52 -3.19

p 0.0050 0.0047 0.0000 0.0109
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Table 12: The results of the t-test of DPC-K-means on NMI.

Dataset Mean Standard deviation t p Difference

BBC 0.7141 0.2361 1.787 1.533 Yes

20-newsgroups

4 groups 0.7863 0.2687 1.581 1.533 Yes

5 groups 0.7114 0.2069 1.413 1.533 No

6 groups 0.6217 0.1794 1.875 1.533 Yes

7 groups 0.5835 0.1369 2.029 1.533 Yes

8 groups 0.5036 0.1699 2.399 1.533 Yes

Sports Article 0.1062 0.0869 2.078 1.533 Yes

Asian Religious 0.1475 0.1290 2.078 1.533 Yes

Stack Overflow 0.0308 0.0356 1.938 1.533 Yes

Amazon 0.0033 0.0051 1.440 1.533 No

Table 13: The results of the t-test of DPC-K-means on FMI.

Dataset Mean Standard deviation t p Difference

BBC 0.7362 0.2657 1.568 1.533 Yes

20-newsgroups

4 groups 0.8126 0.2860 1.327 1.533 No

5 groups 0.7269 0.2548 1.400 1.533 No

6 groups 0.6119 0.2290 2.311 1.533 Yes

7 groups 0.5728 0.2014 2.325 1.533 Yes

8 groups 0.4926 0.1648 2.184 1.533 Yes

Sports Article 0.5626 0.2326 1.609 1.533 Yes

Asian Religious 0.4051 0.1028 1.632 1.533 Yes

Stack Overflow 0.3876 0.1408 2.598 1.533 Yes

Amazon 0.6089 0.1946 1.268 1.533 No
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Figure 11: The BBC news dataset clustering center of K-means marked in black, and DPC-K-means clustering center marked in red and the
3D clustering results.
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the nearest neighbour number of the sample, approximately
1%~2% of the total dataset size. In the experiment, we were
able to obtain the correct number of class clusters according
to this valued principle. This parameter has no significant
influence on the result of the algorithm within the value
range of 1%–2% of the entire dataset size. The K-nearest
neighbour method was used to establish the similarity matrix
in the Spectral Clustering parameters in the experiment. The
damping factor in Affinity Propagation was set to 0.9, and the
nearest distance measurement of the DBSCAN parameter
value was set to “cosine” by cosine similarity.

4. Conclusions

This study proposed a Stacked-Random Projection (SRP)
dimension reduction framework based on deep networks
and an improved K-means text clustering algorithm based
on density peak (DPC-K-means). In the experiment, SRP,
the improved DPC, and DPC-K-means were validated by
using different datasets. Firstly, we compared SRP with
PCA, MDS, and Random Projection. Multiple evaluation
metrics demonstrated that SRP maintained a sufficient bal-
ance between running time and distance before and after
dimension reduction. Secondly, we compared the difference
between the Euclidean distance and cosine similarity in cal-
culating DPC local density. Cosine similarity is more suitable
for text vector calculation. Finally, DPC-K-means are an
improved K-means algorithm that uses a text feature vector’s
cosine similarity to calculate local density and get the initial
clustering center and cluster number. Then, the K-means
algorithm is used for clustering. We compared DPC-K-
means with DPC, DBSCAN, Spectral Clustering, and Affinity
Propagation. We found that DPC-K-means can accurately
determine the number of clusters and the initial clustering
centers of high-dimensional text data. It is superior to other

clustering algorithms in ARI, NMI, FMI, and MSE. Further-
more, we analyzed the influence of parameters on the algo-
rithm and limitations of our proposed methods. We will
focus on determining the number of layers and the target
dimension of each layer dimensionality reduction for future
work and improve the matching degree between DPC-K-
means and datasets.

Data Availability

The BBC news data used to support the findings of this study
have been deposited in the open-source repository (http://
mlg.ucd.ie/datasets/bbc.html). The 20-newsgroups data used
to support the findings of this study have been deposited in
the open-source repository (http://scikit-learn.org/stable/
modules/classes.html#module-sklearn.datasets).

Conflicts of Interest

Yujia Sun and Jan Platoš declare that there is no conflict of
interest regarding the publication of this paper.

References

[1] C. Aggarwal and C. Zhai, Mining text data, Springer, New
York, NY, 2012.

[2] T. Joachims, Learning to Classify Text Using Support Vector
Machines: Methods, Theory and Algorithms, Norwell, MA,
USA, 2002.

[3] R. E. Bellman, Adaptive Control Processes: A Guided Tour,
Princeton university press, United States of America, 2015.

[4] X. S. Lu, M. C. Zhou, L. Qi, and H. Liu, “Clustering-algorithm-
based rare-event evolution analysis via social media data,”
IEEE Transactions on Computational Social Systems, vol. 6,
no. 2, pp. 301–310, 2019.

1.0

DPC-K-means (20-newsgroups)

0.8

0.6

0.4

0.2

0.0

0.0 1.00.80.60.40.2

+ K-means 
⁎ DPC-K-means 

1.0

1.0

1.0

DPC-K-means (20-newsgroup) 3D

0.8

0.8

0.8

0.6

0.6

0.6

0.4 0.4

0.4

0.2
0.2

0.2

0.0

0.0

0.0

Figure 12: The 4 groups in the 20-newsgroups dataset clustering center of K-means marked in black, and DPC-K-means clustering center
marked in red and the 3D clustering results.

15Wireless Communications and Mobile Computing

http://mlg.ucd.ie/datasets/bbc.html
http://mlg.ucd.ie/datasets/bbc.html
http://scikit-learn.org/stable/modules/classes.html#module-sklearn.datasets
http://scikit-learn.org/stable/modules/classes.html#module-sklearn.datasets


[5] S. Zhou, X. Xu, Y. Liu, R. Chang, and Y. Xiao, “Text similarity
measurement of semantic cognition based on word vector dis-
tance decentralization with clustering analysis,” IEEE Access,
vol. 7, pp. 107247–107258, 2019.

[6] A. Onan, “Two-stage topic extraction model for bibliometric
data analysis based on word embeddings and clustering,” IEEE
Access, vol. 7, pp. 145614–145633, 2019.

[7] J. Jokinen, T. Raty, and T. Lintonen, “Clustering structure
analysis in time-series data with density-based clusterability
measure,” IEEE/CAA Journal of Automatica Sinica, vol. 6,
no. 6, pp. 1332–1343, 2019.

[8] X. Xu, J. Li, M. C. Zhou, J. Xu, and J. Cao, “Accelerated two-
stage particle swarm optimization for clustering not-well-
separated data,” IEEE Transactions on Systems, Man, and
Cybernetics: Systems, vol. 50, no. 11, pp. 4212–4223, 2020.

[9] L. Liu, A. Yang,W. Zhou, X. Zhang, M. Fei, and X. Tu, “Robust
dataset classification approach based on neighbor searching
and kernel fuzzy c-means,” IEEE/CAA Journal of Automatica
Sinica, vol. 2, no. 3, pp. 235–247, 2015.

[10] K. Orkphol and W. Yang, “Sentiment analysis on microblog-
ging with K-means clustering and artificial bee colony,” Inter-
national Journal of Computational Intelligence and
Applications, vol. 18, no. 3, p. 1950017, 2019.

[11] U. H. Atasever, “A novel unsupervised change detection
approach based on reconstruction independent component
analysis and ABC-Kmeans clustering for environmental mon-
itoring,” Environmental Monitoring and Assessment, vol. 191,
no. 7, 2019.

[12] A. Rodriguez and A. Laio, “Clustering by fast search and find
of density peaks,” Science, vol. 344, no. 6191, pp. 1492–1496,
2014.

[13] W. B. Johnson and J. Lindenstrauss, “Extensions of Lipschitz
mappings into a Hilbert space,” Contemporary Mathematics,
vol. 26, pp. 189–206, 1984.

[14] J. Zhang, M. Zhu, P. Chen, and B. Wang, “DrugRPE: random
projection ensemble approach to drug-target interaction pre-
diction,” Neurocomputing, vol. 228, pp. 256–262, 2017.

[15] L. Gondara, “RPC: an efficient classifier ensemble using ran-
dom projection,” in 2015 IEEE 14th International Conference
on Machine Learning and Applications (ICMLA), pp. 559–
564, Miami, FL, USA, December 2015.

[16] S. Sieranoja and P. Fränti, “Fast and general density peaks clus-
tering,” Pattern Recognition Letters, vol. 128, pp. 551–558,
2019.

[17] M. Parmar, D. Wang, X. Zhang et al., “REDPC: a residual
error-based density peak clustering algorithm,” Neurocomput-
ing, vol. 348, pp. 82–96, 2019.

[18] M. D. Parmar, W. Pang, D. Hao et al., “FREDPC: a feasible
residual error-based density peak clustering algorithm with
the fragment merging strategy,” IEEE Access, vol. 7,
pp. 89789–89804, 2019.

[19] M. Parmar, D. Wang, A. Tan, C. Miao, J. Jiang, and Y. Zhou,
“A novel density peak clustering algorithm based on squared
residual error,” in 2017 International Conference on Security,
Pattern Analysis, and Cybernetics (SPAC), pp. 43–48, Shenz-
hen, China, December 2017.

[20] D. Cheng, Q. Zhu, J. Huang, Q. Wu, and L. Yang, “A novel
cluster validity index based on local cores,” IEEE Transactions
on Neural Networks and Learning Systems, vol. 30, no. 4,
pp. 985–999, 2019.

[21] D. Cheng, Q. Zhu, J. Huang, Q. Wu, and Y. Lijun, “Clustering
with local density peaks-based minimum spanning tree,” IEEE
Transactions on Knowledge and Data Engineering, vol. 13, p. 1,
2019.

[22] F. Heimerl, M. John, Q. Han, S. Koch, and T. Ertl, “DocuCom-
pass: effective exploration of document landscapes,” in 2016
IEEE Conference on Visual Analytics Science and Technology
(VAST), pp. 11–20, Baltimore, MD, USA, Oct 2016.

[23] B. Wang, J. Zhang, F. Ding, and Y. Zou, “Multi-document
news summarization via paragraph embedding and density
peak clustering,” in 2017 International Conference on Asian
Language Processing (IALP), pp. 260–263, Yuexian Zou, Dec
2017.

[24] T. Kanungo, D. M. Mount, N. S. Netanyahu, C. D. Piatko,
R. Silverman, and A. Y. Wu, “An efficient k-means clustering
algorithm: analysis and implementation,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 24, no. 7,
pp. 881–892, 2002.

[25] P. Krömer and J. Platoš, “Cluster analysis of data with reduced
dimensionality: an empirical study,” in Intelligent Systems for
Computer Modelling, pp. 121–132, Springer, Cham, 2016.

[26] P. Fränti and S. Sieranoja, “How much can k-means be
improved by using better initialization and repeats?,” Pattern
Recognition, vol. 93, pp. 95–112, 2019.

[27] T. Sung, L. Kong, P. Tsai, and J. Pan, “A distance coefficient-
based algorithm for k-center selection in wireless sensor net-
works,” in 2017 IEEE International Conference on Consumer
Electronics-Taiwan (ICCE-TW), pp. 293-294, Taipei, Taiwan,
June 2017.

16 Wireless Communications and Mobile Computing



Research Article
URDNet: A Unified Regression Network for GGO Detection in
Lung CT Images

Weihua Liu , Yuchen Ren, and Huiyu Li

Beijing Lab of Intelligent Information, School of Computer Science, Beijing Institute of Technology, Beijing, China

Correspondence should be addressed to Weihua Liu; liuweihua@bit.edu.cn

Received 30 July 2020; Revised 19 August 2020; Accepted 3 September 2020; Published 17 October 2020

Academic Editor: Chao-Yang Lee

Copyright © 2020 Weihua Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

We present a 3D deep neural network known as URDNet for detecting ground-glass opacity (GGO) nodules in 3D CT images.
Prior work on GGO detection repurposes classifiers on a large number of windows to perform detection or fine-tuning by box
regression based on a previous window classification step. Instead, we consider GGO detection as a multitarget regression
problem to focus on the location of GGO. Furthermore, to capture multiscale information, we introduce a backbone network
which is a contracting-expanding structure similar to 2D U-net, but we inject the source CT inputs into each layer in the
contracting pathway to prevent source information loss at different scales. At last, we propose a two-stage training method for
URDNet. In the first stage, the backbone of the network for feature extraction is trained, and in the second, the overall URDNet
is fine-tuned based on the previous pretrained weights. By using this training method in conjunction with data augmentation
and hard negative mining techniques, our URDNet can be effectively trained even on a small amount of annotated CT images.
We evaluate the proposed method on the LIDC-IDRI dataset. It achieves the sensitivity of 90.8% with only 1 false positive per
scan. Experimental results show that our detection method achieves the superior detection performance over the state-of-the-art
methods. Due to its simplicity and effective, URDNet can be easier to apply to medical IoT systems for improving the efficiency
of overall health systems.

1. Introduction

Lung cancer is currently a leading cause of cancer death
worldwide and is responsible formore than 1.3million deaths
annually [1]. Detection and treatment of lung cancer at an
early stage can improve the survival rate. GGO is a highly
important CT imaging sign for detection of lung cancer at
an early stage [2], which is defined as increased attenuation
of the lung parenchyma without obscuration of the pulmo-
nary vascular markings on the CT images [3]. Recently, the
new coronavirus COVID-19 pandemic is prevalent, and its
main symptoms are also related to GGO. However, due to
their indistinct boundaries and no clear rules for brightness
and shape, GGO nodules are easily overlooked, even by expe-
rienced radiologists. A promising solution to this problem is
the use of computer-aided detection techniques.

The traditional architecture for computer-aided GGO
detection typically consists of two stages: GGO candidate
detection and false-positive reduction [4]. A small number

of papers have been published on this topic. Bastawrous
et al. [5] applied a Gabor filter to choose candidates and used
an ANN to reduce false positives. Kim et al. [6] extracted
tentative regions using binarization and classified the GGO
nodules with a linear discriminant function. Jacobs et al. [7]
first used intensity, shape, and context features to describe
the appearance of candidates and subsequently applied a
linear discriminant classifier and a gentle boost classifier to
classify candidate regions. Although the conventional
methods have yielded promising results, they still suffer from
the low sensitivity and poor generalization, especially for
notably small GGO nodules.

In recent years, nodule detection based on deep neural
networks has achieved state-of-the-art detection performance.
For example, Ginneken et al. [8] presented promising results
for the extraction of nodule features using an off-the-shelf
convolutional neural network (CNN) that was pretrained for
a natural image classification task. Setio et al. [9] used multiple
CNNs to extract discriminative features from the candidates,
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and these features were used to classify candidates as nodules
or background. Superior performance was achieved in the
false-positive reduction track. Roth et al. [10] proposed an
effective 2.5D representation for lymph node detection to
exploit the 3D information of nodules when training a deep
network by taking slices of the CT images from a point of
interest in 3 orthogonal views. The slices were subsequently
combined into a 3-channel image as the network input. Han
et al. [11] proposed hybrid resampling in multi-CNN models
for 3D GGO nodules to cover a large range scale, which
reduced the risk of missing small or large GGO nodules. In
general, these methods rely on classification or a combination
of classification and regression for detection. These types of
methods usually do not pay enough attention to the location
problem of the detection and often produce missed detection
and inaccurate locations. In addition, various types of neural
works have been applied in various applications, e.g., graph
neural network for creative works [12], LVQ neural network
for traffic prediction [13], generative adversarial networks
(GANs) for style transfer [14], and 3D GANs for the simula-
tion of creative stage scene [15]. The most important is that
GGO detection requires a huge amount of computation in
3D CT and generally requires a more efficient detection
method to meet actual needs in medical IoT.

In order to overcome the above limitations, we propose a
unified regression deep neural network for GGO detection.
We consider GGO detection as a multitarget regression
problem, straight from 3D CT to bounding box coordinates.
To acquire the discrimination information between the
object and the background, the same pseudotarget (zero) is
set for all the negative samples, so the pseudotarget also is
denoted as zero target in our paper. Compared with the
classification-based method, the learning goal of our whole
detection is just a unified object location regression, which
can guide the network to learn better object location infor-
mation. Therefore, more attention can be paid to the localiza-
tion problem in the detection by using a unified regression
objective function in our approach. And a multi-input and
multioutput backbone convolutional network is also applied
in our approach to make it more representative. Further-
more, we design a two-stage transfer training method to train
our URDNet on small annotated GGO data. To evaluate the
effectiveness of our proposed URDNet for GGO detection,
we conduct GGO detection experiments on the LIDC-IDRI
[16], the currently largest publicly available and mostly often
used database of lung nodules. The experiment results show
that the network is effective and accurate.

Our main contributions are summarized as follows:

(1) We present an end-to-end deep convolutional neural
network which is unified and only regression for
GGO detection in 3D CT scans which leads to out-
standing performance of GGO detection on LIDC-
IDRI. The resultant detection sensitivity is 90.8% at
1 false positive per scan

(2) We introduce a multi-input and multioutput struc-
ture for our network’s backbone. The backbone not
only reserves the subtle locations but also represents
the discriminate information of GGO nodules

(3) We propose a unified regression objective function
for all samples. For positive samples, the position
prediction is regarded as only a conventional regres-
sion task. For negative samples, zero target is set. The
location of negative samples (boxes) will be regressed
to a pseudotarget (zero).

(4) We adopt a two-stage training method to train the
complicated 3D detection network given a small
amount of annotated samples

The remainder of this paper is organized as follows.
Sections 2 and 3 presents our URDNet architecture and its
training method, respectively. The implementation details
and experimental results are discussed in Section 4. We con-
clude in Section 5.

2. URDNet Architecture

The network architecture is illustrated in Figure 1 and is com-
posed of a backbone network for feature extraction, which is a
multiscale input-output structure, and a detection head which
is a single prediction module by location regression, which
directly generates a fixed set of 3D bounding boxes. Due to
thememory limitation of GPU, the input of themethod is only
a CT cube with a fixed size (128 × 128 × 128 in our experi-
ments). The final detection result is the combination of all the
detected GGOs in each cube. Figure 1 illustrates the architec-
ture of our network, which takes as input a 128 × 128 × 128
CT cube. The details of CT preprocessing are introduced here.
For a 3D CT scan, a voxel size normalization is firstly
performed due to various voxel sizes of subjects. The voxel size
is set to 1 × 1 × 1mm3 by using bilinear interpolation (after
voxel normalization, even the number of slices in axial dimen-
sion is greater than 128 for all the data in our experiments).
Then, we divide a 3D CT volume into several 128 × 128 ×
128 cubes in a slider-patch way. For each cube, it will be
inputted into our URDNet and be processed. More details of
URDNet are given in the following subsections.

2.1. Backbone Network. The backbone network includes two
main symmetric pathways: a contracting pathway and an
expanding pathway. The contracting pathway follows the
typical architecture of a convolutional network. To aid the
network in capturing spatial information at different scales,
we construct a multiscale input structure by downsampling
the source input and feeding it into each layer in the contract-
ing pathway, not only the first layer. The feed operation is
indicated by the green lines in Figure 1. We referred to these
lines connecting the source input CT to the layers in the con-
tracting pathway as source connections. The contracting
pathway can be divided into five blocks, in which the output
feature maps are downsampled by 2, 4, 8, 16, and 32 w.r.t. the
input cube size. This block is a composite function of four
consecutive operations: 3D convolution (Conv), batch
normalization (BN) [17], rectified linear units (ReLU), and
pooling (Avg: average or Max: maximum).

The expanding pathway is an information-expanding
process that elucidates higher resolution features via an
upsampling strategy. The upsampling procedure is
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implemented by a series of layers including unpooling,
deconvolution, BN, and ReLU operations to perform a com-
plicated deconvolution, as described in a previous paper [18].
The expanding pathway is semantically stronger because of
the feature map from higher levels (the top of the contracting
pathway). In contrast, the contracting feature map consists of
lower-level semantics, but its activations are more accurately
localized because it was subsampled fewer times. To preserve
the localized information, the feature map of the expanding
pathway is enhanced with the feature map from the contract-
ing pathway via skip connections. Skip connections associate
low-level feature maps across resolutions and semantic levels.
Moreover, to create a multiscale feature map that has strong
semantics and precise spatial information at all scales, we
combine low-resolution and semantically strong features
with high-resolution and semantically weak features via a
top-down pathway and skip connections. Skip connections
[19] are connections that can skip one or more layers. Sim-
ilar architectures adopting a top-down pathway and skip
connections are popular in recent research [20–22]. How-
ever, only a single high-level feature map of fine resolution
was applied for prediction in previous networks. In contrast,
our backbone leverages multiscale feature maps in which
predictions are independently generated on each level for
GGO detection.

2.2. Detection Head. In the traditional sliding-window detec-
tion methods, the entire detection space is eventually discre-
tized into a series of windows. Our network also discretizes
the output space of bounding boxes into a set of anchor boxes
with different scales over multiple feature maps. Each anchor
box is a predefined box centered at a location of the feature
map and is associated with a special initial scale, similar to
the anchor box used in Faster R-CNN [23].

Our regression prediction head predicts bounding boxes
based on a fixed set of anchor boxes and is implemented by
regressing 3D box relative offsets from anchor boxes to satis-
fiable boxes (to better match the GGO shape) using small
convolutional filters applied to multiple feature maps. These
processes are indicated on the yellow lines and a yellow rect-
angular box in the bottom area of Figure 1. According to the
previous section, the feature map of the expanding pathway
progressively increases in size. The multiscale feature maps
are composed of multiple feature maps of different resolu-
tions, and each feature map can produce a set of detection
predictions. To detect GGO of various sizes, the prediction
pathway of our network can naturally combine predictions
from the multiscale feature maps. Additionally, at each loca-
tion of the feature map, we simultaneously predict multiple
boxes with different scales but the same center. The multiple
boxes are parameterized relative to the corresponding anchor
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Figure 1: The URDNet architecture, which mainly comprises two components, the backbone network for feature extraction and the detection
head. The backbone network is a multi-input and multioutput structure. The detection head merely contains a 3 × 3 × 3 convolutional layer,
followed by only one prediction layer, for regression the center location ðx, y, zÞ and the corresponding diameter r of the nodule. (the digits on
the cube denote the corresponding numbers of channels.)
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boxes. For example, the left block shown in Figure 2 is used to
regress to the resultant boxes. Since we consider 3 sizes of
anchors and each resultant result is a 4D vector, the outcome
of this block is 12 = 3 × 4 vectors for each anchor. The
number of anchors for each feature map location must be
carefully set to cover a wider and finer range of scale, and
more details are provided in Section 4.1.

After the resultant boxes are obtained from the prediction
pathway, we perform nonmaximum suppression (NMS) to
rule out the overlapping boxes. For each anchor, the predic-
tion finally produces the four-position component map. If
the area is background, the corresponding location of the
component map is very close to zero. Only the box with non-
background will be retained and others will be deleted. Then,
the retained boxes will be decided as GGOs if their position is
larger than a threshold or otherwise as non-GGO (back-
ground). Such threshold will be set up in the applications.

3. Training Method

Training of URDNet is a multitarget regression procedure
because it simultaneously regresses the GGO center and the
diameter of GGO. The details of the objective of our network
is given in the following subsection. Besides, only a small
amount of CT data with annotated GGO nodules is given,
and the overall network is difficult to converge. We adopt a
two-stage transfer training strategy to solve the problem.
More useful strategies also are given in the below subsections.

3.1. Loss Function. In our method, a true object can be
expressed by a box. Each box corresponds to a 3D square
and thus is represented by a 4D vector ðx, y, z, rÞ, where ðx, y
, zÞ is the 3D center point and r is the side length of the square.
We also use a box to express the position of any background,
and the components of this box (x, y, z, r) are set to zero. We
define the position of this background as zero target (pseudo-
target). The target position of true objects is defined as real
target. In this way, both positive samples (target window)
and negative samples (background window) can be used as
position targets. We can express the detection problem as
the same learning target and only need position regression.

The conventional regression loss for positive samples and
a new design regression loss for negative samples are
included in the overall localization loss.

The regression loss for positives is a modified smooth L1
loss [24] between the predicted 3D bounding box (denoted as
l) and the ground-truth 3D bounding box (denoted as g).
Similar to Faster R-CNN [12], it can be regressed to the offset
terms for the center (xc, yc, and zc) of the anchor 3D bound-
ing box (denoted as d) and its radius (denoted as r).

Lpos l, gð Þ =〠
 
β 〠
k∈ xc,yc,zcf g

smoothL1 lki − g
∧k

j
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+ 1 − βð ÞsmoothL1 lri − g
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where ĝxc
j = ðgxcj − dxci Þ/dri , ĝycj = ðgyc

j − dyci Þ/dri , ĝzc
j = ðgzcj −

dzci Þ/dri , ĝrj = log ðgrj/dri Þ, and the weight term β is set to 0.6
through careful experiments in this paper, which means that
we focus additional attention on the center point.

At the same time, because of the characteristics of zero
target in our negative samples, we design a loss function
which regresses to a zero target (denoted as ο),

Lneg l, οð Þ =〠log 〠
k∈ xc,yc,zc,rf g

lk − οk k
 !

, ð2Þ

which means that several position components can be
cohered to zero (zero target).

To sum up, the full optimization objective is

Lall = Lpos + λnLneg, ð3Þ

where λn is the weight for the regression loss for the negative
samples and is set to 0.5 in this paper.

3.2. Two-Stage Training. We add a classifier module with a
3D Avg-pooling (4 × 4 × 4) layer and a two-class softmax
layer behind the backbone of our network to construct a solo
GGO classifier. The 64 × 64 × 64 positive cubes are cropped
from the lung scans such that they contain only one GGO
nodule. More positive cubes are generated by data augmenta-
tion. The 64 × 64 × 64 negative cubes without nodules are
randomly cropped. It is easier to construct a relatively
large-scale dataset for training the nodule classifier than the
detector network. Moreover, the solo classifier can be trained
much faster than our network because the input size is 1/8 of
the URDNet input size, and it is only a binary classification
problem. To avoid slow convergence, the weights are initial-
ized with Glorot and Bengio [25] initialization. The classifier

163

163

12 = 3 × 4

64

Anchors’ sizes = 3

Conv:3×3×3
(localization)

Output: 163 × 3 = 12288 3D box (x,y,z,r)

Figure 2: The illustration of the regression in a prediction pathway
for one scale of feature map, which is the detail of “3D box
regressor” shown in Figure 1.
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network is trained by minimizing the softmax-loss function
with the stochastic gradient descent (SGD).

After training the classifier network, we truncate the
weights of the classifier network to initialize our backbone
and train the URDNet by fine-tuning with a smaller learning
rate. We find that the URDNet loss converges quicker than
training from scratch. Training our network in this way can
effectively alleviate the overfitting problem.

3.3. Data Augmentation. Considering that only a few training
samples are available, we tested certain data augmentation
operations. We exploit both lossless and lossy augmentation
and find the following two simple but useful augmentations
for GGO nodule patches:

(1) Flipping. The patches are randomly flipped with
respect to coronal, sagittal, and axial dimensions

(2) Resizing. The patches are randomly resized with a
ratio between 0.9 and 1.1

We also tested other augmentation methods, such as axis
swapping and rotation. However, it has no significant effects.
Furthermore, to boost nodule classification performance, we
adopt an online hard negative mining technique, similar to
the online hard example mining (OHEM) method proposed
in a previous paper [26]. We use online hard negative mining
in the training procedure. First, we process the input patches
using the network to conduct a forward pass and obtain tens
of thousands of detections, each of which is associated with a
box with a classification confidence score. Second, the accept-
able N negative samples are randomly selected from these
boxes as a candidate pool. Third, the negative samples in this
pool are sorted in a descending order based on their overall
loss, and the top K samples are selected as the hard negatives.

4. Experiments

In this section, we first describe the experimental setup. We
introduce our dataset’s details. The use of anchor boxes
improves the speed and efficiency for the detection portion
of a deep learning neural network. Due to its importance, we
then give more details about anchors. At last, we give the
results of our two groups of experiments. One group is used
to evaluate our URDNet, and the other group is used to com-
pare the performance with that of other systems.

4.1. Experimental Setup

4.1.1. Dataset. The dataset is collected from the largest pub-
licly available reference database for lung nodules, the
LIDC-IDRI [16]. The LIDC-IDRI database contains a total
of 1018 CT scans. Each LIDC-IDRI scan was annotated by
experienced thoracic radiologists using a two-phase reading
process. Four radiologists annotated scans and marked all
suspicious lesions as nodule ≥ 3mm, nodule < 3mm, or non-
nodule. We only considered the GGO nodules. Simulta-
neously, we only considered the nodules annotated by the
majority of the radiologists (at least 3 out of 4 radiologists)
in our standard reference. 302 CT scans from 299 patients

were collected from LIDC-IDRI. In these CT scans, 635
GGO nodules (271 nodules annotated by 3 radiologists and
364 nodules annotated by 4 radiologists) were found. The
diameter of the nodules varied from 3 to 34mm with a
median of 10.3mm. We use 250 CT scans as a training set
and the remaining 52 as a test set. A slice from one patient
with a single nodule location is shown in Figure 3.

4.1.2. Anchor Configuration. All the scales of information
decoded in the expanding pathway of our URDNet, including
32 × 32 × 32, 16 × 16 × 16, and 8 × 8 × 8, are used and input-
ted into the detection head. The numbers of anchors’ sizes
are set to be 1, 3, and 5 for these three scales, respectively,
which lead to 9 anchors’ sizes in total: 4, 6, 8, 10, 12, 16, 20,
26, and 32mm. The details are listed in Table 1. To sum up,
we will generate 47616 ð= 323 × 1 + 163 × 3 + 83 × 5Þ anchors
for each CT cube, based on which 47616 resultant boxes will
be computed. We find that the detection scale range is
between 3mmand 33mm,which is larger than the scale range
of the anchor box, in our test set. Benefitting from the

Table 2: GGO detection results using SSD, U-net, and our URDNet.

Methods Sensitivity FPs/scan

SSD 78.2% 9.1

U-net 83.7% 8.9

Our URDNet 93.5% 6.8

Figure 3: A slice from LIDC-IDRI with a nodule annotated.

Table 1: Configuration of anchors’ sizes for each scale of decoded
feature maps.

Feature
map

No. of anchor
size

No. of anchor
box

Size (mm)

32 × 32 × 32 1 32768 4 \ \ \ \

16 × 16 × 16 3 12288 6 8 10 \ \

8 × 8 × 8 5 2560 12 16 20 26 32

Sum 47616
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multiscale processing, our network can adapt to the changing
of nodules’ sizes.

4.2. Experimental Results. In our experiments, we use a free-
response receiver operating characteristic (FROC) analysis
[27] on the filtered GGO dataset from LIDC-IDRI [16] for
comparison. In the FROC curve, the sensitivity is plotted as
a function of the average number of false positives per scan
(FPs/scan). In this work, the sensitivity is defined as the frac-
tion of detected true positives divided by the number of
ground-truth GGO nodules. The FROC overall score is
defined as the average of the sensitivity at seven predefined
false-positive rates: 1/8, 1/4, 1/2, 1, 2, 4, and 8 FPs per scan.
This performance metric was introduced into the ANODE09

challenge and referred to as the competition performance
metric (CPM) in a previous paper [28].

We first conduct three experiments using a different
backbone or head detection to evaluate the effect of our
network. We use the same training dataset and data augmen-
tation strategy. Other hyperparameters of the training
network are also shared, except for specified changes to com-
ponents. The SSD method predicts bounding boxes and con-
fidence scores based on a fixed set of anchor boxes, which
directly related to our URDNet’s head detection. In contrast,
U-net has an elegant decoder-encoder structure, but it only
uses the last feature map for biomedical applications and
ignores the multi-input and multioutput structure. Table 2
lists the results in the GGO detection task.

(a) Correct detection samples

(b) False detection samples

Figure 4: Examples of the detection by URDNet (the white rectangles denote the ground-truth boxes, the green rectangles denote the
detection results, and they are zoomed at the top-right area or the left-bottom area, and the red rectangles denote the wrong results).
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It is obvious that our URDNet achieves the highest sensi-
tivity (93.5%) at the lowest FPs/scan (6.8) among these detec-
tion experiments, which demonstrates the superiority of our
detection network. Certain examples that are correctly
detected are illustrated in Figure 4(a). These results indicate
that URDNet can accurately locate the centers of GGO nod-
ules and regress the size of GGO nodules. Examples of GGO
nodules false detections are also shown in Figure 4(b).
Typically, these nodules are notably low in contrast (pure
or diffuse) or located close to the other tissues (blood or chest
wall) and can be considered notably low-quality GGO
nodules. To further improve the detection performance,
additional discriminative features must be learned by a new
learning method.

Although a few methods have been developed for GGO
nodule detection, it is trivial to compare all other methods.
In this paper, we choose three GGO detection systems or
methods from different categories for comparison. We first
select the SubsolidCAD [29] system, which is a state-of-the-
art conventional method that uses 4 categories of hand-
crafted features to describe the appearance or the internal
characteristic of the GGO. The system can reach a sensitivity
of 80% at an average of 1.0 false positives per scan with a
CPM [28] of 0.734. We also compare our performance with
the Aidence [30] system based on convolutional networks,
which is the strongest competitor and the top performer in
the LUNA16 Challenge. Referring to the report [30], the best
score was achieved by Aidence with a CPM of 0.764 in the
GGO nodule candidate detection task. The Aidence system
uses end-to-end convolutional networks that are trained on
a subset of studies from the National Lung Screening Trial
[31]. Last, we chose the S4ND [32] method and GA-SSD
[33] method for lung nodule detection to compare which
are current state-of-the-art methods. The S4ND method is
a single-shot and single-scale method, while GA-SSD is an
improved method based on SSD by implementing the atten-

tion mechanism. Additionally, we list a comparison of
performance among our URDNet, SubsolidCAD, Aidence,
S4ND, and GA-SSD in Figure 5. We observe that our URD-
Net attained superior performance. The CPM can reach
0.874, surpassing the SubsolidCAD system (CPM: 0.734)
with relative performance gains of 19.07%, the Aidence sys-
tem (CPM: 0.767) with 13.95%, S4ND (CPM: 0.866) with
0.92%, and GA-SSD (CPM: 0.855) with 2.26%, respectively.

5. Conclusions

In this paper, we present a 3D convolutional detector net-
work known as URDNet that was constructed of a multi-
scale input-output U-shaped network for GGO detection
in CT images. A unified regression objective function is
proposed in URDNet in which the location of an object is
focused on during learning that can directly regress a fixed
set of 3D boxes for all samples. Furthermore, a two-stage
training method is designed to help our complicated 3D
detector network converge and prevent overfitting, even if
given a small amount of annotated GGO nodule CT images.
By this training method incorporated with data augmenta-
tions and hard negative mining, our network can be effi-
ciently and effectively trained in an end-to-end manner for
GGO detection.

We believe that URDNet offers a useful tool for GGO
nodule detection in the clinical diagnosis of lung cancer.
Moreover, our independent GGO detection algorithm can
be easily integrated into the existing lung nodule CAD sys-
tems to boost the overall system performance. Immediate
future work will extend our network for the detection of
other nodules. Because this method does not require large
amounts of labeled data and has a simple, unified regression
objective, it is easier to be applied to other nodule processing
tasks in medical IoT systems.
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Figure 5: Comparison of performance (our URDNet with four counterparts).
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currently largest publicly available database. The data are
available at relevant places with text as reference.
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Wireless sensor networks (WSN) have gradually integrated into the concept of the Internet of Things (IoT) and become one of the
key technologies. This paper studies the optimization algorithm in the field of artificial intelligence (AI) and effectively solves the
problem of node location in WSN. Specifically, we propose a hybrid algorithmWOA-QT based on the whale optimization (WOA)
and the quasi-affine transformation evolutionary (QUATRE) algorithm. It skillfully combines the strengths of the two algorithms,
not only retaining the WOA’s distinctive framework advantages but also having QUATRE’s excellent coevolution ability. In order
to further save optimization time, an auxiliary strategy for dynamically shrinking the search space (DSS) is introduced in the
algorithm. To ensure the fairness of the evaluation, this paper selects 30 different types of benchmark functions and conducts
experiments from multiple angles. The experiment results demonstrate that the optimization quality and efficiency of WOA-QT
are very prominent. We use the proposed algorithm to optimize the weighted centroid location (WCL) algorithm based on
received signal strength indication (RSSI) and obtain satisfactory positioning accuracy. This reflects the high value of the
algorithm in practical applications.

1. Introduction

With the development of the Internet of Things (IoT) to this
day, it can be said that the basic task originally conceived has
been completed, namely, the interconnection of human,
machine, and things [1]. However, people are no longer
satisfied with the simple networking and put forward higher
requirements. As the rapid expansion of scale, IoT has
produced an alarming amount of real-time monitoring data
[2]. There is no doubt that scientific management of these
data requires a “Super Brain”, and intelligence has become
an inevitable choice for the evolution and upgrade. Artificial
intelligence (AI) is fully qualified for this role. The history of
AI is much longer than that of IoT, but it has been plagued by
the difficulty of technical development and the lack of kinetic
energy for achievement transformation. In recent years, AI
has made breakthrough progress at the technical level, which
makes people full of confidence and hope for its future. How

to guide AI from the laboratory into various real application
scenarios is a challenging task. The booming IoT has pro-
vided a broad stage for AI to fully release its potentia, and
the naturally existing data sources continuously provide
power for it. Relying on the mature platform built by IoT,
AI can meet the most urgent demand for technology landing.
Although IoT already has a considerable volume in terms of
industrial chain and scale, many key technologies still need to
be polished and improved. IoT has been thinking for a long
time to seek considerable progress and sustainable develop-
ment, and the empowerment of AI just opens an important
window of opportunity for its development. Therefore, the
term AIoT (Artificial Intelligence of Things) came into being,
which can be understood as the integration of AI and IoT.

AI covers a wide range of technologies, in which the
optimization algorithm has received extensive attention from
researchers. Among many optimization algorithms, the
metaheuristic algorithm is the most active. Some of them
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are inspired by the evolution phenomenon in nature,
represented by genetic algorithm (GA) [3] and differential
evolution algorithm (DE) [4]. Some algorithms are inspired
by biological collective behavior, including particle swarm
optimization (PSO) [5], artificial bee colony algorithm
(ABC) [6, 7], Cat swarm optimization (CSO) [8, 9], WOA
[10, 11], and symbiotic organism search algorithm [12, 13].
Some are related to physical or mathematical rules, such as
black hole (BH) [14, 15] and QUATRE [16, 17]. Unfortu-
nately, there is no one algorithm capable of solving all
optimization problems according to the NFL theorem [18].
This has stimulated researchers’ endless enthusiasm, either
proposing new algorithms and technologies, or improving
existing ones [19, 20], or combining different ones [21]. It
is found that the hybrid strategy of the algorithm is worth
trying in many cases. This article mixes two algorithms,
WOA and QUATRE, and introduces the technology of
dynamically shrinking the search space. In the test of the
benchmark function, it is found that the hybrid algorithm
has made great progress.

As the key core technology of IoT, WSN has been
extended from military applications originally to a large
number of civil fields, such as environmental and ecological
protection, medical and health monitoring, agricultural
planting, traffic management, and logistics management
[22]. The main research contents of WSN include network
topology control and network protocol, node deployment
[23, 24], network security [25, 26], location technology, and
data fusion and data management. The development of
WSN also faces many challenges. For example, how to use
the limited communication ability to complete the transmis-
sion of sensing data needs further research. And how to max-
imize the service life of the network through low-power
design is also an urgent problem to be solved. This paper
introduces the optimization algorithm into the node location
problem of WSN and achieves satisfactory location accuracy.

The rest of this article is as follows: the second part is the
related research work, mainly for the brief introduction of
WOA and QUATRE; the third part discusses the combina-
tion and improvement strategy of the two algorithms in
detail; the fourth part is the statistics and analysis of experi-
mental data based on benchmark functions; the fifth part is
to use the algorithm to realize the location in WSN; and the
last part is the summary and outlook.

2. Related Works

2.1. Whale Optimization Algorithm (WOA).As ametaheuris-
tic optimization algorithm based on swarm intelligence,
WOA is exquisitely designed and full of characteristics. It
simulates the hunting behavior of humpback whale groups.
Inspired by this hunting method, WOA designed three
models: searching for prey, encircling prey, and bubble-net

attacking. First, initialize the position of each whale: X
!
=

ðx1, x2,⋯, xnÞ, which represents an n-dimensional candidate
solution. Through the cooperation of two stages of explora-
tion and exploitation, the best position is gradually found
(i.e., the optimal solution).

Three vectors appear in the algorithm: A
!
, C
!
and D

!
. A
!
and

C
!
are defined as follows:

A
!
= a!∙ 2 r! − 1

� �
, C

!
= 2 r! ð1Þ

where r! is a random vector between ½0, 1�. As the iteration
progresses, a! decreases linearly from 2 to 0. Therefore, A

!
∈

½−2, 2�, C! ∈ ½0, 2�. There is a random number prob ∈ ½0, 1�,
which is used to indicate the selection probability of the

updated mode. The random vector A
!
and the random num-

ber prob jointly control the conversion between exploration

and exploitation. Vector D
!

has different representations at
different stages. The operation symbol ð∙Þmeans multiplying
item by item, and j∙j means taking the absolute value.

(1) Exploration: searching mode
WOA’s exploration phase mimics the process of whales

searching for prey in the ocean. Use a randomly selected
search agent to update the solution. To achieve the goal of
global search, the search agent is forced to leave the reference
whale. The position update formula for exploration is as
follows:

D
!
= C

!
∙X
!

rand − X
!

tð Þ
��� ���,

X
!

t + 1ð Þ = X
!

rand − A
!
∙D
!��� ���:

8><
>: ð2Þ

X
!ðtÞ is the solution vector at the t − th iteration. X

!
rand

represents a random solution in the current population.

When prob < 0:5 and jA!j ≥ 1, Equation (2) will be used
to update the solution vector.

(2) Exploitation
The exploitation phase of WOA includes two modes:

encircling mode and bubble-net attacking mode.

2.1.1. Encircling Mode. Once humpback whales find their
prey, they surround them. Since the best position is
unknown, it is assumed that the current best solution is the
destination or the approximate best position. Other search
agents will update their position with reference to the current
optimal, as shown in Eq.(3):

D
!
= C

!
∙X∗�! tð Þ − X

!
tð Þ

��� ��� 
X
!

t + 1ð Þ = X∗�! tð Þ − A
!
∙D
!

8><
>: ð3Þ

X∗�!ðtÞ denotes the current optimal. When prob < 0:5
and jA!j < 1, the solution will be updated by the above
formula.

2.1.2. Bubble-Net Attacking Mode. Bubble-net attacking is the
most distinctive hunting method of humpback whales. In
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addition to swimming around prey, whales also move along a
spiral path. WOA creates a spiral equation to simulate
through the distance, as shown in the following formula:

D′
�!

= X∗�! tð Þ − X
!

tð Þ
��� ���,

X
!

t + 1ð Þ = D′
�!

∙ebl∙cos 2πlð Þ + X∗�! tð Þ:

8><
>: ð4Þ

Here, the distance between X
!ðtÞ and X∗�!ðtÞ is recorded as

D′
�!

, which can be understood as the distance between the
whale and its prey. The constant b is used to define the shape
of the logarithmic spiral. l is a random number between ½0, 1�.
When prob ≥ 0:5, Equation (4) will be used to generate a new
solution.

2.2. QUasi-Affine Transformation Evolutionary (QUATRE)
Algorithm. QUATRE is a coevolutionary algorithm based
on quasi-affine transformation. As a new structure of evo-
lutionary calculation, it can be used to solve the problem
of distributed bias in the DE algorithm. The evolution for-
mula is similar to the affine transformation, as shown
below:

X←M⨂X + �M ⊗ B: ð5Þ

Suppose there are ND-dimensional solution vectors Xi,
which constitute a population matrix: X = ðX1, X2,⋯,
Xi,⋯, XNÞT . There are two matrices: the donor matrix B
and the coevolutionary matrix M. The operator ⨂ repre-
sents the bitwise multiplication of matrix elements. M and
�M are mutually inverse matrices, and and they are both
binary matrices (matrix elements only take 0 or 1).

2.2.1. The Coevolutionary Matrix M. The QUTARE algo-
rithm considers that all search agents in the population have
the same status. By the cooperative structure, the search
agents cooperate with each other and share information.
The initialized matrix Minitial is constructed, and then,
through a series of transformations, the coevolutionary
matrix M is obtained.

There are three methods for constructing Minitial.
The specific choice depends on the size relationship
between the population size ps and the search space
dimension D. If ps =D, Minitial is a D-dimensional binary
lower triangular matrix, as shown in Equation (6). When
ps >D, Minitial needs to be expanded. If ps = p∙D, Minitial
is a matrix of pD-dimensional binary lower triangular
matrices stacked vertically. If ps = p∙D + q, the first p∙D
rows are handled according to the previous situation,
and the rest take the first q lines in Equation (6), as shown
in Equation (7). Next, M can be obtained after two steps
of transformation of Minitial. First, the elements of each
row in Minitial are randomly arranged. Then, the elements
of each row vector remain unchanged while their positions

in the matrix are randomly arranged. So we can get M,
see

Minitial =

1
1 1

⋯

1 1 ⋯ 1

2
666664

3
777775 ~

1 1
1 1 ⋯

⋯

1 ⋯ 1

2
666664

3
777775 =M: ð6Þ

Minitial =

1
1 1

⋯

1 1 ⋯ 1
1
1 1

⋯

1 1 ⋯ 1
1
1 1
⋯

2
666666666666666666666666664

3
777777777777777777777777775

~

1
1 ⋯ 1

1 ⋯

1 ⋯ 1
1
1 ⋯ 1

⋯

1 1 ⋯ 1
1 1
1 1

1

2
666666666666666666666666664

3
777777777777777777777777775

=M:

ð7Þ
2.2.2. The Donor Matrix B. The donor matrix B dominates
the way of evolution. Similar to the different mutation strat-
egies in DE, there are many ways to generate B. The mode
used here is called QUATRE/best/1, as shown in

Bi,G = Xgbest,G + F∙ Xr1,G − Xr2,Gð Þ: ð8Þ

Assume that the population matrix of the Gth generation
is XG = ðX1,G, X2,G,⋯, Xi,G,⋯, XN ,GÞT , which consists of
ND-dimensional candidate solutions Xi,G. Each Xi,G has
an evolution guide vector Bi,G corresponding to it. Xgbest,G
represents the best individual in the population. Xr1 and
Xr2 are generated by randomly arranging the row vectors of
XG. F ∈ ð0, 1� is the scaling factor.

3. The Hybrid Algorithms Based on WOA and
QUATRE (WOA-QT)

The metaheuristic algorithm has two basic elements: explora-
tion and exploitation. The task of exploration is to trial differ-
ent solutions in the search space and try to find the global
optimal. The task of the exploitation is to search in the local
scope and fully tap the optimization opportunities brought
by the current optimal. Ideally, if the two stages can cooper-
ate with each other and realize smooth transition, the local
optimum can be avoided and the optimal solution can be
found finally [27].

WOA has proved to be superior to some advanced
optimization algorithms, for example, PSO, DE, GSA, and
fast evolutionary programing (FEP) [28]. It provides multiple
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update modes and strives to balance the relationship between
exploration and exploitation. But inevitably, it still faces
many problems, such as how to further improve the explora-
tion ability, release the exploitation potential, and avoid local
optimization. Local optimal stagnation and slow convergence
are its two main disadvantages. In order to improve the abil-
ity to escape from the local optimum, this paper introduces
the QUATRE algorithm into WOA and use the strategy of
dynamically shrinking the search space to improve time effi-
ciency. In this part, we will analyze the causes of the problems
in detail and explain the relevant countermeasures.

3.1. The Combination of WOA and QUATRE. Although
WOA has two different exploitation models, both of them
are highly dependent on the current optimum. When the
problem is a multimodal function or a complex function,
there is a risk of falling into a local optimum. How to deal
with this situation requires careful consideration.

QUATRE is a coevolution algorithm, which uses matrix
mode calculation and concise parameters. From the point of
view of statistics and probability theory, the moving way of
individuals is more reasonable in the process of evolution. In
addition, the coevolutionary matrix in the algorithm can per-
ceive the structure of objective function more comprehen-
sively, whichmakes the search of solution spacemore effective.

Based on the above considerations, this paper proposes a
hybrid algorithm based onWOA and QUATRE. The specific
idea is to embed QUATRE in the exploitation stage of WOA.

The current optimal solution X∗�!ðtÞ plays an absolute dom-
inant role in both the encircling mode and the bubble-net
attacking mode. The QUATRE algorithm can be used to pre-
process the current optimal, and the effect is equivalent to
perturb the current optimal solution in accordance with
statistics and probability theory to make up for the lack of
randomness and diversity. The fusion method of the two
algorithms in the encircling mode is as follows:

XQ
�!

tð Þ =M⨂ X∗�! tð Þ + �M ⊗ B:

D
!
= C

!
∙XQ
�!

tð Þ − X
!

tð Þ
��� ���:

X
!

t + 1ð Þ = XQ
�! − A

!
∙D
!
:

8>>>><
>>>>:

ð9Þ

Here, the current optimal solution X∗�!ðtÞ is processed by
the QUATRE to get XQ

�!ðtÞ, which will replace X∗�!ðtÞ to
guide the position update of the encircling mode in the
exploitation stage.

Similarly, in the bubble-net attacking mode, the fusion of
the two algorithms is also performed, as shown in the follow-
ing formula:

XQ
�!

tð Þ =M⨂ X∗�! tð Þ + �M ⊗ B,

D′
�!

= XQ
�!

tð Þ − X
!

tð Þ
��� ���,

X
!

t + 1ð Þ = D′
�!

∙ebl∙cos 2πlð Þ + XQ
�!

tð Þ:

8>>>>><
>>>>>:

ð10Þ

XQ
�!ðtÞ replaces X∗�!ðtÞ to guide the position update of the

bubble-net attacking mode during the exploitation phase. In
the proposedWOA-QT, Equations (9) and (10) will still have
a 50% probability of being selected.

QUATRE has different mutation strategies, which empha-
size different focuses of search capabilities [29, 30]. The mode
QUATRE/best/1 is concise in form which only uses the
current optimal solution Xgbest,G and two randomly selected
solutions Xr1 and Xr2. Xgbest,G dominates the evolution of
the population, so that individuals with higher fitness values
can be fully utilized to perform good local search, and the con-
vergence speed is faster. Although the combination of the two
algorithms has increased the randomness of the population,
we choose QUATRE/best/1 as the mutation strategy to avoid
overcorrection. Therefore, both the population diversity is
ensured and the convergence speed is also taken into account.
Therefore, both the population diversity is ensured and the
convergence speed is also taken into account.

3.2. Strategy of Dynamically Shrinking Search Space (DSS).
The candidate solution should gradually approach the global
optimal solution. The general trend is that the size of search
space will decrease as the iteration progresses. However, the
search space of WOA is always the size at the time of initial-
ization. It is obviously unreasonable to roam randomly in
such a fixed-size space, which may cause delay in the optimi-
zation process. In this paper, we propose a mechanism to
dynamically shrink the search space, which is used in the
exploration phase of WOA. As the optimization proceeds,
the upper and lower limits of the selection range of the ran-
dom solution will change accordingly, so that the size of the
search space is gradually reduced, thereby improving search
efficiency. The specific method is as follows:

First define four variables: the upper limit of the newly
generated search space ub_new, the lower limit of the newly
generated search space lb_new, the largest solution compo-
nent of the current iteration ub_ max, and the smallest solu-
tion component of the current iteration lb_ min. The initial
values of the above variables are set according to the initial
size of the search space.

ubnew = ubnew + ubmax − ubnewð Þ ∗ t
max
iter

 !
, ð11Þ

lbnew = lbnew + lbmin − lbnewð Þ ∗ t
max
iter

 !
: ð12Þ

where t represents the current number of iterations and
max _iter is the maximum number of iterations. As the
iteration progresses, ub_new will decrease approximately
linearly according to Equation (11), and lb_new will increase
approximately linearly according to Equation (12). As a
result, the exploration scope is gradually reduced, and the
global optimum is constantly approached. The random solu-
tion in the exploration process is now generated from a
dynamically shrinking search space defined by ub_new and
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lb_new. And the contraction speed is not too fast, which can
effectively avoid local optimal stagnation.

3.3. Hybrid Algorithm WOA-QT. This section describes the
optimization steps of WOA-QT. The pseudo code is shown
in Pseudocode 1.

(1) Initialization: generate N individuals Xiði = 0, 1, 2,
3,⋯,NÞ randomly to form population X. Set initial values
to parameters in WOA and QUATRE. Specify the maximum
number of iterationsmax _iter and parameters related to the
size of the search space (including initial upper limit ub and
lower limit lb, the upper limit ub_new and lower limit lb_
new of search space after each iteration, the maximum
solution component ub_ max and minimum solution com-
ponent lb_ max of the current iteration).

(2) Evaluation: calculate each individual’s fitness value
f ðXiÞ. By comparing with each other, determine the indi-
vidual X∗ who currently has the best fitness value.

(3) Update: choose one of the modes to update the indi-
vidual’s position.

(i) Exploration: when prob < 0:5 and jAj ≥ 1 , use Equa-
tion ((2)) to update the solution. That is to select a random
solution Xrand in the current search space (between the upper
limit ub_new and lower limit lb_new ).

(ii) Exploitation

(A) When prob < 0:5 and jAj < 1, use Equation (9) to
update the solution. This is the WOA encircling
mode embedded with QUATRE

(B) B. When prob ≥ 0:5, use Equation (10) to update the
solution. This is the WOA bubble-net attacking
mode embedded with QUATRE

(4) Reevaluation: re-evaluate the population to find the
best individual X∗. And shrink the size of search space
according to the Equations (11) and (12).

(5) Termination: repeat steps (3) to (4). If a predefined
function value has been obtained or all iterations have been
completed, record the global optimal solution X∗ and its best
fitness value f ðX∗Þ. The optimization process ends here.

4. Experiment Results and Analysis

This part selects 30 benchmark functions for performance
evaluation, as shown in Tables 1, 2, and 3. Most of the bench-
mark functions come from literature [31], including three
categories: unimodal, multimodal, and fixed-dimension
complex functions. We also separately evaluate the perfor-
mance in solving low-dimensional and high-dimensional
problems. The selected unimodal functions and multimodal
functions are scalable functions covering low and high

Generate initial population X containing N individuals Xiði = 0, 1, 2, 3,⋯,NÞ.
Initialize the parameters related to the algorithm: a, r, b, prob, t, max_iter.
Initialize two matrices in QUATRE:
the coevolutionary matrix M (Eq. (6) or Eq. (7)).
the donor matrix B (Eq. (8)).

Initialize the parameters related to the search space size:
ub = ub_new=ub_max.
lb = lb_new= lb_min.

Calculate the fitness value of each solution.
X ∗ = the best individual.
While (t<max_iter) and (not obtain the predefined function value).
For each solution.
Update a, r, b, l, prob, M, B.

If1 (prob <0.5).
If2 (jAj < 1).

Update the position of the current solution using Eq. (9).
Else if2 (jAj ≥ 1).

Select a random solution Xrand.
Update the position of the current solution using Eq. (2).

End if2.
Else if1 (prob ≥ 0:5).

Update the position of the current solution using Eq. (10).
End if1.

End for.
Check if any solution goes beyond the search space and amend it.
Calculate the fitness value of each solution.
Update X ∗ if there is a better solution.
t= t+1.
Shrink the search space size using Eq. (11) and (12).

End while.
Return X ∗

Pseudocode 1: The pseudocode of the proposed WOA-QT.
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dimensions. All the experiments were compared among
WOA-QT, WOA, and QUATRE. Each algorithm runs
independently 40 times. The specific experimental scheme
is as follows.

4.1. Experiments for Low-Dimensional Unimodal and
Multimodal Functions. First, the low-dimensional unimodal
functions and multimodal functions are tested, and the
dimension is set to 30. The comparative indicators we
selected include the minimum (i.e., optimal value), medium,
maximum, mean, and standard deviation values of each
experiment. Figure 1 shows the convergence curve of each
function.

In the test of 10 unimodal functions, we can see that
WOA-QT has achieved the first place in the comparison of
the optimal values for 9 times (F1-F6, F8-F10). Compared
with the other two algorithms, WOA-Q’s optimization
accuracy and convergence speed have been significantly
improved, showing excellent local search capabilities. In
addition, WOA-QT also has an absolute advantage in the
comparison of other statistical data, which shows that its per-
formance stability is far better than WOA and QUATRE.

From the experimental results of 10 multimodal func-
tions, we can see that WOA-QT has an absolute advantage
in the ranking of all indicators. This shows that it can effec-
tively avoid falling into the local optimal.

4.2. Experiments for High-Dimensional Unimodal and
Multimodal Functions. This experiment continues to use

the test functions from the previous section but expand the
dimension to 500. The conclusion of this experiment is basi-
cally consistent with that of the last one. The WOA-QT still
maintains good performance in high-dimensional situations.
Please see Figure 2 for the function convergence curves.

4.3. Experimental Results of Fixed-Dimension Complex
Function. We also tested 10 fixed-dimension complex func-
tions. It is found that the comprehensive performance of
WOA-QT is still the best of the three. Figure 3 shows the
function convergence curves obtained in this experiment.

4.4. Analysis of Experiment Results. In this paper, different
types of benchmark functions are selected for testing for the
sake of the scientificity and fairness of evaluation. It also
examines the algorithm’s ability to solve scalable dimensional
problems.

When solving the unimodal problem, WOA-QT embodies
the outstanding local exploitation ability. In the face of multi-
modal problems, it can well avoid falling into local optimum.
Both optimization accuracy and speed benefit greatly from
the effective hybrid mechanism of the two algorithms. In addi-
tion, when the dimension of the problem space expands or
shrinks, or when the problem is gradually complicated and
the amount of calculation increases suddenly, WOA-QT still
maintains reliable optimization performance, especially with a
satisfactory convergence speed. The high time efficiency proves
the effectiveness of the DSS strategy.

Table 1: Details of 10 unimodal functions.

Functions DIMENSION RANGE f _ min

F1 xð Þ = 〠
n

i=1
x2i 30,500 100, 100½ � 0

F2 xð Þ = 〠
n

i=1
ix2i 30,500 −10, 10½ � 0

F3 xð Þ = 〠
n

i=1
xj j +Πn

i+1 30,500 −10, 10½ � 0

F4 xð Þ = 〠
n

i=1
〠
i

j−1
x2j

 !
30,500 100,100½ � 0

F5 xð Þ =maxi xij j, iϵ 1,m½ �f g 30,500 100,100½ � 0

F6 xð Þ = 〠
n−1

i=1
100 xx+1 − x2i
� �

+ xi − 1ð Þ2� 	
30,500 −30, 30½ � 0

F7 xð Þ = 〠
n−1

i=1
xi + 0:5ð Þ2 30,500 100,100½ � 0

F8 xð Þ = 〠
n

i=1
ix4 30,500 −1:28,1:28½ � 0

F9 xð Þ = 〠
n

i=1
ix4 + rand 0, 1½ Þ 30,500 −1:28,1:28½ � 0

F10 xð Þ = 〠
n

i=1
∣ x2i ∣ 30,500 −1, 1½ � 0
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5. Node Location in WSN

WSN, RFID, cloud computing, and wireless data communi-
cation, etc., together constitute the technical foundation of
IoT. Among them, WSN is not only an important informa-
tion collection subject of the perceptual layer of IoT but also
a basic transmission channel of the network layer.WSN plays
a vital role in how to realize the intelligent perception, trans-
mission, processing, and application of data in IoT. There are
many research topics in WSN, among which node location
has always been a research hotspot. Because the monitoring
data with unknown location information is usually meaning-
less, and the location problem is the basis and premise of
most applications, the performance of the sensor node loca-
tion algorithm directly affects its usability. The commonly
used evaluation indicators include location accuracy, scale,
node density, and power consumption. This paper uses the
proposed WOA-QT algorithm to solve the node location
problem in WSN. Specifically, it is to intelligentize the node
location algorithm to further improve the positioning
accuracy.

Although there are many node location algorithms, they
can be classified into range-based and range-free. Range-

based location algorithm calculates the position of unknown
nodes by measuring distance or angle information. Com-
monly used ranging technologies include Time of Arrival
(TOA), Time Difference of Arrival (TDOA), Received Signal
Strength of Indicator (RSSI), and Angle of Arrival (AOA).
Range-free localization algorithm only determines the node
position according to the connectivity of the network and
other information without knowing the distance or angle.
The commonly used methods are convex programming,
DV-hop, centroid location algorithm, and so on.

Different location algorithms have their own advantages
and disadvantages. The location algorithm used in this paper
integrates RSSI ranging and weighted centroid positioning
algorithms (WCL_RSSI), which can improve positioning
accuracy to a certain extent. To meet the requirements of
further reducing the positioning error, this paper uses the
proposed WOA-QT algorithm to optimize WCL_RSSI.

5.1. RSSI Ranging Technology. The principle of the RSSI rang-
ing method is to convert the strength of the received wireless
signal energy into the distance between the nodes, and then
use it to estimate the location of the unknown node. Because
no additional hardware is required, and the cost and power

Table 2: Details of 10 multimodal functions.

Functions DIMENSION RANGE f _ min

F11 xð Þ = 1 − cos 2Π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
x2i

 !vuut
0
@

1
A + 0:1

ffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
x2i

s
30,500 −100,100½ � 0

F12 xð Þ = 〠
n

i=1
x2i − 10 ∗ cos 2πxið Þ + 10
� 	

30,500 −5:12,5:12½ � 0

F13 xð Þ = −208 exp −0:2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m
〠
n

i

x2i

s !
− exp 1

m
〠
n

i=1
cos 2πxið Þ + 20 + 2:718

 !
30,500 −32, 32½ � 0

F14 xð Þ = 1
4000 + 〠

n

i=1
x2i −Πn

i=1 cos
xiffiffi
i

p
� �

+ 1 30,500 −600,600½ � 0

F15 xð Þ = π
n ∗ 10 ∗ sin πy1ð Þ + ∑

n−1

i−1
yi − 1ð Þ2 1 + 10 ∗ sin2 πyi+1ð Þ� 	
 �

yi = 1 + xi + 1
4 ∗ u zi, a, k,mð Þ =

k xi − að Þ, x > a

0,−a < xi < a

k −xi − að Þ, x > a

8>><
>>:

30,500 −50, 50½ � 0

F16 xð Þ = 〠
n

i=1
∣ xi sin xið Þ + 0:1xi ∣ 30,500 −100,100½ � 0

F17 xð Þ = 0:59 +
sin2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1x
2
i

� �q� �−0:5
1 + 0:0001 ∑n

i=1x
2
4

� � 30,500 −100,100½ � 0

F18 xð Þ = 〠
n

i=1
0:1n − 0:1〠

n

i=1
cos 5πxið Þ − 〠

n

i=1
xi − πð Þ2

 !
30,500 −10, 10½ � 0

F19 xð Þ = 〠
n−1

i=1
0:1n x2i + x2x+1

� �0:25 × 1 + sin2 50 x2i + x2x+1
� �

∧ 0:1ð Þ� �� 	
30,500 −1, 1½ � 0

F20 xð Þ = 〠
n

i=1
106
� � i−1

n−1x2i 30,500 −10, 10½ � 0
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consumption are relatively low, the RSSI method is widely
used, especially for large-scale WSN node location problems.
However, environmental factors such as distance and obsta-
cles will have a great impact on the transmission of wireless
signals, resulting in severe attenuation of the signal’s power
strength. This paper selects the log-distance distribution
model as the distance measurement model of wireless signal
propagation path loss, as shown below:

RSSI dð Þ = RSSI d0ð Þ − 10γlg d
d0

� �
+ Xσ: ð13Þ

Assuming that the distance between the node to be
located and the signal source is d, RSSIðdÞ indicates the signal
strength received by the node; d0 is the reference distance,
generally 1m; γ is the path loss factor that reflects the influ-
ence of the environment on signal transmission. The more
obstacles in the transmission path, the greater the value
of γ; Xσ is a random variable, obeying normal distribu-
tion: Xσ ~Nðμ, σ2Þ. By Equation (13), the distance d can
be obtained: d = 10ðRSSIðd0Þ−RSSIðdÞ+Xσ/10γÞ.

There are K beacon nodes in the target area: Siðxi, yiÞ,
i = 1, 2,⋯, K . Nðx, yÞ is the unknown node. If the distance
between N and Si is too far, the signal power will be greatly
attenuated, which will seriously affect the location accuracy.

Generally speaking, the unknown node and the beacon
node are not directly connected, and there may be several
intermediate nodes between the two. Therefore, it can be
considered that RSSI starts from the beacon node Si and
is finally transmitted to the unknown node N in a relay
manner. The distance of the connection path between the
two is recorded as Di. If M intermediate nodes are passed,
thenDi =∑M+1

l=1 dr, where dr can be obtained by Equation (13).
In order to convert Di to the Euclidean distance ρi

between N and Si, this requires knowing the approximate
proportional relationship between the two distances. Assume
that the connection distance between two beacon nodes Si
and Sj is Di,j (can be obtained by RSSI ranging), and the
Euclidean distance is

di,j =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj − xi
� �2 + yj − yi

� �2r
: ð14Þ

We define αi as the path scale factor of the beacon
node Si, as shown below:

αi = 〠
K

j=1,j≠i
Di,j/di,j
� �

: ð15Þ

Table 3: Details of 10 fixed-dimension complex functions.

Functions DIMENSION RANGE f _ min

F21 xð Þ = 〠
5

i=1
i ∗ cos i + 1ð Þð x1 + i

 !
∗ 〠

5

i=1
i ∗ cos i + 1ð Þx2ð Þ + i

 !
2 −5:12,5:12½ � −186:7309

F22 xð Þ = 〠
11

i=1
ai −

x1 b2i + bix2
� �

b2i + bix3 + x4

" #2
4 −5, 5½ � 0:0003

F23 xð Þ = −
1 + cos 12

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 + x22

p� �
0:5 x21 + x22
� �

+ 2
2 −5:12,5:12½ � −1

F24 xð Þ = x2 −
5:1
4π2 x

2
1 +

5
π
x1 − 6

� �2
+ 10 1 − 1

8π

� �
cos x1 + 10 2 −5, 5½ � 0:398

F25 xð Þ = 1 + x1 + x2 + x3ð Þ2 ∗ 19 − 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22
� �� 	

× 18 − 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22
� � 2 −2, 2½ � 3

F26 xð Þ = −0:0001 sin x1ð Þ sin x2ð Þ exp 100 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 + x22

p
π

�����
�����

 !�����
����� + 1

 !0:1

2 −10, 10½ � −2:0626

F27 xð Þ = −0:0001 cos x1ð Þ cos x2ð Þ exp 100 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 + x22

p
π

�����
�����

 !�����
����� + 1

 !0:1

2 −10, 10½ � −2:0626

F28 xð Þ = −〠
5

i=1
X − aið Þ X − aið ÞT + ci

h i−1
4 0, 10½ � −10:1532

F29 xð Þ = −〠
7

i=1
X − aið Þ X − aið ÞT + ci

h i−1
4 0, 10½ � −10:4028

F30 xð Þ = −〠
10

i=1
X − aið Þ X − aið ÞT + ci

h i−1
4 0, 10½ � −10:5363
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Obviously, the distance ρi can be obtained with the
following formula:

ρi =Di/αi: ð16Þ

5.2. Weighted Centroid Location Algorithm Based on RSSI
(WCL_RSSI). It is not hard to see, if only relying on RSSI
ranging to locate, the accuracy is poor. Therefore, a
weighted centroid location algorithm (WCL) based on
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Figure 1: The convergence curves of 30-dimensional functions (F1-F20).
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RSSI has emerged. The ordinary centroid location algo-
rithm considers that all beacon nodes have equal status.
In fact, different beacon nodes have different influences
on the location of unknown nodes. The WCL algorithm

is to reflect the degree of influence of each beacon node
on the position of the centroid (i.e., the unknown node)
through the weight factor. The triangle centroid position-
ing algorithm is used here. The pairwise distance between
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Figure 2: The convergence curves of 500-dimensional functions (F1-F20).
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the unknown node and the three beacon nodes is recorded
as (ρ1, ρ2, and ρ3), which are used to construct the weight
coefficient. The relevant formulas are as follows:

xl =
x1/ ρ1 + ρ2ð Þ + x2/ ρ2 + ρ3ð Þ + x3/ ρ1 + ρ3ð Þ
1/ ρ1 + ρ2ð Þ + 1/ ρ2 + ρ3ð Þ + 1/ ρ1 + ρ3ð Þ ,

yl =
y1/ ρ1 + ρ2ð Þ + y2/ ρ2 + ρ3ð Þ + y3/ ρ1 + ρ3ð Þ
1/ ρ1 + ρ2ð Þ + 1/ ρ2 + ρ3ð Þ + 1/ ρ1 + ρ3ð Þ :

ð17Þ

S1ðx1, y1Þ, S2ðx2, y2Þ, and S3ðx3, y3Þ represent three
beacon nodes, and the coordinate of the centroid of the
triangle enclosed by them is the position of unknown
nodes Nlðxl, ylÞ.

WCL_RSSI has the advantages of low computational
complexity, simple implementation and high location accu-
racy. Moreover, the location process is less affected by the
change of the transmission environment and does not
require interaction between nodes [32].

5.3. Apply the Proposed WOA-QT Algorithm to WCL_RSSI.
This article uses WOA-QT to improve WCL_RSSI in order
to obtain the node position with higher accuracy. In the
two-dimensional plane, the solution of the WOA-QT corre-
sponds to the candidate position coordinates of the unknown
node, which is denoted as Nlðx, yÞ. The Euclidean distance

between Nlðx, yÞ and the beacon node Siðxi, yiÞ is do =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx − xiÞ2 + ðy − yiÞ2

q
. Nlðxw, ywÞ represents the location of

unknown node estimated by the WCL_RSSI. Similarly, the

distance between Nlðxw, ywÞ and Siðxi, yiÞ is dw =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxw − xiÞ2 + ðyw − yiÞ2

q
. Obviously, there is a deviation

between do and dw. It should be noted that the connection
path between the unknown node and the beacon node has
a great influence on the location accuracy. The greater the
number of hops, the smaller the positioning error tends to
be. The weight of hops needs to be considered when
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Figure 3: The convergence curves of fixed-dimension functions (F21-F30).
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measuring the distance error. Therefore, the evaluation func-
tion f ðx, yÞ is as follows:

f x, yð Þ =min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
K
〠
K

i=1

do − dw
hopi

� �2
vuut

0
@

1
A: ð18Þ

There are K beacon nodes. The hop number between the
beacon node Si and the unknown node is recorded as hopi.
Equation (18) expresses the optimization goal, that is, to
minimize the root mean square error of the difference
between the two distances.

5.4. Simulation Results. Assume that in a two-dimensional
area of 1000m × 1000m, 60 beacon nodes are deployed,
and the positions of 240 unknown nodes are to be deter-

mined. The communication radius of sensor node is 15
meters, and the maximum number of iterations of the algo-
rithm is 400. Table 4 lists the average distance error between
the unknown node position estimated by each algorithm and
the true position. The simulation experiment involves five
algorithms. Simulation results show that WCL_RSSI based
on WOA-QT has the smallest error, and the positioning
accuracy is improved obviously. In order to visualize the
positioning error, Figure 4 marks the distance deviation
between the estimated position of each unknown node and
its true position.

6. Conclusion

AI and IoT are compatible and symbiotic, who are born to be
the best partner. They have broken through the bottlenecks
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Figure 4: The comparison of location errors. (a) PSO andWOA-QT. (b) QUATRE andWOA-QT. (c) WOA andWOA-QT. (d) WCL based
on RSSI and WOA-QT.

Table 4: The average distance error of each algorism.

WOA-QT(WCL_RSSI) PSO(WCL_RSSI) WOA(WCL_RSSI) QUATRE(WCL_RSSI) WCL_RSSI

20.7632 23.315 22.7465 22.6332 24.9505
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of their respective parallel developments, enabling high-
frequency resonance and coordinated development.

In this paper, the optimization algorithm in AI is used to
solve the node location problem in WSN which is the key
technology of IoT. There are two optimization algorithms
involved: WOA and QUATRE. WOA is derived from natural
wisdom, and the QUARTRE has the beauty of mathematics.
The two algorithms utilize each other and work closely
together to form an organic whole. The overall optimization
performance is much better than that when the two are sep-
arated. The potential of local exploitation is further tapped
through the mutual fusion, so that the local stagnation is
effectively avoided in the process of searching for the global
optimal. Although algorithm hybridization will inevitably
bring more calculations, but with the cooperation of the
two algorithms and the DSS strategy, the time efficiency of
the algorithm has not been affected, and even better in many
cases. So the increase in complexity of this algorithm is
worthwhile. With the help of optimization technology, the
node location accuracy of WSN has been significantly
improved. It can be said that a successful AIoT case with
application value is realized.

The QUATRE algorithm has many variants. When com-
bined with other algorithms, we can consider how to choose
different variants adaptively [33]. In addition, the complexity
caused by algorithm hybridization can be considered to use
surrogate-assisted technology to ease [34, 35]. In the field of
WSN, there are many challenging problems that need to be
overcome [36, 37]. It can be combined with other AI technol-
ogies such as machine learning [38–40] to promote the birth
of more application scenarios of AIoT.

Data Availability

1. 30 well-known benchmark functions. 2. Random position
location of sensor nodes by computers.
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In this paper, a novel flower detection application anchor-based method is proposed, which is combined with an attention
mechanism to detect the flowers in a smart garden in AIoT more accurately and fast. While many researchers have paid much
attention to the flower classification in existing studies, the issue of flower detection has been largely overlooked. The problem
we have outlined deals largely with the study of a new design and application of flower detection. Firstly, a new end-to-end
flower detection anchor-based method is inserted into the architecture of the network to make it more precious and fast and the
loss function and attention mechanism are introduced into our model to suppress unimportant features. Secondly, our flower
detection algorithms can be integrated into the mobile device. It is revealed that our flower detection method is very
considerable through a series of investigations carried out. The detection accuracy of our method is similar to that of the state-
of-the-art, and the detection speed is faster at the same time. It makes a major contribution to flower detection in computer vision.

1. Introduction

In recent years, flower classification and detection has been of
considerable interest to the computer vision community
which can be applied in AIoT for the smart garden. The
flowers in the smart garden can be automatically designed
and recommended to make it more beautiful. The previous
work mostly focused on flower classification [1–5] using a
traditional detector and method [6, 7]. While it has become
a tendency in flower classification and detection based on
deep learning anchor-based approaches, flower detection
was paid little attention. In most studies of deep learning
anchor-based flower detection, the approaches can be
divided into two general classes, two-stage object detection
[8–10] and one-stage object detection [11–14].

1.1. Flower Classification and Detection Based on Deep
Learning Two-Stage Approaches. As we all know, flower
detection has become a hot topic in object detection since
the convolutional neural network reborns worldwide in
2012. And mainstream flower detection was divided into two

categories, one-stage detector approaches and two-stage detec-
tor approaches, which were based on anchor approaches. The
essence of an anchor is the candidate boxes, which are
designed with different scales and proportions and are classi-
fied by DNN. The positive anchor can learn how to return it
to the right place, and it plays a role which is similar to the slid-
ing windowmechanism in traditional detection algorithms. In
recent years, many researchers perform flower and fruit classi-
fication and detection based on convolutional neural network
(CNN) approaches [15–18], which is a kind of feedforward
neural network convolution computation contained and a
deep structure. And it is one of the representative algorithms
commonly used in deep learning. In 2014, Girshick et al. pro-
posed a region with CNN characteristics (RCNN) of the first
two-stage object detection (RCNN). And in 2015, they pre-
sented Fast RCNN, which enables us to train both the detector
and the bounding box regressor in the same network configu-
ration. Based on these models, in 2015, Ren et al. claimed a
Faster RCNN detector, which is the first end-to-end and
almost in a real-time deep learning detector (Faster RCNN)
which proposal detection, feature extraction, bounding box
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regression, and so on have been gradually integrated into a
unified end-to-end learning framework in Faster RCNN. So
many researchers have applied them in flower and all kinds
of fruit detection including all kinds of fruit like mangoes,
almonds, and apples [19–22].

Great progress has been made in flower detection based
on two-stage approaches in high accuracy. However, it is
concluded that the speed of it needs to be increased.

1.2. Flower Classification and Detection Based on Deep
Learning One-Stage Approaches. To overcome the above lim-
itations, considering the speed of the running time, the other
one-stage flower detection method was demonstrated. Red-
mon et al. in 2015 demonstrated the YOLO one-stage detec-
tor, which divides the image into several regions and
predicts the boundary box and probability of each region. It
has fast detection speed which can contribute to processing
streaming media video in real time. Compared with other
algorithms such as the two-stage detection method, it has half
as many false backgrounds as them on account of capturing
contextual information effectively and a strong versatility
and generalization ability. Then, Redmon et al. made a series
of improvements based on YOLO [12], including YOLOv2
[13] and YOLOv3 [11], which has the same accuracy as the
two-stage detector at a higher speed. It is faster in YOLOv2
than other detection systems in a variety of monitoring data
sets, besides the tradeoff between speed and accuracy can be
made. As we all know, improving recall and positioning accu-
racy was focused on in YOLOv2, while maintaining classifica-
tion accuracy. However, in YOLOv3, on the premise of
maintaining the speed advantage, the prediction accuracy is
improved; particularly, the recognition ability of small objects
is strengthened. It adjusted the network structure and multi-
scale feature object detection method used and softmax uti-
lized for object classification that counts. Therefore, many
efforts were made to perform flower and fruit detection based
on these algorithms of the YOLO detection method [23–25].
While its detection speed has been greatly improved compared
with the two-stage detector, the positioning accuracy of it has
been reduced, especially for some small objects. To overcome
these limitations, Liu et al. in 2015 presented a Single Shot
MultiBox Detector (SSD) to raise accuracy, especially small
objects. The main contribution of SSD is the introduction of
multireference and multiresolution detection technology to
perform the detection only on its top layer. So many fruit
and flower detection methods were based on SSD [26, 27],
which achieved great success.

While great progress has been made in one-stage flower
detection and has become a tendency in recent years, how-
ever, to obtain abundant image information and enhanced
accuracy is still a challenge. Most of the studies were focused
on accuracy or speed; however, few studies have considered
the accuracy coming up with the speed of the object detec-
tion. So it is emphasized that the accuracy should be matched
with the speed of the detector in our method. In conclusion,
flower detection is based on one-stage approaches working
well; the accuracy is still to be enhanced a little.

Although current anchor-based deep learning flower detec-
tion methods work well, they still suffer from the following six

problems: (1) Due to the irregular shape of the flowers, the
bounding box covers a great deal of nonflower regions, which
caused a lot of interference. (2) The setting of anchor needs
to be designed manually, and different designs are required
for different flower datasets, which are quite troublesome and
does not conform to the design idea of DNN. (3) Thematching
mechanism of an anchor makes the frequency of extreme scale
(very large and very small object) to match lower than that of
moderate size object. It is not easy for DNN to learn these
extreme flower samples well when learning. (4) The large num-
ber of anchors causes serious imbalance. (5) On account of the
unlabelled flower dataset, which only can be trained in the
flower classification model, it cannot perform flower detection
in a mobile device and AIoT. (6) Labelling the flower dataset
consumes a lot of time and power, therefore most of the
researchers were not able to pay attention to the flower detec-
tion which can be applied in a mobile device and AIoT.

In order to overcome the above limitations, a new object
detection method based on new anchor-based approaches
and a new-labelled flower dataset is adopted in this paper.
To acquire more useful information and more precious
object position in the image, attention mechanism SAM is
utilized, which the output feature map of the channel atten-
tion module is taken as the input feature map of this module.
In our paper, we can regard SAM as an attention mechanism
to be applied to both channel and spatial dimensions and it
can be embedded in most of the current mainstream net-
works and can improve the feature extraction capability of
network models without significantly increasing the amount
of computation and parameters. The baseline of our dataset
is Oxford 102 Flower dataset, and we have labelled the data-
set with all categories and all label and geometry positions to
perform flower detection and other plant detection in a smart
garden. Our backbone network is the CSPDarnet53 network,
and it was designed to solve the previous work in the reason-
ing process which requires a lot of computation from the
point of view of network structure. Also, SSP block is added
in CSPDarknet53 and it significantly increases the accep-
tance field, extracts the most important contextual character-
istics, and does little to slow down network operations. Our
contributions are summarized as follows:

(i) We present a flower detection method, an end-to-
end deep convolutional neural network for flower
detection applied in a smart garden in AIoT. The
backbone network we applied is the CSPDarnet53
network, which can reduce computation when ensur-
ing accuracy by integrating gradient changes into fea-
ture maps from end to end. And the running time of
the flower detection in the architecture we used is the
state-of-the-art fastest model compared with other
models, especially when integrated into the mobile
device. In order to extract the most important con-
textual characteristics and also increase the accep-
tance field, SSP block is added in the backbone
network when keeping the network operations.
Besides, attention mechanism SAM is utilized to
select the information that is more critical to the cur-
rent task target from the numerous information
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(ii) We labelled Oxford 102 Flower dataset with annota-
tion containing 102 categories of flowers common in
the UK, with each category containing 40 to 258
images, for a total of 8,189 images to perform flower
detection. As we all know, the previous work attached
much importance to the flower classification with an
unannotated dataset. In our work, flower detection
was paidmuch attention to with the annotation flower
dataset which can be trained in our architecture. Also,
the flower detection we proposed can be integrated
into the mobile device to make it convenient to oper-
ate in a smart garden which can be applied in flower
arrangement and flower horticulture. What is more,
it can not only enhance the user’s human-computer
interaction experience of flower arrangement but save
time and cost of horticulturists. It has preliminarily
realized the concept of the smart garden in AIoT

The paper is organized as follows. Section 2 describes the
materials and methods in our paper including the network
architecture and the dataset we labelled. Section 3 describes
our results and discussion. We conclude in Section 4.

2. Materials and Methods

The architecture of the flower detection system is shown as in
Figure 1, when the flower picture is acquired by the mobile
device which is based on 5G networks meaning that Internet
of Everything; it is passed through our backbone network, the
neck module with SPP and PAN and the module of YOLOv3
head. At last, the result of the flower picture can be obtained
which can be applied in the smart garden in AIoT.

2.1. Network Architecture. The architecture of our network is
shown in Table 1, and the backbone network we utilized is
the CSPdarknet53 network, combining CSPNet [28] and dar-
knet53. The CSPNet was designed to solve the previous work
in the reasoning process which requires a lot of computation
from the point of view of network structure. It is considered
that the problem of high inference computation is caused by
the gradient information repetition in network optimization
while CSPNet can reduce computation when ensuring accu-
racy by integrating gradient changes into feature maps from
end to end. It not only can enhance the learning ability of
the CNN but also can reduce computing bottlenecks and
memory costs while keeping accuracy in the lightweight. It
is a utilized idea ResNET for reference and adding a residue
module to the Darknet53 network which can help to solve
the deep network gradient problem. Two convolutional
layers and one shortcut connection are contained in each res-
idue module, and there are several duplicate residual mod-
ules in the layers. The pool layer and full connection layer
were not involved in the architecture; the network undersam-
pling is achieved by setting the stride of convolution as 2.
After passing through this convolutional layer, the size of
the image will be reduced to half. Convolution, BN, and
Leaky Relu are contained in each convolutional layer, and a
zero padding is added after each residual module.

It is studied that CSPDarkNet53 has advantages in object
detection, which is better as the backbone of the test model.
In CSPDarknet53, the parameters of CSPDarknet53 for
image classification are 27.6M which is bigger than other
neural networks, and the receptive field size is also much big-
ger than neural networks. So it is a very suitable backbone for
our proposed flower detection method.

In addition, the SSP block is attached to the backbone
network CSPDarknet53, which can produce an output of
fixed size regardless of input size and can use different
dimensions of the same image as input to get pooling features
of the same length. When SPP is placed behind the last con-
volutional layer, it has no influence on the structure of the
network and just replaces the original pooling layer. It can
be used not only for image classification but also for object
detection. When the SSP block is made use of in CSPDar-
knet53, it significantly increases the acceptance field, extracts
the most important contextual characteristics, and does little
to slow down network operations.

Also, PANET [29] was used instead of FPN in YOLOv3
as a parametric polymerization method for different bone
levels for different detector levels. It is a bottom-up path
enhancement that is aimed at facilitating the flow of informa-
tion which can contribute to shortening the information
path, enhancing the feature pyramid, and accurately locating
the signal present at low levels to enhance the whole feature
level. PANET developed adaptive feature pools to connect
the feature grid to all the feature layers to enable useful infor-
mation from each feature layer to propagate directly to the
proposed subnetwork below.

YOLOv3 [11] is utilized in the head of the architecture,
which is an anchor-based detection model. The residual net-
work structure is used for reference to form a deeper network
level and multiscale detection in the YOLOv3 model, which
can improve mAP and small object detection effect.

2.2. Flower Dataset. As shown in Figure 2, Oxford 102 Flower
dataset is a common flower dataset used in research and exper-
iment when it comes to plant field. It contains 102 categories of
flowers common in the UK, with each category containing 40
to 258 images, for a total of 8,189 images. Large proportions,
gestures, and light changes are involved in the images which
can be used for image classification studies. However, it cannot
be used for flower detection when it comes to a smart garden in
AIoT. Besides, the unlabelled flower dataset cannot be applied
in a mobile device and other smart devices.

In our work, the Oxford 102 Flower dataset is labelled not
only containing flower classification to perform flower detec-
tion to be utilized in a smart garden in AIoT. As shown in
Figure 3, the labelled flower dataset can be contributed to all
flower, plant, and fruit detection studies, especially in a com-
pleted natural environment. The dataset was labelled by a pro-
fessional data annotator to classify the flower dataset which
can contribute to the accuracy of the flower detection model
and make it easier to perform real-time flower detection.

More training data can lead to a more sound model. If
there are limited data volumes, it can make use of data aug-
mentation to increase the diversity of the training sample to
enhance model robustness, avoid overfitting, and improve
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the generalization ability of the model. The common
methods include flip, rotation, shift, resize, random crop or
pad, color jittering, and noise. In our dataset, data augmenta-
tion is also used to enhance our model.

2.3. Loss Function. In our work, the loss function DIoU loss is
the loss function we used, which is feasible to directly mini-
mize the normalized distance between the anchor frame
and the target frame to achieve faster convergence speed
and is more accurate and faster when overlapped or even
included with the target box when making regression.

DIoU loss is on the basis of IoU (Intersection over
Union), considering the information of the center distance
of the bounding box. The definition of it can be defined as
follows, formula (1), where Bgt is the target box and B is the
prediction box. And the loss function of the IoU is defined
as formula (2); it is shown that it works if the bounding boxes
overlap; there is no overlap if the gradient does not change.

IoU = B ∩ Bgt

B ∪ Bgt , ð1Þ

LIoU = 1 − B ∩ Bgt

B ∪ Bgt : ð2Þ

Therefore, it is GIoU that can improve the loss of IoU in
the case that the gradient does not change without overlap-
ping boundary boxes, which adds a penalty term on the basis
of the loss function of IoU. It is defined as the following for-
mula (3). The additional parameter C in the formula repre-
sents the minimum boundary box that can cover both B
and Bgt. However, if one of B or Bgt overrides the other box
in the case, the penalty term cannot work, which can be
regarded as an IoU loss.

LGIoU = 1 − IoU + C − B ∩ Bgt�� ��
Cj j : ð3Þ

To solve the limitations, the DIoU is introduced which
can be defined as formula (4), where b, bgt represents the cen-
ter point of the anchor frame and target frame, respectively,
and p is the Euclidean distance between two centers. Also, c
represents the diagonal distance of the minimum rectangle
that can cover the anchor and target box simultaneously.
What is more, the normalized distance between the anchor
box and the target box is modeled in DIoU. The loss function
of DIoU can be defined as formula (5).

RDIoU = p2 b, bgt
� �
c2

, ð4Þ

LDIoU = 1 − IoU + p2 b, bgt
� �
c2

: ð5Þ

Besides, CIoU is also proposed to our loss function. There
are several advantages in the CIoU loss function: (1) It can
increase the overlap area between the ground truth box and
the prediction box. (2) It can minimize the distance between
the center points. (3) It can keep the frame height ration
consistent.

Backbone network
CSPDarknet53

SPP+
PAN

YOLOv3
head

Mobile
device 

Input

Smart garden in AIoT

Figure 1: The architecture of our flower detection system.

Table 1: The architecture of the backbone network CSPDarknet53.

Type Filters Output

DarknetConv2D
BN
Mish

32 608 × 608

ResBlock 64 304 × 304
2 × ResBlock 128 152 × 152
8 × ResBlock 256 76 × 76
8 × ResBlock 512 38 × 38
4 × ResBlock 1024 19 × 19
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Aphine sea holly Buttercup Fire lily71 4043

Anthurium 105 Californian poppy Foxglove 162102

Artichoke Camelia 91 Frangipani 16678

Azalea 96 Canna lily 82 Fritillary 91

Ball moss 46 Canterbury bells 40 Garden phlox 45

Balloon flower Cape flower 108 Gaura 6749

Barbeton daisy Carnation 52 Gazania 78127

Bearded iris 54 Cautleya spicata 50 Geranium 114

Figure 2: Oxford 102 Flower dataset, which contains 102 categories of flowers, can be used for image classification studies.

Figure 3: Oxford 102 Flower dataset with annotation, which contains 102 categories of flowers, can be used for flower detection studies.
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The CIoU can be defined as formula (6) based on formula
(4), where α represents a positive trade-off and v is defined in
formula (7) to measure the consistency of the aspect ratio
added.

RCIoU = p2 b, bgt
� �
c2

+ αν, ð6Þ

v = 4
π2 arctan wgt

hgt
− arctan w

h

� �2
: ð7Þ

The loss function of CIoU can be defined as formula (8),
and the trade-off parameter α can be defined in formula (9).

LCIoU = 1 − IoU + p2 b, bgt
� �
c2

+ αν, ð8Þ

α = ν

1 − IoUð Þ + ν
: ð9Þ

In our work, the DIoU loss function can be applied in
NMS (Nonmaximum Suppression) to delete the redundant
detection box. Not only the overlapping area is considered
but also the distance between the detection box, and the cen-
ter point of the target box is taken into account, which can
effectively avoid the above two loss function mistakes.

2.4. Activation Function. Activation function is a function
running on the neuron of the neural network, which is
responsible for mapping the input of the neuron to the out-
put. Its function is to increase the nonlinear change of the
neural network model. In Figure 4, the Mish activation func-
tion and the comparison of different commonly used activa-
tion function are shown, in which the original figure can be
found in Mish [30].

In our architecture, the Mish [30] activation function is
the activation function we utilized, which replaces Leaky Relu
which is a very small constant leak that contained the
improved function of Relu with Mish in YOLOv3 [11]. Leaky
Relu is a self-regular nonmonotone neural activation func-
tion and a smooth activation function allowing better infor-
mation into the neural network to obtain better accuracy
and generalization. It can be defined as formula (10), where
in the formula (10), it is shown that ςðxÞ = ln ð1 + exÞ.

f xð Þ = x ⋅ tanh ς xð Þð Þ: ð10Þ

It is more accurate and precious than Swish [31] defined
as formula (12) and Relu [32] defined as formula (11) when
performing on the experiments.

f xð Þ =max 0, xð Þ, ð11Þ

f xð Þ = x ⋅ sigmoid xð Þ: ð12Þ
2.5. Attention Mechanism. As we all know, attention mecha-
nism has become an important part of the structure of neural
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networks and has a large number of applications in fields
such as natural language processing, statistical learning, and
computer vision in the field of artificial intelligence. The
attention mechanism in deep learning is similar to the selec-
tive visual attention mechanism of human beings in essence.
The core goal is to select the information that is more critical
to the current task target from the numerous information.

The SE [33] and SAM [34] model is the common atten-
tion mechanism used in deep learning networks. The pur-
pose of the SE model is to reweight to the feature channel
and only pay attention to which layer on the channel level
will have stronger feedback ability, but it cannot reflect the
meaning of “attention” on the spatial dimension, while
SAM which is the output of the feature map of the channel
attention module that is taken as the input feature map of this
module is more adaptive to our architecture since it saves a
lot of computing resources. In our work, the modified SAM
has been utilized, which is shown in Figure 5. It is seen that
spacewise attention is used instead of pointwise attention in
it. Besides, PAN is replaced with concatenation connections.

3. Results and Discussion

We describe the results of our flower detection in Figure 6,
which shows the result of flower detection containing cate-
gory and degree of confidence added in each category. The
confidence levels are 98%, 98%, 94%, and 84%, respectively,

in the test results, which achieved the desired effect. It is dem-
onstrated that the flower detection can be achieved at a high
standard which the accuracy has matched the speed. The
GPU we used are 2 Titan Xp. The basic requirements for a
camera on a mobile device are based on HUAWEI P20 Pro,
and the processor is HiSilicon Kirin 970. When applied in a
smart garden in AIoT, the basic mobile network relied on a
5G network, which is a high-speed, low-delay, low-power
consumption and ubiquitous network.

4. Conclusions

In conclusion, it seems that flower detection based on the
state-of-the-art method is very considerable. Although
widely accepted, it suffers from some limitations due to the
flower detection algorithms that have not been integrated
into the mobile device completely to perform the final appli-
cation results of our flower detection to enhance user’s
human-computer interaction experience in a smart garden
combining with virtual reality. It is a tendency for the flower
detection proposed in our paper combined with virtual real-
ity. In a smart garden, it can be realized that flowers can be
arranged intelligently not depending on people just on the
smart phone or other mobile devices. Furthermore, intelli-
gent gardening can come true which can reduce the cost of
human and finance and it just relies on the human-

Pink primrose
English marigold

English marigold

Pink primrose

Figure 6: The results of flower detection.
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computer interaction. In the future work, we will pay much
importance to it to accomplish the goal in our future work.

Data Availability

The data we used is available, which is named Oxford 102
Flowers that part of them can be accessed and downloaded
to perform the flower classification research and other exper-
iments. And in our work, our dataset was labelled based on
this dataset with annotation. So part of them with annotation
is available to you from the corresponding author upon
request (8528750@qq.com).
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Intelligent internet data mining is an important application of AIoT (Artificial Intelligence of Things), and it is necessary to
construct large training samples with the data from the internet, including images, videos, and other information. Among them,
a hyperspectral database is also necessary for image processing and machine learning. The internet environment provides
abundant hyperspectral data resources, but the hyperspectral data have no class labels and no so high value for applications. So,
it is important to label the class information for these hyperspectral data through machine learning-based classification. In this
paper, we present a quasiconformal mapping kernel machine learning-based intelligent hyperspectral data classification
algorithm for internet-based hyperspectral data retrieval. The contributions include three points: the quasiconformal mapping-
based multiple kernel learning network framework is proposed for hyperspectral data classification, the Mahalanobis distance
kernel function is as the network nodes with the higher discriminative ability than Euclidean distance-based kernel function
learning, and the objective function of measuring the class discriminative ability is proposed to seek the optimal parameters of
the quasiconformal mapping projection. Experiments show that the proposed scheme is effective for hyperspectral image
classification and retrieval.

1. Introduction

Intelligent data mining is an important issue of AIoT (Artifi-
cial Intelligence of Things), and with the development of
machine learning, a large training dataset is necessary for
the learning tasks, including images and videos. Among these
applications, hyperspectral databases are also very necessary
for hyperspectral image processing and machine learning.
So, internet environment-based hyperspectral data retrieval
is an important issue of AIoT, and it is also an effective way
to create a large-scale hyperspectral training database for
some applications. The internet environment provides abun-
dant hyperspectral data resources but is included in other
complex data. Moreover, the hyperspectral data have no class
labels and no detail class knowledge information for these
data. So, the hyperspectral data have no high value without
class information. So, further intelligent hyperspectral data-

based machine learning is necessary through internet-based
data retrieval. Intelligent hyperspectral data retrieval under
the internet environment combination is the application of
AI (Artificial Intelligence) and IoT (Internet of Things).

Hyperspectral data-based machine learning is a feasible
and effective method to extract the features for image
retrieval. The machine learning methods are divided into
unsupervised and supervised learning. The unsupervised
learning includes multidimensional scaling, NMF, ICA,
neighborhood preserving embedding, Locality Preserving
Projection (LPP) [1], and other computing methods [2],
and for the supervised learning, generalized discriminant
analysis [3], uncorrelated discriminant vector analysis [4],
and some acceleration algorithm [5, 6]. In recent years, the
kernel-based machine learning algorithms were presented
for the feature extraction; this paper proposes an improved
kernel function supervised kernel-based LPP, local structure
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supervised feature extraction [7], kernel subspace LDA [8],
kernel MSE [9], and quasiconformal mapping-based kernel
machine [10]. Many kernel learning methods are proposed
to improve the accuracy performance for the practical kernel
learning system, for example, sparse multiple kernel learning
[11], large scale multiple kernel learning [12], and Lp-norm
multiple kernel learning [13]. With the development of the
deep learning theory, the framework of the deep learning-
based multikernel machine is an effective framework, and
the learning method has been widely used in image analysis
[14, 15], image annotation [16], image classification [17],
image segmentation [18], and anomaly detection [19].
Researchers proposed deep kernel learning, namely, LMKL
[20], and in the other work, the estimated value of missing
an error is adjusted instead of the double objective function
[21]. And recent research includes machine learning-based
image processing [22, 23] under the internet environment
for the application of AI and IoT. Mathematically, it has been
proved that multilayer can improve the richness of represen-
tation, and the researchers combine the support vector
machine and multiple classifiers and use an adaptive back
propagation algorithm to update coefficients and weights
[20, 26, 27].

The kernel-based machine learning on the hyperspec-
tral data is proposed to retrieve the spectral data in the
internet environment. In the algorithm, we proposed the
quasiconformal mapping-based kernel learning for hyper-
spectral data classification for data retrieval in the internet
environment. And the Mahalanobis distance kernel func-
tion is applied to extract the nonlinear feature, with higher
discriminative ability than Euclidean distance-based kernel
function learning. The objective function of quasiconfor-
mal kernel learning created with the Fisher criterion is
proposed to seek the optimal parameters of the quasicon-
formal mapping projection. The proposed scheme is
effective to hyperspectral image retrieval under the internet
environment.

2. Proposed Algorithm

2.1. Motivation and Framework. Intelligent hyperspectral
retrieval extracts the features of the spectrum through sens-
ing data processing and analysis. Motivated by the fact that
kernel machine-based spectrum learning is effective to the
nonlinear classification, we present a framework of quasicon-
formal mapping-based multiple kernel learning with Maha-
lanobis distance kernel functions. The contributions include
three points: the quasiconformal mapping-based multiple
kernel learning network framework is proposed for hyper-
spectral data classification; the Mahalanobis distance kernel
function is as the network nodes with the higher discrimina-
tive ability than Euclidean distance-based kernel function
learning; and the objective function of measuring the class
discriminative ability is proposed to seek the optimal param-
eters of the quasiconformal mapping projection. The perfor-
mance is improved with two facts: one is to optimize the data
structure in the kernel empirical space with quasiconformal
mapping and second is to improve the discriminant ability
with Mahalanobis distance-based kernel. The proposed algo-

rithm has the highly effective performance on characterizing
the data through solving complex visual learning tasks. The
learning framework of hyperspectral image classification is
presented in Figure 1.

2.2. Quasiconformal Kernel Mapping Learning. Kernel-based
learning is used in data classification, with “empirical kernel
map.” Suppose that matrix K = ½kij�m×m, K is decomposed as

Km×m = Pm×rΛr×rP
T
r×m, ð1Þ

whereΛ is a diagonal matrix with r positive eigenvalues of K ,
P. The mapping is the empirical kernel map Φe

r ∈ R
r as

Φe
r : χ⟶ Rr ,

x⟶Λ−1/2PT k x, x1ð Þ, k x, x2ð Þ,⋯, k x, xmð Þð Þ:
ð2Þ

Different kernels have different abilities on classification,
and the kernel function based on feature similarity refers that
features exist in the form of distance, that is, similarity in a
function expression. For sample features x, y ∈ RN , if the
Euclidean distance between the two is dUðx, yÞ = kx − yk,
the general form of such a kernel function is

kU x, yð Þ = f dU x, yð Þð Þ: ð3Þ

The RBF kernel is the most typical representative of this
kind of kernel function, in addition to the negative distance
kernel, the logarithmic function kernel, and the Bn spline
kernel. For this type of kernel function, the Euclidean dis-
tance dUðx, yÞ can be simply replaced with the Mahalanobis

distance dMðx, yÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx − yÞTMðx − yÞ

q
, that is,

kUM x, yð Þ = f dM x, yð Þð Þ: ð4Þ

In particular, the expression for a typical Mahalanobis
distance RBF kernel function is

kRBFM x, yð Þ = exp −
1
2σ2 x − yð ÞTM x − yð Þ

� �
: ð5Þ

Similar to the above expression, given the inner product
Iðx, yÞ = x ⋅ y of two features, the general form of the kernel
function based on the feature inner product is

kI x, yð Þ = f I x, yð Þð Þ: ð6Þ

The polynomial kernel is the most typical representative
of this kind of kernel function, in addition to the Sigmoid
kernel. For this type of kernel function, a transformation is
required when expanding to the Mahalanobis distance kernel
function. Considering that in the case of Euclidean distance,
the inner product of the two features satisfies

I x, yð Þ = x ⋅ y = 1
2 ⋅ x − 0k k2 + y − 0k k2 − x − yk k2� �

: ð7Þ
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Therefore, the Mahalanobis distance of the inner product
can be written as

dIM x, yð Þ = 1
2 d2M x, 0ð Þ + d2M y, 0ð Þ − d2M x, yð Þ� �

: ð8Þ

In this way, the Mahalanobis distance of the inner prod-
uct can be obtained by calculating the Mahalanobis distance
between the feature and the origin 0 and the feature. Simi-
larly, the Mahalanobis distance of the inner product can be
obtained:

kIM x, yð Þ = f dIM x, yð Þ
� �

: ð9Þ

In particular, the expression for a typical Mahalanobis
distance polynomial kernel function is

kPOLM x, yð Þ = 1
2 xTMx + yTMy − x − yð ÞTM x − yð Þ
� �

+ c
� �d

:

ð10Þ

In this paper, we introduce the quasiconformal kernel,
kqðx, yÞ, as follows:

kq x, yð Þ = f xð Þf yð Þk x, yð Þ, ð11Þ

where x, y are the sample vectors and f ðxÞ is

f xð Þ = b0 + 〠
NXV

n=1
bne x, ~xnð Þ, ð12Þ

where eðx, ~xnÞ = e−δkx−xnk
2
, δ is a free parameter, ~xn is called

the “expansion vectors (XVs)”, NXV is the number of XVs,
and bn (n = 0, 1, 2,⋯,NXVs

) is the “expansion coefficients”
associated with ~xn (n = 0, 1, 2,⋯,NXVs

).
On the multiple kernels, the quasiconformal mapping

kernel is described as

k x, x′
� �

= f xð Þ〠
m

i=1
aik0,i x, x′

� �
f x′
� �

, ð13Þ

where x, x′∈p, k0,iðx, x′Þ is the ith basic kernel,m is the num-
ber of basic kernels for combination, ai ≥ 0 is the weight for
the ith basic kernel function, and qð⋅Þ is the factor function
defined by

f xð Þ = b0 + 〠
n

i=1
bik0 x, aið Þ, ð14Þ

where k0ðx, aiÞ = e−γkx−aik
2
, ai ∈ℝdfai,  i = 1, 2,⋯, ng are

selected by the training samples, and bi is the coefficient for
the combination. kðx, x′Þ satisfies the Mercer condition, kðx
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Figure 1: Algorithm framework.
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, x′Þ is rewritten as kðx, x′Þ =∑m
i=1di½ f ðxÞk0,iðx, x′Þf ðx′Þ� of

optimized transformation k0,iðx, x′Þ, and qðxÞk0,iðx, x′Þqðx′
Þ is the linear combination of kernels.

Given d = ½d1, d2,⋯, dm�, α = ½α0, α1, α2,⋯, αn�, and the
optimized multiple kernels kðx, x′Þ = Kf ðk0,iðx, x′Þ, d, αÞ, d,
α are to be optimized for the classification task. Finally, the
joint convex formulation can be formed as

max
d,α

Fc K0, d, αð Þ

Subject to dk k = 1, αk k = 1:
ð15Þ

Fcð·Þmeasures the class discriminative ability. d, α can be
solved in two stages, respectively. In the first stage, the cen-
tered kernel alignment [28] is applied to define the objective
optimization function; in the second stage, Fisher-based and
Margin-based optimization function is used to solve α.

Step 1. Optimize the weight vector of kernels.
In multikernel learning, the crucial step is to select the

adaptive weights of multiple kernels. The weight d = ½d1, d2
,⋯, dm� is to solve with centered kernel alignment [22]:

max Oc K Cð Þ
0 , K∗

� �

Subject toK Cð Þ
0 = 〠

m

i=1
diK

Cð Þ
0,i , tr K0ð Þ = 1, di ≥ 0,∀i,

ð16Þ

where OcðKðCÞ
0 , K∗Þ is the objective function,

K∗ x, x′
� �

=
1, if y = y′,
−1
c − 1 , if y ≠ y′,

8<
: ð17Þ

is the optimal kernel, and tr is the matrix trace. KðCÞ
0 = ½I −

11T /m�K0½I − 11T /m� is the centered kernel matrix of K0, I
is the identity matrix, and 1 is a vector with all entries equal

to 1. Accordingly, KðCÞ
0,i = ½I − 11T /m�K0,i½I − 11T /m� is the

center of K0,i, i = 1, 2,⋯,m. The objective function OcðKðCÞ
0

, K∗Þ = hKðCÞ
0 , K∗iF/kK∗

CkFkKðCÞ
0 kF , K∗

C is the centered kernel
matrix of K∗, where h·, · iF is the Frobenius norm between
two matrices, i.e., hD, EiF =∑m

i=1∑
m
j=1dijeij = trðDETÞ. Sup-

pose d = ½d1, d2,⋯, dm�, d∗ is solved with the quadratic pro-
gramming (QP) problem:

min vTTv − 2vTη
Subject to vi ≥ 0,∀i,

ð18Þ

where d∗ = v∗/kd∗k2, η =
½hKðCÞ

0,1 , K∗iFhK
ðCÞ
0,2 , K∗iF ,⋯, hKðCÞ

0,m, K∗iF�
T
, and T is defined

by Tij = hKðCÞ
0,1 , K

ðCÞ
0,j iF , i, j = 1, 2,⋯,m. Based on this centered

kernel alignment, the optimization problem can be trans-

formed into a QP problem, which can be effectively solved
with OPTI toolbox [28].

Step 2. Optimize the coefficients of kernels.
The coefficients α = ½b1, b2,⋯, bn� is solved based on the

Fisher criterion and JFisherðαÞ is defined as

JFisher αð Þ = : ð19Þ

Then, JFisherðαÞ/∂α = 2/J22ðJ2ETB0E − J1ETW0EÞα, where
JFisher is solved with the eigenvalue problem of ðETW0EÞ−1ð
ETB0EÞ and α. The matrix ðETW0EÞ−1ðETB0EÞ maybe is not
symmetrical or the matrix ETWE is singular; α is solved as

α n+1ð Þ = α nð Þ + ε
1
J2
ETB0E −

JFisher
J2

ETW0E
� �

α nð Þ, ð20Þ

where ε is the learning rate, εðnÞ = ε0ð1 − n/NÞ is the learning
rate of the nth iteration, ε0 is the initial learning rate, and N is
the number of the total iterations.

2.3. Metric Similarity-Based Learning

2.3.1. Similar/Dissimilar Function. Suppose the initial dis-
tance metric function dðx, yÞ (generally using Euclidean dis-
tance), the purpose of metric learning is to construct a new
distance ~dðx, yÞ based on some prior information, which is
more consistent with the description of the sample features
than the initial distance metric. In order to achieve this, the
new metric function ~dðx, yÞ can be converted into dð f ðxÞ, f
ðyÞÞ, that is, by defining a mapping f and using the original
distance metric function to calculate a new metric function,
thereby converting the metric learning problem into a learn-
ing mapping function f problem.

Given a sample set X ∈ RN , x, y, z is a sample in the sam-
ple set; if a function d : X × X ⟶ R+defined in the vector
space satisfies the following properties, then d is called a dis-
tance measure function: symmetry: dðx, yÞ = dðy, xÞ, non-
negative: dðx, yÞ ≥ 0, distinguishability: dðx, yÞ = 0⇔ x = y,
and triangle inequality: dðx, yÞ + dðy, zÞ ≥ dðx, zÞ. In the met-
ric function that satisfies the above properties, the Euclidean
distance is the most common distance metric function, which
measures the absolute distance between spatial sample
points, which is defined as

d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − yð ÞT x − yð Þ

q
: ð21Þ

The Euclidean distance is characterized by simple calcu-
lation, but since the absolute distance measured is directly
related to the coordinates of the position of each point, the
adaptability to the data is poor in terms of feature scale and
coupling degree between features. Cosine similarity mainly
measures the consistency of direction between two vectors,
which is defined as

d x, yð Þ = 1 − x ⋅ y
xk k yk k : ð22Þ
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Compared with the Euclidean distance, the cosine simi-
larity measures the angle between the space vectors, which
reflects the difference in the direction of the vector and is
insensitive to the absolute value.

The Minkowski distance is a general expression of a class
of distance functions. Given two N-dimensional vectors: x
= fx1, x2,⋯, xNg and y = fy1, y2,⋯, yNg, the Minkowski
distance is defined as

d x, yð Þ = 〠
N

s=1
xs − ysð ÞP

 !1/P

, ð23Þ

where P takes a different value; the distance is derived as a
different type of distance. When P = 1, the distance is called
Manhattan distance, that is, dðx, yÞ = ð∑N

s=1jxs − ysjÞ. This
distance is used to indicate the absolute wheelbase sum of
the two points on the standard coordinate system. When P
= 2, the distance is called the Euclidean distance. When P
⟶∞, the Minkowski distance is called the Chebyshev dis-
tance, that is, dðx, yÞ =max

s
ðjxs − ysjÞ, which represents the

maximum value of the numerical difference between the
coordinates. Similar to the Euclidean distance, the Min-
kowski distance is still related to the dimension of the feature,
and the correlation between the features is not considered.

The Mahalanobis distance was proposed by P.C. Mahala-
nobis. It is defined as

d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − yð ÞTS−1 x − yð Þ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − yð ÞTM x − yð Þ

q
, ð24Þ

where S is the data correlation matrix and M = S−1 is the
Mahalanobis matrix. WhenM is a unit array, the Mahalano-
bis distance degenerates into a Euclidean distance, indicating
that the Euclidean distance is a special case of the Mahalano-
bis distance. The greatest advantage of the Mahalanobis dis-
tance is the ability to remove the coupling between various
features and is scale-invariant.

As can be seen from the above definition, the traditional
distance measurement function is fixed in form and can be
calculated directly according to the formula without a pro-
cess of “learning” to the sample. Obviously, this approach
does not meet the diverse task requirements nor does it make
full use of the information contained in the sample features.
Therefore, it is necessary to construct a suitable distance met-
ric function by learning the multidimensional information
provided by the sample features for specific problems, so as
to provide the best expression of feature similarity.

2.3.2. Distance Measure Function. Linear metric learning
refers to obtaining a new metric function by linear transfor-
mation; that is, the form of the mapping function f is f ðxÞ
=ATx, where A is a projection matrix. The purpose of learn-
ing is to be able to find a suitable matrix A. In the case where
the initial distance measure is Euclidean distance, the new
measure function is

~d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ATx −ATy
� �T ATx −ATy

� �q
: ð25Þ

At this time, for the real matrix A, if M =AAT , M is a
semipositive symmetric matrix. The formula can be written
as follows:

~d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ATx −ATy
� �T ATx −ATy

� �q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − yð ÞTAAT x − yð Þ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − yð ÞTM x − yð Þ

q
:

ð26Þ

It can be seen from the above equation that under the
effect of matrix A, the sample is linearly mapped to a new fea-
ture space. When A is a unit matrix, the distance is the Euclid-
ean distance. When A is a diagonal matrix, it means that the
original space is scaled, which is equivalent to weighting the
samples. When A is an orthogonal matrix, it means that the
original space is rotated and transformed.WhenA is a normal
square matrix, it means that the original space is simulta-
neously scaled and rotated. When A is not a square matrix,
it is equivalent to a dimensionality reduction operation in
addition to rotation and scale transformation.

The above formula is similar to the Mahalanobis distance
metric in form, but the traditional Mahalanobis distancemetric
uses the inverse of the covariance matrix as the Mahalanobis
matrix. M in the above equation expands to the semipositive
array, representing a more general Mahalanobis matrix, so lin-
ear metric learning is also known as Mahalanobis metric learn-
ing. From the perspective of using sample information, the
traditional Mahalanobis matrix only uses the internal structure
of the data, focusing on describing the distribution properties
of the data, while the Mahalanobis matrix obtained by the met-
ric learning makes full use of the relationship between the fea-
ture and the category label and focuses on features that
adequately reflect sample class differences to achieve a better
metric function. In general, a metric learning problem can be
transformed into a constrained optimization problem:

min
M

LX Mð Þ + λr Mð Þ
s:t:cX Mð Þ,

ð27Þ

whereLXðMÞ represents the loss function on the training set X;
rðMÞ is a regularization term, which is used to correct the over-
fitting; and λ is the preset regularization factor, which is used to
adjust the influence degree of the regularization term in the train-
ing process. cXðMÞ is the constraint on the training set. Different
learning algorithms can be derived depending on the difference
of loss function, the regularization term, and the constraints.

2.4. Similar/Dissimilar Learning Criterions. Two popular cri-
terions, Fisher criterion and large margin nearest neighbor
criterion, are used in similar-/dissimilar-based learning.

2.4.1. Fisher Criterion. The method is based on the pairwise
constraint information provided by the sample as a priori
information to minimize the similar sample pairs and control
the distance between the nonsimilar sample pairs as the basic
idea to construct a convex optimization problem and achieve
the purpose of learning the Mahalanobis distance matrix.
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First, given a sample set X : fxigMi=1 ⊂ℝN , depending on
whether the sample pairs belong to the same category, two
constraint sets can be obtained: a homogeneous constraint
set W and a nonlike constraint set B. If the categories of the
sample pairs are the same (similar), then the sample pair
belongs to the setW, and if the categories of the sample pairs
are not the same (similar), the sample pair belongs to the set
B. If the Euclidean distance is used as the initial distance met-
ric, considering that the postlearning metric can make the
distance between the pairs of similar samples as small as pos-
sible, a convex optimization problem can be constructed:

min
M≥0

〠
xi ,x jð Þ∈W

d2M xi, xj
� �

s:t: 〠
xi ,x jð Þ∈B

dM xi, xj
� �

≥ 1,
ð28Þ

where d2Mðxi, xjÞ = ðxi − xjÞTMðxi − xjÞ and M are semiposi-
tive definite matrices. The constraint is added mainly to
remove the trivial solution of M = 0. In the specific solution,
an iterative update method can be used to solve. In each iter-
ation, the mature Newton downhill method is used to per-
form the gradient descent process to obtain an updated
Mahalanobis matrix. The matrix is then iteratively mapped
onto the constraint set. Although the algorithm is relatively
simple in implementation, the corresponding calculation

amount is large in the case of large data size because the algo-
rithm needs to construct all pairs of similar samples and non-
similar samples in the whole dataset. And the convergence
speed of the algorithm is also slow.

First, by introducing the projection matrix A, the distance
between the pair of points becomes

dM xi, xj
� �

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ATxi −ATxj
� �T ATxi −ATxj

� �q
: ð29Þ

Considering the constraint set W, after the action of the
projection matrix A, the sum of the squares of the distances
between all pairs of points is

dW = 〠
xi ,xjð Þ∈W

ATxi −ATxj
� �T ATxi −ATxj

� �
: ð30Þ

The sum of the squares of the distances between all pairs
of points in constraint set B can be calculated as

dB = 〠
xi ,x jð Þ∈B

ATxi −ATxj
� �T ATxi −ATxj

� �
= tr ATSBA
� �

:

ð31Þ

Considering an excellent projection matrix A, it should
maximize the distance between the samples in the constraint
set B and reduce the distance between the samples in the

Constructing 
objective function

Solving optimized parameter d

Solving optimized parameter a

Learning kernel-based 
classifier

Optimized kernel-based 
classifier

Objective function 

Objective function 

Optimized kernel parameters

Optimized kernel-based classifier

Training samples

Test samples

Optimizing 
quasiconformal 

multikernels
learning

Class labels

Basic Mahalanobis distance-based 
kernel, procedural parameters

Training classifier

Testing classifier

Figure 2: Data preprocessing procedure.
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constraint set W. Therefore, an objective function can be
constructed by using the ratio of dW and dB to get an optimi-
zation problem; the optimal A ∗ for the solution is

A∗ = arg max
ATA=I

tr ATSBA
� �

tr ATSWA
� � : ð32Þ

Thus, calculating the Mahalanobis distance matrix is
M∗ =A∗ðA∗ÞT after learning.

2.5. Procedural Steps and Discussion. The procedure is
shown in Figure 2. The procedure includes three stages:
the multikernel optimization, training, and testing. The
first step is optimizing the weight vector of multiple
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8000
7000
6000
5000
4000
3000
2000

Re
la

tiv
e s

pe
ct

ra
l r

es
po

ns
e

1000
0

0 50 100
Number of bands

150 200

Soybean-min till

Soybean-no till

Soybean-clean till
Pasture

Hay-windrowed

Corn-no till

Corn-min till

Woods

Grass/trees

(b) Spectral signatures

Figure 3: One example of Indian Pines data.
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Figure 4: One example from D.C. Mall data.

Table 1: Performance on the Indian Pines data (%).

Class 1 2 3 4 5 6 7 8 9 10 11 12

SVC (polynomial) 49.32 58.73 96.45 39.26 65.82 93.65 62.92 85.33 99.01 65.83 72.33 58.41

SVC (Gaussian) 78.02 73.65 99.16 76.92 80.52 97.12 79.78 89.80 99.79 83.64 86.04 80.74

KSRC (polynomial) 51.83 59.68 96.13 49.12 78.56 93.87 62.83 84.72 98.23 67.57 75.27 60.77

KSRC (Gaussian) 77.84 76.47 99.12 75.56 79.06 97.42 82.71 88.73 98.69 83.93 86.38 81.12

SVC (Q-kernel) 78.32 80.49 99.97 82.55 90.25 99.29 82.70 98.57 99.89 86.85 90.26 84.46

QMK (Q-kernel) 79.45 83.56 99.82 83.45 92.63 99.41 82.87 98.30 99.24 87.86 91.02 85.66
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quasiconformal kernels with Fisher and maximum margin
criterions; the second step is optimizing multiple kernels
for the classification. And the final step is classifier design
with the optimal kernels.

On learning bounds of the proposed algorithm, the learn-
ing criterion is to maximize the accuracy of the test data.
Given the function f : x⟶ R, the threshold version of f is
defined as

er fð Þ = 1
n

n + 1 ≤ i ≤ 2n : yi f xið Þ ≤ 0f gj j, ð33Þ

where the kernel-based classifiers are the threshold of kernel
expansions of the form, and the bounded norm is

wk k2 = 〠
2n

i,j=1
αiαjk xi, xj

� �
= αTKα ≤

1
γ2

: ð34Þ

For any γ > 0 with a probability at least 1 − δ over the
data xi, yi, each function f ∈ Fk has erð f Þ no more than 1/n
∑n

i=1 max ð1 − yi f ðxiÞÞ + 1/ ffiffiffi
n

p ð4 + ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 log ð1/δÞp

+

Table 2: Performance on the Pavia University data (%).

Class
SVM

(polynomial)
SVM

(Gaussian)
MKL

(polynomial)
MKL

(Gaussian)
KSRC

(polynomial)
KSRC

(Gaussian)
Proposed
(Q-kernel)

1 83.93 84.45 84.24 88.22 84.93 85.42 92.24

2 85.23 91.45 90.29 93.15 86.26 92.45 94.36

3 70.24 74.14 74.61 78.23 71.27 75.13 83.27

4 87.27 90.47 90.26 89.22 88.28 91.45 91.93

5 96.28 97.62 97.23 97.24 97.23 98.65 98.73

6 70.41 78.77 77.47 84.26 71.47 79.72 84.15

7 69.33 71.13 70.16 76.27 69.92 72.17 82.62

8 76.24 81.53 80.22 82.93 77.26 82.56 86.27

9 98.56 99.42 99.24 99.26 98.85 99.93 99.93

(a) Euclidean-MKL1 (b) Mahalanobis-MKL1 (c) Euclidean-MKL2

(d) Mahalanobis-MKL2 (e) True ground

Figure 5: Classification results of different methods on the Indian Pines dataset.

8 Wireless Communications and Mobile Computing



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ςðkÞ/nγ2p Þ, where ςðKÞ = E max

K∈K
σTKσ is the expectation

over σ. So, ςðKÞ = cE max
K∈K

σTK/ðtraceðKÞÞσ and

ς Kð Þ ≤ c min m, n max
j

λj

trace K j

� �
 !

, ð35Þ

where λ j is the largest eigenvalue of Kj.

3. Experiments and Analysis

3.1. Experiment Setting. The performance of the proposed
intelligent hyperspectral instrument is evaluated. The accu-
racy of spectrum classification is an important index to
evaluate the performance of spectrum classification. The
experiment was carried out on two sensing datasets of a
hyperspectral imager, i.e., Indian Pines dataset and Pavia
University dataset. The dataset of Indian Pines is based
on an airborne platform, under the various spectral and
the spatial resolutions. The data includes 224 0.4-2.5μm
bands. Nine kinds of 145 × 145-pixel images are realized
in the experiment. The data collection at the University
of Pavia is based on a reflective optics system imaging
spectrometer (ROSIS). The data includes 115 bands. In
the experiment, the performance of 9 kinds of 610 × 340
images is verified. Except for the feature dimensions of
the participating categories, the rest of the two experi-
ments were identical. In the use of classification features,
considering the computational efficiency and stability of
the Mahalanobis matrix, the dimension of original spectral
features is reduced by PCA. After the dimension reduc-
tion, the features are normalized to eliminate the deviation
caused by the sampling method. For the first experiment,
the top 30 principal components are selected to participate
in the classification; that is, the feature dimension was 30.
For experiment 2, the first 40 principal components are

selected to participate in the classification; that is, the fea-
ture dimension is 40. On the classifier settings, the preset
parameter values are selected by cross-validation by a
standard multiclass SVM. In the kernel function setting,
the Gaussian kernel function and the Mahalanobis Gauss-
ian kernel function are used as the basis kernel functions,
respectively. The scale parameter σ is set between [0.01, 2],
and the number of basis kernels is 10. In terms of the
evaluation index, the overall classification accuracy (OA)
and Kappa coefficient (KC) are used as performance eval-
uation indicators, and information such as classifier train-
ing time, test time, and support vector number is
collected. In the comparison method, the average multi-
kernel and different multiple kernel learning methods are
used as the multikernel combination coefficient algorithm,
and the Euclidean distance Gaussian kernel and the Maha-
lanobis Gaussian kernel are, respectively, used for compar-
ison. In these experiments, we implement four algorithms
as follows.

The Indian Pines dataset is collected under various spec-
tral and spatial resolutions. The spectral curves denote the
different remote sensing environments with an airborne plat-
form. The data cube has 224 bands of spectral resolution
through 0.4-2.5μm range, and it has the spatial resolution
of 20m per pixel. We removed the noisy and water vapor
absorption bands, and 200 bands of images are used in the
experiments. The whole scene consists of 145 × 145 pixels
and 16 classes of interested objects with the size ranging from
20 to 2468 pixels; 9 classes are used in the experiments. One
example is shown in Figure 3.

Pavia University data was acquired by the reflective
optics system imaging spectrometer (ROSIS) over the
urban area of the University of Pavia, Northern Italy.
The dataset consists of 115 spectral bands and 610 × 610
pixels with the spatial resolution of 1.3m by pixel. Several
undesirable bands influenced by the atmospheric absorp-
tion are discarded, leaving 103 bands in the 0.43–0.86 lm
region. We cut a patch sized 610 × 340, consisting of 9
classes of land covers from the set. The example is shown
in Figure 4.

3.2. Experiments on the Performance on Quasiconformal
Kernel Mapping. In the experiments, we evaluate the perfor-
mance on quasiconformal kernel mapping on the two data-
bases. The performance of quasiconformal kernel mapping
is testified and evaluated with the polynomial kernel and
Gaussian kernel. We have the Kernel Sparse Representation
Classifier (KSRC) and Support Vector Classifier (SVC) for

Table 4: Kappa coefficient of different methods on the Indian Pines
dataset.

Method
Feature dimension

10 20 30 40 50

Euclidean-MKL1 0.532 0.598 0.595 0.678 0.696

Euclidean-MKL2 0.544 0.612 0.663 0.698 0.728

Mahalanobis-MKL1 0.565 0.641 0.682 0.712 0.732

Mahalanobis-MKL2 0.570 0.648 0.689 0.729 0.742

Table 3: OA (%) of different methods on the Indian Pines dataset.

Method
Feature dimension

10 20 30 40 50

Euclidean-MKL1 57:23 ± 2:13 65:42 ± 1:95 67:98 ± 1:90 72:05 ± 1:24 74:23 ± 1:16
Mahalanobis-MKL1 62:25 ± 2:45 67:84 ± 2:33 71:97 ± 1:51 74:69 ± 1:23 75:10 ± 0:98
Euclidean-MKL2 59:10 ± 2:24 66:75 ± 1:82 71:08 ± 1:92 73:90 ± 1:24 76:07 ± 1:21
Mahalanobis-MKL2 62:04 ± 2:34 68:63 ± 2:43 73:34 ± 1:59 74:97 ± 1:29 77:12 ± 1:10
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classification. For comparisons, we also implement other
algorithms, including SVM [29], RMKL-SVM [30], and
POL-KSRC [31]. The experimental results on two datasets
are shown in Tables 1 and 2.

3.3. Experiments on the Performance on Mahalanobis
Distance Kernel. In the comparison method, the average mul-
tikernel and different multiple kernel learning methods are
used as the multikernel combination coefficient algorithm,

(a) Euclidean-MKL1 (b) Mahalanobis-MKL1 (c) Euclidean-MKL2

(d) Mahalanobis-MKL2 (e) True map

Figure 6: Classification results of different methods on the Pavia University dataset.

Table 5: OA (%) of different methods on the Pavia University dataset.

Method
Feature dimension

10 20 30 40 50

Euclidean-MKL1 61:98 ± 3:16 67:78 ± 3:24 71:35 ± 2:39 75:35 ± 1:62 78:69 ± 1:12
Mahalanobis-MKL1 62:53 ± 3:23 69:34 ± 2:78 72:80 ± 2:10 76:24 ± 1:19 79:78 ± 1:05
Euclidean-MKL2 61:92 ± 3:21 66:97 ± 3:28 71:76 ± 2:39 75:56 ± 1:67 79:24 ± 1:33
Mahalanobis-MKL2 62:89 ± 3:22 69:42 ± 2:81 73:10 ± 2:23 76:34 ± 1:23 79:86 ± 1:16

10 Wireless Communications and Mobile Computing



and the Euclidean distance Gaussian kernel and the Mahala-
nobis Gaussian kernel are, respectively, used for comparison.
In these experiments, we implement four algorithms as fol-
lows: Euclidean-MKL1 [32]: the Euclidean distance kernel
function. Each kernel function is combined according to
the same weight; that is, the combination coefficient of each
kernel function is the reciprocal of the number of kernel
functions (see the description of literature [32] for details).
Mahalanobis-MKL1: the Mahalanobis distance kernel func-
tion is used for kernel learning. Euclidean-MKL2 [33]: the
Euclidean distance kernel function is used, which describes
the combination coefficient as described in [33]. Mahalano-
bis-MKL2: the Mahalanobis distance kernel function is used,
and the kernel learning is the same as Euclidean-MKL2.

The experimental results of different methods on the
Indian Pines dataset are shown in Figure 5 and Tables 3
and 4. The experimental results of different methods on the
Pavia University dataset are shown in Figure 6 and Tables 5
and 6. As these results, the proposed Mahalanobis distance
kernel has the highest performance on the accuracy.

3.4. Experiment Comparisons. For the comparisons, we have
some experiments to compare the performance of the pro-
posed algorithm, and the following 14 methods are imple-

mented as the comparison: (1) RBF: RBF Euclidean kernel as
the kernel function in the SVM [31]; (2) Poly: polynomial
Euclidean kernel as the kernel function in the SVM [31]; (3)
Mahal-RBF: Mahalanobis distance-based RBF kernel as the
kernel function in the SVM [34]; (4)Mahal-Poly:Mahalanobis
distance-based polynomial kernel as the kernel function in the
SVM [34]; (5) SK-CV (RBF): a SVM with a single kernel and
adopting the RBF kernel as the kernel function in the SVM
[35]; (6) SK-Poly: standard SVM with a single kernel and
adopting a polynomial kernel as the kernel function in the
SVM [35]; (7) NMF-MKL: the nonnegative matrix factoriza-
tion (NMF) MKL proposed by Gu et al. [28], which combines
multiple kernels with NMF; (8) KNMF-MKL: the kernel-
based nonnegative matrix factorization (KNMF) MKL
method, also proposed by Gu et al., which combines multiple
kernels with the KNMF method; (9) Euclidean-MKL1 [32]:
the Euclidean distance kernel function. Each kernel function
is combined according to the same weight; that is, the combi-
nation coefficient of each kernel function is the reciprocal of
the number of kernel functions (see the description of litera-
ture for details). (10) Euclidean-MKL2 [33]: the Euclidean dis-
tance kernel function is used, which describes the combination
coefficient as described in [33]; (11) Mahalanobis-MKL1: pro-
posed the Mahalanobis distance-based multiple kernel func-
tion, and learning criterions are same as Euclidean-MKL1;
(12) Mahalanobis-MKL2: the Mahalanobis distance kernel
function is used, and learning criterions are the same as
Euclidean-MKL2; (13) Mahalanobis-QMKL1: proposed the
Mahalanobis distance-based multiple quasiconformal kernel
function, and learning criterions are the same as Euclidean-
MKL1; (14) Mahalanobis-QMKL2: the Mahalanobis distance
quasiconformal kernel function is used, and learning criteri-
ons are the same as Euclidean-MKL2.

As shown in Table 7, the proposed scheme is effective to
the hyperspectral image classification. The quasiconformal
mapping-based multiple kernel learning network framework
is effective and feasible for hyperspectral data classification,
and the Mahalanobis distance kernel function is as the net-
work nodes with the higher discriminative ability than
Euclidean distance-based kernel function learning, and the
objective function of measuring the class discriminative abil-
ity is proposed to seek the optimal parameters of the quasi-
conformal mapping projection. Compared with other
kernel-based learning methods, the proposed algorithm is
effective and performs best.

3.5. Computation Efficiency and Practical Applications. In the
experiments, the computational cost was recorded with a PC
with a 2.6GHz i5-3320 processor and 4GB RAM. The differ-
ent computational costs are achieved under the different fea-
tures. The proposed algorithms omit the parameter
optimization process under the same dimension of feature
vector, so the high computation efficiency is achieved. Both
Euclidean-based method and Mahalanobis-based method
adopt nonnegative matrix factorization to optimize the ker-
nel weights, and a higher dimension of features requires
more time because it needs more memory to save the kernel
matrix and has more dimensions to compute. So,
Mahalanobis-based kernel learning has the higher

Table 6: Kappa coefficient of different methods on the Pavia
University dataset.

Method
Feature dimension

10 20 30 40 50

Euclidean-MKL1 0.548 0.608 0.658 0.704 0.721

Euclidean-MKL2 0.549 0.611 0.662 0.710 0.729

Mahalanobis-MKL1 0.554 0.619 0.672 0.716 0.734

Mahalanobis-MKL2 0.555 0.622 0.678 0.721 0.741

Table 7: Performance comparisons on two databases.

Datasets
Indian Pines

dataset
Pavia University

dataset
Methods OA (%) KC (%) OA (%) KC (%)

RBF 73.23 63.73 75.43 68.76

Poly 75.77 66.28 78.08 72.07

Mahal-RBF 76.92 67.79 76.26 69.87

Mahal-Poly 77.64 68.62 79.07 73.24

SK-CV-RBF 67.03 64.23 75.71 69.14

SK-Poly 69.37 66.96 77.62 71.37

NMF-MKL 67.48 64.81 71.57 64.42

KNMF-MKL 68.22 65.63 72.80 65.81

Euclidean-MKL1 74.23 69.63 78.69 72.11

Euclidean-MKL2 76.07 72.84 79.24 72.92

Mahalanobis-MKL1 75.90 73.25 79.78 73.43

Mahalanobis-MKL2 78.22 74.25 79.86 74.16

Proposed
Mahalanobis-QMKL1

76.96 74.35 80.27 74.52

Proposed
Mahalanobis-QMKL2

79.28 75.85 80.96 75.34
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computation efficiency than Euclidean-based method under
the same dimension of the features.

In the practical application system, the system framework
is shown in Figure 7. For the quasiconformal mapping kernel
machine learning-based intelligent hyperspectral data
retrieval under internet environment, the framework
includes three stages: image collection, image processing
online, and image transmission. In the framework, the sec-
ond stage is important. Different from the experiment set-
ting, the practical application system includes the image
collection and image transmission.

4. Conclusion

In this paper, we present the quasiconformal mapping kernel
machine learning-based intelligent hyperspectral data classi-
fication algorithm for the internet-based hyperspectral data
retrieval and with the wide application in intelligent internet
data mining as the application of AIoT (Artificial Intelligence
of Things). The contributions of the algorithm lie in the fol-
lowing points: the quasiconformal mapping-based multiple
kernel learning network framework is proposed for hyper-
spectral data classification, and the Mahalanobis distance
kernel function is as the network nodes with the higher dis-
criminative ability than Euclidean distance-based kernel
function learning, and the objective function of measuring

the class discriminative ability is proposed to seek the opti-
mal parameters of the quasiconformal mapping projection.
Experiments show that the proposed scheme is effective to
the hyperspectral image classification. The proposed algo-
rithm has advantages on the large training sample construc-
tion with the data from the internet, including images,
videos, and other information.

Data Availability

We have not used specific data from other sources for the
simulations of the results. The two popular hyperspectral
datasets in this paper, Indian Pines dataset and Pavia Univer-
sity data, are downloaded free from the website: http://www
.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_
Sensing_Scenes. The proposed algorithm is implemented in
Python.
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Artificial Internet of Things (AIoT) integrates Artificial Intelligence (AI) with the Internet of Things (IoT) to create the sensor
network that can communicate and process data. To implement the communications and co-operations among intelligent
systems on AIoT, it is necessary to annotate sensor data with the semantic meanings to overcome heterogeneity problem among
different sensors, which requires the utilization of sensor ontology. Sensor ontology formally models the knowledge on AIoT by
defining the concepts, the properties describing a concept, and the relationships between two concepts. Due to human’s
subjectivity, a concept in different sensor ontologies could be defined with different terminologies and contexts, yielding the
ontology heterogeneity problem. Thus, before using these ontologies, it is necessary to integrate their knowledge by finding the
correspondences between their concepts, i.e., the so-called ontology matching. In this work, a novel sensor ontology matching
framework is proposed, which aggregates three kinds of Concept Similarity Measures (CSMs) and an alignment extraction
approach to determine the sensor ontology alignment. To ensure the quality of the alignments, we further propose a compact
Particle Swarm Optimization algorithm (cPSO) to optimize the aggregating weights for the CSMs and a threshold for filtering
the alignment. The experiment utilizes the Ontology Alignment Evaluation Initiative (OAEI)’s conference track and two pairs of
real sensor ontologies to test cPSO’s performance. The experimental results show that the quality of the alignments obtained by
cPSO statistically outperforms other state-of-the-art sensor ontology matching techniques.

1. Introduction

Internet of Things (IoT) [1] consists of interconnected things
with built-in sensors, and Artificial IoT (AIoT) [2] further
integrates Artificial Intelligence (AI) with IoT to create the
sensor network that can communicate and process data. To
implement the communications and co-operations among
intelligent systems on AIoT, it is necessary to annotate sensor
data with the semantic meanings to overcome heterogeneity
problem among different sensors, which requires the utiliza-
tion of sensor ontology [3]. Sensor ontology formally models
the knowledge on AIoT by defining the concepts, the proper-
ties describing a concept, and the relationships between two
concepts. Since sensor ontologies are regarded as the solution

to data heterogeneity on AIoT, and in recent years, many
sensor ontologies [4] have been developed. However, due to
human’s subjectivity, the overlapping information in these
ontologies could be defined with different terminologies
and contexts, yielding the ontology heterogeneity problem.
Therefore, before using them, it is necessary to integrate their
knowledge by finding the correspondences between their
concepts. Ontology matching can bring sensor ontologies
into mutual agreement by automatic determining identical
concept correspondences (i.e., ontology alignment), which
is regarded as an effective technique to address the ontology
heterogeneity problem.

Due to high computational complexity in the matching
process, the Swarm Intelligence algorithm (SI) has become
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a popular methodology for integrating heterogeneous
ontologies [5–9]. Martinez-Gil and Montes [10] propose
the Genetics for Ontology Alignments (GOAL), which first
generates a similarity matrix for each similarity measure,
and then uses the Genetic Algorithm (GA) to optimize the
weights for aggregating these matrices. Aggregating weights
determined by GOAL can be reused to match the ontologies
with similar heterogeneous features. Ginsca and Iftene [11]
not only optimize the parameters in the matching process
but also the threshold in the alignment filtering process.
Acampora et al. [12] try to improve GA’s converging speed
as well as the solution’s quality by introducing a local search
strategy. Xue and Wang [13] propose a new metric to
approximately measure the alignment’s f-measure [14], and
on this basis, utilize the hybrid GA to execute the instance-
level matching in the Linked Open Data cloud (LOD). More
recently, He et al. [15] propose an Artificial Bee Colony algo-
rithm (ABC) based matching technique to aggregate different
similarity measures, which can improve the alignment’s
quality. These SI-based matching techniques need to first
store the similarity matrices determined by the similarity
measures, which sharply increase the computational com-
plexity. To this end, Genetic Algorithm based Ontology
Matching (GAOM) [16] models the ontology matching as a
bipartite graph matching process and tries to use GA to
directly determine the alignment with high quality. Since
the instance information can effectively improve the align-
ment’s precision value, Alves et al. [17] first propose an
instance-based similarity measure and then utilize a hybrid
GA to determine the optimal mappings. MapPSO [18]
models the ontology matching as a bipartite graph matching
problem, and it proposes to use the Particle Swarm Optimi-
zation algorithm (PSO) [19] to address it. MapPSO utilizes
the statistical information of the alignment to approximately
evaluate its quality and guide the algorithm’s search direc-
tion, which can automatically determine high-quality align-
ments. For dynamic applications on SSW, it is necessary to
integrate the sensor ontologies online, and thus, besides the
quality of the alignments, the matching efficiency is also of
prime importance. Being inspired by the success of compact
SI in various applications [20–23], this work proposes a com-
pact PSO (cPSO) to integrate the sensor knowledge in AIoT.
Our proposal uses a probabilistic representation of the popu-
lation to execute the optimizing process, which simulates the
population behaviour as it extensively explores the decision
space at the beginning of the optimization process and
progressively focuses the search on the most promising
genotypes and narrows the search radius. Thus, a run of
cPSO requires much more limited memory consumption
comparing to the standard PSO. In particular, we formally

define the sensor ontology matching problem and propose
a problem-specific cPSO to effectively address the problem
and integrate the sensor knowledge inside.

The rest of the paper is organized as follows: Section 2
presents the concept similarity measures and the mathemat-
ical model of sensor ontology matching problem; Section 3
gives the details of cPSO; Section 4 shows the experimental
results; and finally; Section 5 draws the conclusions.

2. Preliminaries

2.1. Concept Similarity Measure. Concept Similarity Measure
(CMS) is a function that takes as input two concepts’ infor-
mation, and output a real number in [0, 1] which represents
their similarity value. In general, there are three kinds of CMS,
i.e., string-based CMS, linguistic-based CMS, and structure-
based CMS. In particular, string-based CMS takes as input
two concepts’ labels and compares their syntax information,
linguistic-based CMS also compares two concepts’ labels but
it uses the external digital dictionary such as Wordnet
[24] to calculate their similarity value, and structure-based
CMS calculate the similarity value of two concepts based
on their direct super-concepts and subconcepts.

Given two concepts c1 and c2, we first remove the mean-
ingless words (such as the stop word) from their labels and
convert them into two token sets T1 and T2, then the
string-based similarity value is calculated as follows:

sims c1, c2ð Þ =min T1 ∩ T2j j
T1j j , T1 ∩ T2j j

T2j j
� �

, ð1Þ

where jT1j and jT2j are, respectively, the cardinalities of jT1j
and jT2j. The first ratio indicates the overlap fraction of jT1j
with respect to jT2j, the second one indicates jT2j with
respect to jT1j, and the minimum value is selected as their
string-based similarity value. The linguistic-based similarity
value is defined as follows:

siml c1, c2ð Þ =
∑ T1j j

i=1 max sim′ T1,i, T2,j
� �n o T2j j

j=1
T1j j , ð2Þ

where T1,i denotes the ith token in jT1j and T2,j is the jth

token in jT2j, sim′ðT1,i, T2,jÞ = 1 if they are synonymous in
Wordnet, otherwise 0. Finally, supposing superC1 and
superC2 are, respectively, the super-concept set of c1 and c2,
subC1 and subC2 are, respectively, the direct subconcept set
of c1 and c2, the structure similarity value is defined as
follows:

simu c1, c2ð Þ =
∑ superC1j j

i=1 max siml superC1,i, superC2,j
� �� � superC2j j

j=1 +∑ subC1j j
i=1 max siml subC1,i, subC2,j

� �� � subC2j j
j=1

superC1j j + subC1j j , ð3Þ
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where superC1,i denotes the ith super-class of c1 and super
C2,j the jth super-class of c2, subC1,i is the ith direct subclass
of c1 and subC2,j the jth subclass of c2.

Since none of the CSMs can ensure the effectiveness in all
context, i.e., distinguishing all the heterogeneous concepts,
usually they are combined together to enhance the result’s
confidence. Due to its flexibility, the weighted average strat-
egy becomes a popular way of aggregating CSMs, which is
defined as follows:

sim c1, c2ð Þ =w1 × sims c1, c2ð Þ +w2 × siml c1, c2ð Þ +w3
× simu c1, c2ð Þ, ð4Þ

where wi ∈ ½0, 1�, i = 1, 2, 3,∑wi = 1.

2.2. Alignment Extraction. Each aggregating weight set
corresponds to a unique aggregated CSM, which can be
further used to construct a similarity matrix M whose
element mij is the similarity value between the ith con-
cept of one ontology and the jth concept of the other.
On this basis, we can extract an alignment with the car-
dinality 1 : 1 (one concept from the source ontology is
only mapped with one concept from the target ontology
and vice versa) from M according to the following steps:
(1) sort all the similarity values in M in descending
order; (2) output the element with the largest value, say
mij, as a concept correspondence (ci, cj,mij) in the
extracted alignment; (3) replace the elements that are in
the same row or column with mij as 0; (4) repeat the
steps (1) to (3) until all the elements in M are 0.
Figure 1 shows an example of the extracting process,
where O1 and O2 are two ontologies, ci,j denotes the ith
ontology’s jth concept. Finally, six correspondences are
extracted: (c1,1, c2,1, 0:88), (c1,2, c2,2, 0:88), (c1,3, c2,3, 0:6),
(c1,5, c2,5, 0:6), (c1,1, c2,1, 0:88), (c1,4, c2,4, 0:08). With respect
to the last correspondence, since its similarity value is
low, which is regarded as unauthentic, the final alignment
consists of top five correspondences.

2.3. Sensor Ontology Matching Problem. Since the quality of
an alignment is directly proportional to the mean similar-
ity value of all the correspondences found and the cardi-
nality of the alignment, we utilize the following equation
to calculate an alignment A’s quality:

f Að Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Aj j
max O1j j, O2j jf g × simi

Aj j ,
s

ð5Þ

where jO1j, jO2j, and jAj are, respectively, the cardinalities
of two ontologies O1, O2, and A, simi is the ith correspon-
dence’s similarity value.

On this basis, the mathematical model of sensor ontology
matching problem can be defined as follows:

min F Wð Þ
s:t:W = w1,w2,⋯ð ÞT

wi ∈ 0, 1½ �
〠wi = 1

8>>>>><
>>>>>:

ð6Þ

where w1, i = 1, 2,⋯ represents the ith similarity measure’s
aggregating weight, and FðWÞ calculates the aggregating
weight set W’s corresponding alignment’s quality.

3. Compact Particle Swarm
Optimization Algorithm

PSO is inspired by the behaviour of birds, where each bird
(particle) has the memory of the best-visited position and
moves to a leading bird (elite particle) with some degree of
randomization. This procedure can be described with the fol-
lowing update sequence, for the ith particle in generation t:

vt+1i =Φ1v
t
i +Φ2 particleti−lb − particleti

� �
+Φ3 particleti−gb − particleti

	 

,

ð7Þ

particlet+1i = particleti + vt+1i , ð8Þ

where vti is the velocity, i.e., a perturbation vector, particleti is
the ith particle’s position in current generation and
particleti−lb is its best position visited in the history,
particleti−gb is the best position found by all the particles,
and Φi, i = 1, 2, 3, is the weight vector. Eq. (7) and Eq. (8)
indicate that PSO update each particle by exchanging its gene
values with both local best particle and global best particle to
find a better position. Clearly, the original PSO is a
population-based SI, and in this work, we further propose a
compact version of PSO to improve the algorithm’s
performance.

3.1. Encoding and Decoding Mechanism. This work uses a
binary encoding mechanism, i.e., Gray code, and each parti-
cle’s gene values can be divided into two parts, one stands for
the weight set for aggregating the similarity measures and the
other for the similarity threshold for filtering the correspon-
dences with low similarity values. Concerning the character-
istics of the weights in Section 2.1, we normalize them when
decoding. We utilize one Probability Vectors (PVs) to repre-
sent a population, whose element number is equal to the
length of a particle. Each PV’s element represents the proba-
bility of being 1 corresponding to each gene bit of a particle.
We can use PV to generate various binary particles through
its probability in each dimension, and when each dimension
value is closed to 1 or 0, the algorithm is about to converge. In
addition, PV should be updated in each generation to move
toward the elite, which can make the new particles generated
in the next are more closed to the elite.
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Figure 2 shows an example of generating a particle
through PV. Given a PV (0.1, 0.3, 0.5, 0.9)T, generate four
random numbers in [0, 1], e.g., 0.2, 0.4, 0.6, and 0.1, and we
can determine a new particle by comparing them with PV’s

elements accordingly. To be specific, since 0:2 > 0:1, 0:4 > 0:3,
0:6 > 0:5, and 0:1 < 0:9, the newly generated particle is 0001.
In each generation, PV’s elements are updated according to
the best particle found. If the bit value of the elite particle is
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Figure 1: An example of extracting an alignment through similarity matrix.
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1 (or 0), the corresponding PV’s element will be increased
(decreased) by step, which can make the newly generated par-
ticle more closer to the elite particle. For example, given a PV
(0.1, 0.3, 0.5, 0.9)T, an elite particle 1110 and the step length
step = 0:1, since the first-bit value of the elite particle is 1,
accordingly, we update the first element of PV by step, which
makes the first-bit value of newly generated particle is more
likely to be 1 (the same with elite particle’s first-bit value).
Therefore, after updating all elements of PV, the newly gener-
ated particles would be closer to the elite particle in terms of
each bit value. When all elements of PV are 1 or 0, the newly
generated particles will be the same and the algorithm
converges.

3.2. Crossover Operator. Given two particles particle1 and
particle2, the crossover operator generates one offspring by
exchanging their gene values. In this work, we generate the
offspring particle particleoff by copying a sequential gene
fragment of from particle1 into the corresponding gene bits
of particle2, so that particleoff inherits a sequential gene frag-
ment from both particle1 and particle2. For the sake of clarity,
the pseudo-code of the crossover operator is shown in
Algorithm 1.

4. The Pseudo-Code of Compact Particle Swarm
Optimization Algorithm

The pseudo-code of cPSO is presented in Algorithm 2. cPSO
first initializes the probability vector PV by setting all the ele-
ments as 0.5, which is then used to initialize the local best
particle particlelb and global best particle particlegb. In each
generation, cPSO first tries to update the particlelbthrough
the crossover between it and a new particle, and then the
particlegb by exchanging its gene values with particlelb.
Finally, cPSO updates PV according to particlegb to move
the new generated particle towards it.

5. Experimental Results and Analysis

5.1. Experimental Setup. In the experiment, we use the
Ontology Alignment Evaluation Initiative (OAEI)‘s Con-
ference track “http://http://oaei.ontologymatching.org/2019/
conference/index.html” and two pairs of real sensor ontologies
to test cPSO’s performance. The experiment compares cPSO
with four state-of-the-art sensor ontology matching tech-
niques, i.e., ASMOV [25], CODI [26], SOBOM [27], and

FuzzyAlign [28], on all testing cases in terms of f -mea-
sure. We empirically set cPSO’s crossover probability as
0.8 and maximum generation as 3000, and cPSO’s results
in the tables are the average of thirty independent runs.
In Table 1, we briefly describe the ontologies in these test-
ing cases.

5.2. Statistical Comparison. We utilize two popular statistical
testing methods, i.e., Friedman’s Test (FT) [29] and Holm’s
Test (HT) [30], to compare different competitors’ perfor-
mance. In particular, FT aims at checking whether there are
differences among the competitors, and HT is further used
to find whether one competitor statistically outperforms
others. First, we need to reject HT’s null-hypothesis that all
competitors’ performances are the same. To this end, the
computed value X2

r must be equal to or greater than the
tabled critical chi-square value at the specified level of
significance α = 0:05. In this work, since we are comparing
5 matchers, the critical value for 4 degrees of freedom X2

0:05
is 9.488.

In Table 2, since X2
r = 85:09, which is greater than

9.488, and therefore, the null hypothesis is rejected. Then,
HT is further carried out. Since cPSO ranks with the low-
est value, it is set as a control matcher that will be com-
pared with others. HT’s z value is the testing statistic for
comparing the ith and jth competitors, which is used for
finding the p value that is the corresponding probability
from the table of the normal distribution. The p value is then
compared with α/k − i, and according to Table 3, we can state
that cPSO statistically outperforms other competitors on f-
measure at 5% significance level.

PV: {

Random
numbers

Generated
particle

0.2, 0.4,

0.2>0.1 0.4>0.3 0.6>0.5 0.1<0.9

0.6, 0.1

1000

0.3, 0.5, 0.9 }0.1,

Figure 2: An example of generating a particle through PV.

particleoff=particle2
position=round(rand(0, particleoff.length)
while rand ð0, 1Þ < Pcr do

 particleof f ,i = particle1,i ;
num = num + 1 ;
position = ðposition + 1Þ mod particleof f :length ;

end while
return particleof f

Algorithm 1. Crossover operator.
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6. Conclusion

AIoT aims at creating a sensor network that can communi-
cate and process data, which can be technically implemented
by using the sensor ontologies to annotate sensor data with
the semantic meanings. To support the co-operations among
AIoT applications based on ontologies, it is necessary to inte-
grate these sensor ontologies by finding the alignment

between them. In this work, a novel matching framework is
proposed, which aggregates three kinds of CSMs and an
alignment extraction approach to determine the ontology
alignment. We propose a compact PSO and use it to optimize
the aggregating weights for the CSMs and a threshold for fil-
tering the alignment, which ensures the quality of the results.
The experimental results show that our proposal can effec-
tively match different sensor ontologies, and the quality of

1: ∗∗Initialization ∗∗
2: set generation t = 0 ;
3: set all elements in PV as 0.5;
4: generate one particle through PV to initialize the local best particle particlelb and global best particle particlegb ;
5: ∗∗Evolution ∗∗
6: while t <maxGen do
7: generate a new particle particlenew through PV ;
8: ∗∗∗Update Particle ∗∗∗
9: particlenew = crossoverðparticlenew, particlelbÞ;
10: ½winner, loser� = competeðparticlenew, particlelbÞ ;
11: ifwinner == particlenewthen
12: particlelb = particlenew ;
13: end if
14: particlenew = crossoverðparticlelb, particlegbÞ ;
15: ½winner, loser� = competeðparticlenew, particlegbÞ ;
16: if winner == particlenewthen
17: particlegb = particlenew ;
18: end if
19: ∗∗∗∗Update PV ∗∗∗∗
20: fori = 0 ; i < PV :length ; i + +do
21: ifparticlegb, i == 1 then
22: PVi = PVi + ð1/particlegb:lengthÞ ;
23: else
24: PVi = PVi − 1/particlegb:length ;
25: end if
26: end for
27: t = t + 1 ;
28: end while
29: return;

Algorithm 2. Compact particle Swarm Optimization algorithm.

Table 1: Descriptions on testing cases.

Testing case Ontology Scale

Conference track

Cmt 36 classes

Conference 60 classes

Confof 38 classes

Edas 104 classes

Ekaw 77 classes

Iasted 140 classes

Sigkdd 49 classes

Real sensor ontology

CSIRO sensor ontology2 33,205 classes

Semantic sensor network ontology (SSN)3 32,298 classes

MMI device ontology4 24,034 classes
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the alignments obtained by cPSO statistically outperforms
other state-of-the-art sensor ontology matching techniques.

In the future, we will further improve cPSO to match
the large-scale sensor ontologies, and address the problem
of Instance Coreference Resolution (ICR) in the sensor
network domain, which requires matching large-scale sen-
sor instances in the Linked Open Data cloud (LOD). We
also want to extend cPSO to match the ontologies in the
specific domains such as the biomedical domain and geo-
graphical domain. The particular strategies and techniques
need to proposed and used to improve the alignment’s
precision and recall because these matching tasks require
specific background knowledge base and complex forms
of alignment.
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Table 2: Friedman’s test on f -measure of the alignment, and the number in round parentheses is the corresponding computed rank.

Testing case SOBOM CODI ASMOV FuzzyAlign cPSO

Cmt-conference 0.50 (5) 0.75 (3) 0.59 (4) 0.87 (2) 0.92 (1)

Cmt-Confof 0.21 (5) 0.38 (3) 0.28 (4) 0.45 (2) 0.57 (1)

Cmt-Edas 0.48 (4) 0.75 (3) 0.42 (5) 0.86 (2) 0.88 (1)

Cmt-Ekaw 0.52 (5) 0.75 (3) 0.59 (4) 0.88 (2) 0.93 (1)

Cmt-Iasted 0.54 (4) 0.78 (3) 0.50 (5) 0.87 (2) 0.90 (1)

Cmt-Sigkdd 0.14 (5) 0.68 (2) 0.34 (4) 0.61 (3) 0.70 (1)

Conference-Confof 0.40 (5) 0.75 (3) 0.51 (4) 0.86 (1.5) 0.86 (1.5)

Conference-Edas 0.44 (5) 0.75 (3) 0.50 (4) 0.88 (2) 0.92 (1)

Conference-Ekaw 0.38 (4) 0.70 (3) 0.32 (5) 0.87 (1.5) 0.87 (1.5)

Conference-Iasted 0.54 (4) 0.73 (3) 0.50 (5) 0.89 (2) 0.94 (1)

Conference-Sigkdd 0.40 (5) 0.70 (3) 0.59 (4) 0.80 (2) 0.86 (1)

Confof-Edas 0.14 (5) 0.36 (3) 0.27 (4) 0.59 (2) 0.73 (1)

Confof-Ekaw 0.25 (5) 0.41 (3) 0.28 (4) 0.52 (2) 0.64 (1)

Confof-Iasted 0.20 (5) 0.70 (3) 0.31 (4) 0.71 (2) 0.72 (1)

Confof-Sigkdd 0.35 (5) 0.61 (3) 0.48 (4) 0.82 (2) 0.89 (1)

Edas-Ekaw 0.10 (5) 0.25 (4) 0.39 (3) 0.44 (2) 0.57 (1)

Edas-Iasted 0.32 (4) 0.72 (3) 0.20 (5) 0.84 (2) 0.88 (1)

Edas-Sigkdd 0.25 (5) 0.58 (3) 0.33 (4) 0.66 (2) 0.75 (1)

Ekaw-Iasted 0.30 (5) 0.64 (3) 0.37 (4) 0.87 (2) 0.94 (1)

Ekaw-Sigkdd 0.22 (5) 0.78 (1) 0.25 (4) 0.74 (3) 0.76 (2)

Iasted-Sigkdd 0.17 (5) 0.72 (3) 0.20 (4) 0.77 (2) 0.85 (1)

MMI device-SSN 0.77 (4) 0.80 (3) 0.73 (5) 0.88 (2) 0.95 (1)

CSIRO-SSN 0.78 (4) 0.79 (3) 0.75 (5) 0.88 (2) 0.94 (1)

MMI device-CSIRO 0.72 (5) 0.78 (3) 0.75 (4) 0.87 (2) 0.92 (1)

Average 0.38 (4.70) 0.66 (2.91) 0.43 (4.24) 0.76 (2.04) 0.82 (1.08)

Table 3: Holm’s test on the alignment’s quality.

i Approach z value Unadjusted p value α
k − i , α = 0:05

4 FuzzyAlign 2.04 0.035 0.050

3 CODI 3.91 5:64 × 10−10 0.025

2 ASMOV 4.24 4:51 × 10−12 0.012

1 SOBOM 4.70 2:22 × 10−15 0.008
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