Computational Intelligence for
Intelligent Human-Machine
Systems




Computational Intelligence for Intelligent
Human-Machine Systems



Computational Intelligence and Neuroscience

Computational Intelligence for
Intelligent Human-Machine Systems

Lead Guest Editor: Zhongxu Hu
Guest Editors: Jie Liu, Chen Lv, and Yang Xing



Copyright © 2023 Hindawi Limited. All rights reserved.

This is a special issue published in “Computational Intelligence and Neuroscience.” All articles are open access articles distributed under
the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Chief Editor

Andrzej Cichocki, Poland

Associate Editors

Arnaud Delorme, France
Cheng-Jian Lin (), Taiwan
Saeid Sanei, United Kingdom

Academic Editors

Mohamed Abd Elaziz (), Egypt
Tariq Ahanger (), Saudi Arabia
Muhammad Ahmad, Pakistan
Ricardo Aler ("), Spain

Nouman Ali, Pakistan

Pietro Arico (), Italy

Lerina Aversano (), Italy

Umit Agbulut (), Turkey

Najib Ben Aoun (), Saudi Arabia
Surbhi Bhatia(®), Saudi Arabia
Daniele Bibbo (12), Italy

Vince D. Calhoun (s, USA
Francesco Camastra, Italy
Zhicheng Cao, China

Hubert Cecotti(2), USA

Jyotir Moy Chatterjee (), Nepal
Rupesh Chikara, USA

Marta Cimitile, Italy

Silvia Conforto (1), Italy

Paolo Crippa(, Italy

Christian W. Dawson, United Kingdom
Carmen De Maio (), Italy
Thomas DeMarse (), USA

Maria Jose Del Jesus, Spain
Arnaud Delorme(*), France
Anastasios D. Doulamis, Greece
Anténio Dourado (), Portugal
Sheng Du (), China

Said El Kathali (), Morocco
Mohammad Reza Feizi Derakhshi(?), Iran
Quanxi Feng, China

Zhong-kai Feng, China

Steven L. Fernandes, USA
Agostino Forestiero (), Italy
Piotr Franaszczuk (%), USA
Thippa Reddy Gadekallu (), India
Paolo Gastaldo (1), Italy
Samanwoy Ghosh-Dastidar, USA

Manuel Grana (), Spain

Alberto Guillén (%), Spain

Gaurav Gupta, India

Rodolfo E. Haber (), Spain
Usman Habib (), Pakistan
Anandakumar Haldorai (), India
José Alfredo Herndndez-Pérez ("), Mexico
Luis Javier Herrera(l2), Spain
Alexander HoSovsky (), Slovakia
Etienne Hugues, USA

Nadeem Igbal (), Pakistan

Sajad Jafari, Iran

Abdul Rehman Javed (15, Pakistan
Jing Jin (), China

Li Jin, United Kingdom

Kanak Kalita, India

Ryotaro Kamimura (), Japan

Pasi A. Karjalainen (), Finland
Anitha Karthikeyan, Saint Vincent and the
Grenadines

Elpida Keravnou (), Cyprus

Asif Irshad Khan (%), Saudi Arabia
Muhammad Adnan Khan (), Republic of
Korea

Abbas Khosravi, Australia
Tai-hoon Kim, Republic of Korea
Li-Wei Ko (), Taiwan

Rasit Koker (), Turkey

Deepika Koundal (%), India

Sunil Kumar (%), India

Fabio La Foresta, Italy

Kuruva Lakshmanna (), India
Maciej Lawrynczuk (), Poland
Jianli Liu@®), China

Giosue Lo Bosco (1), Italy

Andrea Loddo (1), Italy

Kezhi Mao, Singapore

Paolo Massobrio (), Italy

Gerard McKee, Nigeria

Mohit Mittal (%), France

Paulo Moura Oliveira (), Portugal
Debajyoti Mukhopadhyay (i), India
Xin Ning (), China

Nasimul Noman (%), Australia
Fivos Panetsos (), Spain



https://orcid.org/0000-0002-8709-2715
https://orcid.org/0000-0002-7682-6269
https://orcid.org/0000-0002-4525-0738
https://orcid.org/0000-0002-7472-4840
https://orcid.org/0000-0002-3831-6620
https://orcid.org/0000-0003-2436-6835
https://orcid.org/0000-0002-6635-6494
https://orcid.org/0000-0001-9444-8209
https://orcid.org/0000-0003-3097-6568
https://orcid.org/0000-0003-1341-5427
https://orcid.org/0000-0001-9058-0747
https://orcid.org/0000-0002-7661-0070
https://orcid.org/0000-0003-2527-916X
https://orcid.org/0000-0001-7323-5220
https://orcid.org/0000-0003-4504-7550
https://orcid.org/0000-0003-0641-4792
https://orcid.org/0000-0001-5549-7075
https://orcid.org/0000-0002-0799-3557
https://orcid.org/0000-0002-5445-6893
https://orcid.org/0000-0001-8396-7388
https://orcid.org/0000-0001-9282-5154
https://orcid.org/0000-0002-8548-976X
https://orcid.org/0000-0002-3025-7689
https://orcid.org/0000-0002-5166-4224
https://orcid.org/0000-0003-0097-801X
https://orcid.org/0000-0002-5748-3942
https://orcid.org/0000-0001-7373-4097
https://orcid.org/0000-0001-9918-3238
https://orcid.org/0000-0002-2881-0166
https://orcid.org/0000-0003-4793-6239
https://orcid.org/0000-0001-9975-6462
https://orcid.org/0000-0002-2107-3044
https://orcid.org/0000-0003-3220-9389
https://orcid.org/0000-0002-8390-7163
https://orcid.org/0000-0003-1050-1792
https://orcid.org/0000-0002-0570-1813
https://orcid.org/0000-0002-6133-5491
https://orcid.org/0000-0002-4238-3463
https://orcid.org/0000-0002-1267-493X
https://orcid.org/0000-0002-8980-4253
https://orcid.org/0000-0003-1131-5350
https://orcid.org/0000-0001-9789-5231
https://orcid.org/0000-0003-2529-3391
https://orcid.org/0000-0002-3811-2310
https://orcid.org/0000-0003-1688-8772
https://orcid.org/0000-0001-9957-5661
https://orcid.org/0000-0003-3480-4851
https://orcid.org/0000-0002-6846-2004
https://orcid.org/0000-0003-0609-9083
https://orcid.org/0000-0002-1602-0693
https://orcid.org/0000-0002-6571-3816
https://orcid.org/0000-0001-8335-3407
https://orcid.org/0000-0003-0878-4615
https://orcid.org/0000-0003-4283-1243
https://orcid.org/0000-0002-5394-385X
https://orcid.org/0000-0001-7897-1673
https://orcid.org/0000-0002-8566-0870
https://orcid.org/0000-0003-0897-411X

Evgeniya Pankratova (2, Russia
Rocio Pérez de Prado (), Spain
Francesco Pistolesi (1), Italy
Alessandro Sebastian Podda (1), Italy
David M Powers, Australia
Radu-Emil Precup, Romania
Lorenzo Putzu, Italy

S P Raja, India

Dr.Anand Singh Rajawat (), India
Simone Ranaldi (), Italy

Upaka Rathnayake, Sri Lanka
Navid Razmjooy, Iran

Carlo Ricciardi, Italy
Jatinderkumar R. Saini (), India
Sandhya Samarasinghe (), New Zealand
Friedhelm Schwenker, Germany
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Mohammed Shuaib (), Malaysia
Kamran Siddique (), USA
Gaurav Singal, India

Akansha Singh (), India
Chiranjibi Sitaula (), Australia
Neelakandan Subramani, India

Le Sun, China

Rawia Tahrir (%), Iraq

Binhua Tang (), China

Carlos M. Travieso-Gonzélez ("), Spain
Vinh Truong Hoang ("), Vietnam
Fath U Min Ullah (%), Republic of Korea
Pablo Varona (), Spain

Roberto A. Vazquez (), Mexico
Mario Versaci, Italy

Gennaro Vessio (), Italy

Ivan Volosyak (), Germany

Leyi Wei(), China

Jianghui Wen, China

Lingwei Xu (), China

Cornelio Yafez-Marquez, Mexico
Zaher Mundher Yaseen, Iraq
Yugen Yi(®), China

Qiangqiang Yuan (), China
Miaolei Zhou (2, China

Michal Zochowski, USA

Rodolfo Zunino, Italy


https://orcid.org/0000-0003-4214-7230
https://orcid.org/0000-0001-6097-4016
https://orcid.org/0000-0002-1078-5599
https://orcid.org/0000-0002-7862-8362
https://orcid.org/0000-0001-5940-5799
https://orcid.org/0000-0002-7849-0893
https://orcid.org/0000-0001-5205-5263
https://orcid.org/0000-0003-2943-4331
https://orcid.org/0000-0003-0399-7486
https://orcid.org/0000-0001-6657-2587
https://orcid.org/0000-0003-2286-1728
https://orcid.org/0000-0002-5520-8066
https://orcid.org/0000-0002-4564-2985
https://orcid.org/0000-0001-7187-052X
https://orcid.org/0000-0003-4744-5835
https://orcid.org/0000-0002-4621-2768
https://orcid.org/0000-0002-3464-3894
https://orcid.org/0000-0002-1243-9358
https://orcid.org/0000-0002-1754-8991
https://orcid.org/0000-0002-7645-4610
https://orcid.org/0000-0002-0883-2691
https://orcid.org/0000-0001-6555-7617
https://orcid.org/0000-0003-1444-190X
https://orcid.org/0000-0002-2169-6356
https://orcid.org/0000-0002-2726-9873
https://orcid.org/0000-0001-7140-2224
https://orcid.org/0000-0003-1664-1024

Contents

Retracted: Human Resource Demand Prediction and Configuration Model Based on Grey Wolf

Optimization and Recurrent Neural Network
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9890474, Volume 2023 (2023)

AppraisalCloudPCT: A Computational Model of Emotions for Socially Interactive Robots for Autistic
Rehabilitation

Ting Yan (), Shengzhao Lin (1), Jinfeng Wang (), Fuhao Deng (), Zijian Jiang (2), Gong Chen (),
Jionglong Su (), and Jiaming Zhang

Research Article (25 pages), Article ID 5960764, Volume 2023 (2023)

Path Planning Algorithm for Unmanned Surface Vessel Based on Multiobjective Reinforcement
Learning

Caipei Yang, Yingqi Zhao, Xuan Cai, Wei Wei, Xingxing Feng, and Kaibo Zhou

Research Article (14 pages), Article ID 2146314, Volume 2023 (2023)

A Framework and Algorithm for Human-Robot Collaboration Based on Multimodal Reinforcement
Learning

Zeyuan Cai, Zhiquan Feng (%), Liran Zhou, Changsheng Ai, Haiyan Shao, and Xiaohui Yang

Research Article (13 pages), Article ID 2341898, Volume 2022 (2022)

Analysis on the Bus Arrival Time Prediction Model for Human-Centric Services Using Data Mining
Techniques

N. Shanthi, Sathishkumar V E (), K. Upendra Babu, P. Karthikeyan, Sukumar Rajendran, and Shaikh
Muhammad Allayear

Research Article (13 pages), Article ID 7094654, Volume 2022 (2022)

[Retracted] Human Resource Demand Prediction and Configuration Model Based on Grey Wolf

Optimization and Recurrent Neural Network
Navaneetha Krishnan Rajagopal, Mankeshva Saini, Rosario Huerta-Soto, Rosa Vilchez-Vésquez, J. N. V. R.

Swarup Kumar, Shashi Kant Gupta, and Sasikumar Perumal
Research Article (11 pages), Article ID 5613407, Volume 2022 (2022)

A Massage Area Positioning Algorithm for Intelligent Massage System
Liran Zhou (), Zhiquan Feng (), Zeyuan Cai, Xiaohui Yang (), Changsheng Ai, and Haiyan Shao
Research Article (13 pages), Article ID 7678516, Volume 2022 (2022)

A Novel Fault Diagnosis Method for Denoising Autoencoder Assisted by Digital Twin
Wenan Cai (), Qianqgian Zhang (), and Jie Cui
Research Article (8 pages), Article ID 5077134, Volume 2022 (2022)

MFA: A Smart Glove with Multimodal Intent Sensing Capability
Hongyue Wang, Zhiquan Feng (", Jinglan Tian, and Xue Fan
Research Article (15 pages), Article ID 3545850, Volume 2022 (2022)



https://orcid.org/0000-0003-1182-9079
https://orcid.org/0000-0002-0726-360X
https://orcid.org/0000-0002-9086-7518
https://orcid.org/0009-0003-7722-1688
https://orcid.org/0000-0002-0537-8817
https://orcid.org/0000-0002-2042-1801
https://orcid.org/0000-0001-5360-6493
https://orcid.org/0000-0001-9146-0501
https://orcid.org/0000-0003-0055-3193
https://orcid.org/0000-0002-7704-4197
https://orcid.org/0000-0001-9677-979X
https://orcid.org/0000-0002-8271-2022
https://orcid.org/0000-0003-0567-7865
https://orcid.org/0000-0001-6765-3901
https://orcid.org/0000-0003-0797-5073
https://orcid.org/0000-0002-7704-4197
https://orcid.org/0000-0001-9677-979X
https://orcid.org/0000-0001-9895-298X
https://orcid.org/0000-0001-8843-1857
https://orcid.org/0000-0002-7704-4197

Deep Multi-Scale Residual Connected Neural Network Model for Intelligent Athlete Balance Control
Ability Evaluation

Nannan Xu, Xin Wang (2, Yangming Xu, Tianyu Zhao (), and Xiang Li

Research Article (11 pages), Article ID 9012709, Volume 2022 (2022)

Potential Future Directions in Optimization of Students’ Performance Prediction System
Sadique Ahmad (), Mohammed A. El-Affendi(®), M. Shahid Anwar (%), and Rizwan Igbal
Review Article (26 pages), Article ID 6864955, Volume 2022 (2022)

Intelligent Monitoring System Based on Noise-Assisted Multivariate Empirical Mode Decomposition
Feature Extraction and Neural Networks

Le Fa Zhao (1), Shahin Siahpour (), Mohammad Reza Haeri Yazdi(®), Moosa Ayati(), and Tian Yu Zhao
Research Article (14 pages), Article ID 2698498, Volume 2022 (2022)

Sign Language Recognition for Arabic Alphabets Using Transfer Learning Technique

Mohammed Zakariah (), Yousef Ajmi Alotaibi (), Deepika Koundal, Yanhui Guo, and Mohammad Mamun
Elahi

Research Article (15 pages), Article ID 4567989, Volume 2022 (2022)

Dynamic and Static Features-Aware Recommendation with Graph Neural Networks
Ninghua Sun (), Tao Chen (), Longya Ran (), and Wenshan Guo
Research Article (11 pages), Article ID 5484119, Volume 2022 (2022)

Computational Methods for Automated Analysis of Malaria Parasite Using Blood Smear Images: Recent
Advances

Shankar Shambhu (i2), Deepika Koundal (), Prasenjit Das (), Vinh Truong Hoang (%), Kiet Tran-Trung ("), and
Hamza Turabieh

Research Article (18 pages), Article ID 3626726, Volume 2022 (2022)

Research on Effect of Load Stimulation Change on Heart Rate Variability of Women Volleyball Athletes
Ludi Liao and Jianying Li
Research Article (9 pages), Article ID 3917415, Volume 2022 (2022)

A Safe and Compliant Noncontact Interactive Approach for Wheeled Walking Aid Robot
Donghui Zhao (i2), Wei Wang, Moses Chukwuka Okonkwo, Zihao Yang, Junyou Yang (), and Houde Liu
Research Article (20 pages), Article ID 3033920, Volume 2022 (2022)

Dynamic Invariant-Specific Representation Fusion Network for Multimodal Sentiment Analysis
Jing He (), Haonan Yanga (1), Changfan Zhang (), Hongrun Chen (%), and Yifu Xua
Research Article (14 pages), Article ID 2105593, Volume 2022 (2022)


https://orcid.org/0000-0003-0822-7552
https://orcid.org/0000-0003-4784-5919
https://orcid.org/0000-0003-0569-2176
https://orcid.org/0000-0001-6907-2318
https://orcid.org/0000-0001-9349-1985
https://orcid.org/0000-0001-8093-6690
https://orcid.org/0000-0003-1468-8128
https://orcid.org/0000-0001-8830-2473
https://orcid.org/0000-0002-5359-7731
https://orcid.org/0000-0002-2507-313X
https://orcid.org/0000-0001-9943-739X
https://orcid.org/0000-0003-4784-5919
https://orcid.org/0000-0002-2488-2605
https://orcid.org/0000-0003-0998-8978
https://orcid.org/0000-0003-3749-0288
https://orcid.org/0000-0001-7509-9883
https://orcid.org/0000-0003-2801-3340
https://orcid.org/0000-0003-3336-9763
https://orcid.org/0000-0002-9726-1041
https://orcid.org/0000-0002-2348-1041
https://orcid.org/0000-0003-1688-8772
https://orcid.org/0000-0003-0421-5909
https://orcid.org/0000-0002-3464-3894
https://orcid.org/0000-0003-0492-676X
https://orcid.org/0000-0002-8103-563X
https://orcid.org/0000-0003-2512-5566
https://orcid.org/0000-0001-7836-7425
https://orcid.org/0000-0002-7890-7206
https://orcid.org/0000-0002-3650-3270
https://orcid.org/0000-0002-7307-9675
https://orcid.org/0000-0002-9800-3984
https://orcid.org/0000-0001-6968-5990

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9890474, 1 page
https://doi.org/10.1155/2023/9890474

Retraction

@ Hindawi

Retracted: Human Resource Demand Prediction and
Configuration Model Based on Grey Wolf Optimization and

Recurrent Neural Network

Computational Intelligence and Neuroscience

Received 11 July 2023; Accepted 11 July 2023; Published 12 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.
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Computational models of emotions can not only improve the effectiveness and efficiency of human-robot interaction but also
coordinate a robot to adapt to its environment better. When designing computational models of emotions for socially interactive
robots, especially for robots for people with special needs such as autistic children, one should take into account the social and
communicative characteristics of such groups of people. This article presents a novel computational model of emotions called
AppraisalCloudPCT that is suitable for socially interactive robots that can be adopted in autistic rehabilitation which, to the best of
our knowledge, is the first computational model of emotions built for robots that can satisfy the needs of a special group of people
such as autistic children. To begin with, some fundamental and notable computational models of emotions (e.g., OCC, Scherer’s
appraisal theory, PAD) that have deep and profound influence on building some significant models (e.g., PRESENCE, iGrace,
xEmotion) for socially interactive robots are revisited. Then, a comparative assessment between our AppraisalCloudPCT and
other five significant models for socially interactive robots is conducted. Great efforts have been made in building our proposed
model to meet all of the six criteria for comparison, by adopting the appraisal theories on emotions, perceptual control theory on
emotions, a component model view of appraisal models, and cloud robotics. Details of how to implement our model in a socially
interactive robot we developed for autistic rehabilitation are also elaborated in this article. Future studies should examine how our
model performs in different robots and also in more interactive scenarios.

1. Introduction

Before probing into the scope of computational models of
emotions, it is necessary to understand the emotion ter-
minology for the purpose of clarity. To begin with, six terms
(i.e., affect, appraisal, cognition, emotion, feeling, and mood)
are defined in [1] as follows: (1) to inform one or more
cognitive processes, affect which is any information (feeling,
mood, and emotion) is used; (2) the process of making

judgments (appraisals) about the relationship between an
individual’s beliefs, desires, and intentions [2] and perceived
events is defined as appraisal; (3) mental processes associated
with the comprehension, acquisition, and alteration of
knowledge are defined as cognition, such as planning,
learning, inference, and recall; (4) owing to concepts and
states, emotion is used to inform responses and is defined as
cognitive data generated by events (internal and external);
(5) the subjective experience of an emotion or of a series of
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emotions is defined as feeling; (6) mood is the general state
of an emotion that lasts longer and is less variable than the
emotion itself.

As for the terminology computational models, according
to Simon [3], by drawing results from a system’s premises
(for example, a weather forecast system), and by predicting
the system’s behavior, computational models can simulate
a system. Furthermore, it was argued that given some
premises and appraisal operations, computational models of
emotion can predict and potentially produce behavior [4].
According to Marsella et al. [5], computational models of
emotions play various roles in research and applications: (1)
from the perspective of psychological research, computa-
tional models better support our understanding of human
emotional processes; (2) from the perspective of Al and
robotics research, modeling of emotion can influence the
reasoning process or coordinate an agent or robot to better
adapt to its environment; (3) from the perspective of HCI
research, modeling of emotion improves the efficiency and
effectiveness in interaction, as well as enhancing user
experience.

To investigate the importance of affective processes in
social development and socially situated learning of robots
coexisting with humans in the human environment, the
computational models of emotions for socially interactive
robots were introduced [6]. According to Breazeal et al. [7],
to effectively engage in emotion-based interactions, robots
must possess three kinds of capabilities: (1) to recognize and
interpret human emotional signals, (2) to operate by means
of their internal emotional models that are often based on
theories in psychology, and (3) to communicate their af-
fective states to others. Since the emotional responses of
a robot can be determined by the robot’s computational
model of emotion which depends on the interaction of its
internal cognitive-affective state with the external envi-
ronment [7], these internal emotional models are crucial for
human-robot interactions [8].

Many people with autism spectrum disorder (ASD) have
characteristics such as difficulty in social communication
(e.g., poor perception of nonverbal cues including facial
expressions and gestures in body language, as well as in-
appropriate expressions), limited and repeated behaviors, as
well as narrow, focused interests (in Diagnostic and Sta-
tistical Manual of Mental Disorders 5th Edition: DSM 5 [9]).
It is increasingly necessary to introduce social interactive
robots as an auxiliary means for the treatment and re-
habilitation of ASD, so as to improve the diversity of
treatment and the effectiveness of rehabilitation training,
and to mitigate the medical staff shortages in mainland
China and the rest of the world [10]. A number of treatment
and training targets, such as triadic interactions, joint at-
tention (JA), turn-taking activities, improving eye contact
and self-initiated interactions, assisting the diagnostic
process, emotion recognition, and imitation, can be achieved
by robotics for autism [11]. Moreover, robots have dem-
onstrated their potentials in 24 of 74 ASD objectives in eight
domains, including preschool skills for children with ASD,
motor experiences and skills, social/interpersonal in-
teractions and relations, emotional wellbeing, functioning in
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daily reality, sensory experiences, and coping, play, and
communication [12].

However, better utilization of robots and HCI for autism
intervention in the clinical setting does not necessarily lead
to robots that are clinically more useful for ASD intervention
[13]. This is partly due to the difficulty in the ASD patients to
understand the emotional and mental states of others,
a feature of the autism spectrum conditions (ASC) [14]. ASC
patients show symptoms of stunted development in their
ability to recognize and differentiate between different
emotional expressions [15]. In addition, children with ASD
may be focused on objects of interest for a very long period
of time, failing to deliver rehabilitation training outcomes.
Hence, if robots are able to follow the gaze, they may be
deployed for human-robot interaction tasks, including re-
habilitation training for autism [16, 17].

Consequently, when designing computational models of
emotions for socially interactive robots, especially for robots
for a special group of people such as autistic children, one
should take into account the social and communicative
characteristics of such a group of people. There are four
world-leading research groups with pioneering work in
promoting social robots as useful tools in autism therapy,
including the Kerstin Dautenhahn Group [18-20]), the
Ayanna Howard Group [21, 22], the Maja Matari¢ Group
[23-25], and the Bram Vanderborght Group [26, 27].
However, none of the 4 research groups have designed or
applied computational models of emotions for the social
robots used in their autism therapy studies. Therefore, this
article will propose a novel computational model of emo-
tions that are suitable for and can implement in socially
interactive robots, especially for robots adopted in autistic
rehabilitation.

The contributions of this article are threefold. First and
most importantly, this article presents a novel computa-
tional model of emotions so-called AppraisalCloudPCT that
is suitable for socially interactive robots that may be used in
autistic rehabilitation which, to the best of our knowledge, is
the first computational model of emotions built for robots
that can satisfy the needs of a special group of people such as
autistic children. Second, such a computational model of
emotions can enhance human-robot interaction more in-
teractively and effectively, as it takes into account a user’s
intention and attention and can coordinate the robot to
make an appropriate response to the surrounding emotional
environment. Third, such a computational model of emo-
tions can achieve a high degree of simulation of human
emotions and can be computationally implementable in
various robots, as our proposed computational model of
emotion is based on the appraisal theories on emotions
[28-31], perceptual control theory on emotions [32],
a compositional view of model building [5], and cloud
robotics [33, 34]/cloud medical robots [35-38].

The rest of the paper is organized as follows. Section 2
revisits some fundamental and notable computational
models of emotions that have a deep and profound influence
on building some significant computational models of
emotions for socially interactive robots, which will be
reviewed in Section 3. Section 4 presents our proposed
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computational model of robotic emotions so-called
AppraisalCloudPCT, and its implementation in a social
robot for autistic rehabilitation will be elaborated in Section
5. Finally, the conclusions, limitations, discussion, and fu-
ture work are given in Section 6.

2. Classical Computational Models of Emotions

The development of computational modeling of emotion
and cognition has been accelerated by recent human cog-
nitive and psychological studies related to emotion [1]. For
example, according to Marsella et al. [5], concepts drawn
from AI have been cast in the appraisal theory of several
computational models, including the belief-desire-intention
(BDI) model, fuzzy logic, knowledge representation, Q-
learning, planning, neural networks, and decision-making.

Marsella et al. [5] used a figure of a “family tree” of
a number of the theoretical traditions and significant models
(e.g., rational theories, anatomical, dimensional, and appraisal)
to illustrate from which they stem. Instead of using a “family
tree,” Lin et al. [1] used two tables to review the fundamental
theoretical traditions of emotion and cognition and effects
modeled by some well-known computational models.

As this article will not focus on the interaction between
emotion and cognition as [1] did, cognition theories such as
the BDI model will not be reviewed here. Rather, appraisal
theories such as OCC (the affect-derivation model proposed
by Ortony et al. [39]) and Scherer’s appraisal theory [40], as
well as dimensional theories of emotion such as PAD [41],
will be revisited here as classical theoretical traditions listed
in [5]. Other theories, such as perceptual control theory on
emotions [32] and a compositional view of model building
[5], which were not listed in the “family tree” in [5], will be
also revisited.

2.1. OCC. Ortony et al. [39] proposed an appraisal theory,
i.e., the OCC theory in their book “The Cognitive Structure
of Emotions,” in which 22 emotions are categorized based on
the appraisal of intensity (arousal) and pleasure/displeasure
(valence). The OCC theory offers a structure for variables
such as the familiarity of an object or the likelihood of an
event, to determine the intensity of the emotion types. Based
on what is being appraised, the OCC theory broke down the
valence appraisal into three categories: praiseworthiness (of
an action), like/dislike (of an entity), and desirability (of an
event). In addition, when some branches are combined,
well-being/attribution compound emotions (e.g., remorse
and gratitude) concerning the consequences of events
caused by an agent’s actions will be formed.

Specifications have three elements (i.e., the type specifi-
cation stating the conditions that trigger an emotion of the
type, a list of tokens, and a list of variables affecting intensity for
each emotion type) that are given for each of the 22 emotion
types. The list of tokens specifies which emotional words can be
classified as belonging to the type of emotion discussed.

Five negative categories (hate, fear, distress, anger, and
disappointment remorse) and five positive categories (love,
relief, hope, joy, gratitude, and pride) from the OCC model

were proposed to use in Ortony [42], in order to decrease the
complexity for the development of believable characters.
However, for a character using facial expressions only, such
ten emotional categories might still be too much, as argued
by Bartneck [43], and he proposed to split the emotion
process of the OCC model into five phases. Additionally, to
resolve the ambiguities identified in the OCC model, a new
view of the emotional logic structure of the OCC model
based on inheritance was proposed by Steunebrink
et al. [44].

2.2. Scherer’s Appraisal Theory. Appraisal theories of emo-
tion, first introduced by Arnold [45] and Lazarus [2, 46], are
rooted in Aristotle, Descartes, Spinoza, and Hume [47].
Ellsworth and Scherer and their students actively developed
them [28, 40, 48-50] in the early 1980s (see the historical
reviews by Scherer [40, 51]). Appraisal theories of emotion
relate emotions to the more immediate cognitive assessment
of coping capabilities, causal attribution, and evaluation of
meaning [52], while the evolutionary theories of emotion
relate emotions to biological adaption in the distant past by
contrast. Clore and Ortony [53] treated appraisals to be the
psychological representations of emotional significance for
the person experiencing the emotion. And Scherer [51]
reviewed a central tenet of appraisal theory and arrived at the
conclusion that through some dimensions or criteria
emotions are triggered and distinguished based on one’s
subjective evaluation of personal significance in events,
objects, or situations.

Scherer [31] used stimulus evaluation checks (SECs) and
defined in the component process model of emotion (CPM)
[40, 48, 54-56], to represent the minimum dimension or
criteria set sufficient and necessary in distinguishing the
essential families of emotional states. The changes in the
states of most if not all of the five organismic subsystems will
respond to the assessments of external or internal stimuli
related to the organism’s primary concerns, and such an
episode of interrelated, synchronized changes is defined as
emotion [40] in the framework of the CPM (see Figure 1 in
[50]). According to CPM, emotion is considered to be
a theoretical structure, consisting of five components, each
corresponding to one of the five unique functions [50]. In
the light of CPM, SECs are processed in sequence of a fixed
order, containing four stages in the appraisal process each
corresponding to one of the four appraisal objectives, i.e.,
relevance, implications, coping potential, and normative
significance [47]. Moreover, CPM assumes that changes in
the internal or external events keep maintaining a recursive
appraisal process until the monitoring subsystem sends
a signal to terminate or adjust the stimulation triggering the
appraisal episode initially [40, 50].

In summary, appraisal theories of emotion not only can
be used to investigate the origin of emotion but can also be
used to account for the emotions of people experiencing
feelings, using the Geneva Emotion Wheel (see the second
version in [57]), or the Geneva Expert System on Emotion
(https://www.unige.ch/cisa/properemo/gep17/introl.php).
In addition, facial expressions and physiological processes
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may change during the evaluation or appraisal of the per-
sonal significance of a certain object or situation, but which
discrete emotion is experienced can be determined by the
specific profile of appraisal (i.e., the antecedent of the
emotion), according to Niedenthal et al. [52]. As a result, two
individuals can experience different emotions despite being
subjected to the same event or stimulus, which is consistent
with the appraisal theories of emotion.

2.3. PAD. According to dimensional theories of emotion,
emotion and other affective phenomena should be classified
and labeled in the way of the social construction-as points in
continuous (usually two- or three-dimensional) space but
not as discrete entities [41, 58-60]. The historical develop-
ment of dimensional theories of emotion can be traced back
to James [61], Schachter and Singer [62], Russell [58], and
Barrett [59]. Russell [63] suggested replacing discrete
emotions with core affect due to cross-cultural differences
which attribute specific emotions to facial expressions.
Scarantino [64] described the “core affect” as follows:

“Core affect, understood as the category comprising the
set of all possible valence and arousal combinations on the
circumplex, differs from discrete emotions in three crucial
ways: it is ubiquitous, it is objectless, and it is primitive.”
([64], p. 948).

According to Russell ([58], p. 154), a person is in exactly
one affective state at any time and such possible core af-
fective states can be characterized in the space of continuous
and broad dimensions. Mehrabian and Russell's “PAD”
model [41] consists of three dimensions corresponding to
pleasure (measuring valence), arousal (to measure the level
of affective activation), and dominance (a measure of control
or power), respectively. Many computational models of
emotion were inspired by the PAD model, such as WASABI
[65], a PAD-based model of core affects incorporating
Scherer’s sequential-checking theory.

2.4. Perceptual Control Theory on Emotions. Perceptual
control theory (PCT) [66] is a theory on how living or-
ganisms can control their inputs instead of their outputs. The
idea of PCT can be attributed to [67]: “What we have is
a circuit, not an arc or broken segment of a circle. This circuit
is more truly termed organic than reflex because the motor
response determines the stimulus, just as truly as sensory
stimulus determines the movement ([67]; p. 363).” “PCT was
developed by William T. Powers, a physicist/engineer, in the
1950s. He first published it in [68], then formalized it in [66],
and revised it in his latest work [32]. According to PCT,
through some principles, behavior is defined as (merely) the
control of perception: (1) negative feedback leads to control;
(2) a specific hierarchical organization of loops leads to
control; (3) perception can be only controlled by individuals
themselves; (4) conflicts can be caused by controlling others;
(5) “dysfunction” can be caused by conflicts between high-
level control systems; (6) a specific learning mechanism
helps reorganization reestablishes control.”

Moreover, PCT states that control systems are organized
in a hierarchy to manage complex goals such as controlling
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low-level motor as well as regulating high-level psycho-
logical and social behavior, by defining the reference signal
for the layer below in each layer [66]. The levels of hier-
archical perceptual control theory hypothesized by Powers
are, respectively, 1st-order: intensity; 2nd order: sensation/
vector; 3rd-order: configuration; 4th-order: transitions; 5th-
order: sequence; 6th-order: relationships; 7th-order: pro-
gram; 8th-order: principles; 9th-order: system concepts.

In addition, Powers explained how to generate emotions
through a PCT model in his paper [69]: (1) as the brain
regulates, the neurochemical reference signals sent from the
hypothalamus through the pituitary gland to all major organ
systems, and emotion is defined as a product of brain ac-
tivity; (2) as perceivable changes of physiological state result
from disturbances calling control systems into action,
emotion is a direct response to the disturbance, the presence
of which can be known of instantly by one’s conscious
awareness; (3) in closed-loop terms, an experienced emotion
is caused by “feelings” which is a collection of inputs and
perceptions; meanwhile, it outputs a change in the physi-
ological state (e.g., vasoconstriction, respiration rate,
metabolism, heart rate, and motor preparedness); (4) an
emotion is caused to happen by a reference signal in some
high-level system specifying more or less intended amount
of some perception, but not by the external factors; (5) in
a high-level control system, a zero error signal results from
that the perceived current state matches the specified ref-
erence signal; while the mismatch will cause a nonzero error
signal, so action needs to be taken to correct the error
causing emotion; (6) emotional behavior and emotional
thinking can be caused by an error signal immediately
resulting from a change of reference signal or a change of
a disturbance; (7) the strongest negative emotions are related
to the largest errors and errors that human beings think need
to be corrected most, and when some internal or external
factors prevent us from taking action to correct errors, their
maximum intensity and duration will appear; (8) when the
degree of error is significant and important to them, human
beings will use emotional words, leading to awareness of the
cause, while small errors mean not using emotional words,
leading to failure to identify the cause.

To summarize, emotions are defined to be one aspect of
the wholly integrated hierarchy of control by PCT on
emotions. The PCT on emotions involves the notion of “an
embodiment” (e.g., emotion is defined as a product of brain
activity), “adaptation” (e.g., the “general adaptation syn-
drome” in the case of attack behavior or avoidance), and
“appraisals” (e.g., evaluating the significance of an error
signal). Consequently, PCT on emotions is compatible with
other theories such as the theory of embodied emotion,
evolutionary theories, and cognitive-appraisal theories to
some extent.

2.5. A General Architecture of Computational Models of
Emotion. Marsella et al. [5] argued that a number of
component “submodels” integrated into the computational
models listed in the “family tree” are not clearly delineated.
They proposed that by disassembling “submodels” along
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appropriate joints, a large number of significant differences
between different computational models of emotion can be
decomposed into a few design choices.

They then proposed a component model view of ap-
praisal models conceptualizing emotions as a set of linked
component models (see Figure 2 in [5]) and the re-
lationships between these components. Terminology as-
sociated with each of the component models listed in the
appraisal architecture was also introduced: (1) person-
environment relationship: the term refers to some ex-
pression of the relationship between the agent and its
environment, which was introduced by Lazarus [2]; (2)
appraisal-derivation model: such a model converts some
representations of the relationship between a person and
the environment into a set of appraisal variables; (3) ap-
praisal variables: they are a set of specific judgments
generated as a result of an appraisal-derivation model,
which can be used by an agent to produce different
emotional responses; (4) affect-derivation model: the
mapping from appraisal variables to affective state is
processed in this model, and once a pattern of appraisals
has been determined, then accordingly how an individual
will react emotionally is also specified in this model; (5)
affect-intensity model: in the model, a specific appraisal will
result in the strength of the emotional response, which is
usually calculated by an intensity equation using a subset of
appraisal variables, such as desirability and likelihood; (6)
emotion/affect: affect could be a set of discrete emotions,
a discrete emotion label, core affect in a continuous di-
mensional space, or even a combination of these factors; (7)
affect-consequent model: this model maps affect (or its
antecedents) onto some behavioral or cognitive changes
which are determined by the behavior consequent models
and cognitive consequent models, respectively. Behavior
consequent models summarize how affect (e.g., emotion,
feeling, and mood) alters an agent’s observable physical
behavior such as facial expressions, while cognitive con-
sequent models determine how affect will change the na-
ture or content of cognitive processes such as an agent’s
beliefs, desires, and intentions, respectively.

Three rather different systems, i.e., EMA [70], ALMA
[71], and FLAME [72], were characterized in [5] to highlight
the conceptual similarities and differences between emotion
models by using a component model view of appraisal
models. Marsella et al. [5] argued that the adoption of
a component view of the model building can empirically
assess the capabilities or validity of alternative algorithms to
implement the model and conduct meaningful comparisons
(i.e., similarities and differences) between systems.

To sum up, Marsella et al.’s compositional view of
model building [5], which lays stress on that emotional
models, is often composed of individual “submodels” or
“smaller components” that can be matched, mixed, or
excluded from any given implementation and is often
shared. According to Marsella et al. [5], components may
be evaluated and subsequently abandoned or improved due
to ongoing evaluations before the final version of the model
is designed.

3. Classical Computational Models of
Emotions for Socially Interactive Robots

3.1. Kismet’s Cognitive-Affective Architecture. With four
perceptual modalities (facial display, body posture, gaze
control, and speech), an expressive robot called Kismet [73]
was developed by MIT, to explore the nature of social in-
teraction and communication between humans. In other
words, insights from psychology and ethology [8] have
inspired the extensive computational modeling, to explore
the social interaction between caregiver and infant.

In view of the key role of infants in normal social de-
velopment, in order to implement core primitive social
response shown by infants, a cognitive-affective architecture
emphasizing interactive and parallel systems of cognition
and emotion [6] was designed for Kismet. The architecture
(see Figure 58.6 in [8]) mainly contains two parts, one is the
cognitive systems which are responsible for drives, attention,
perception, and goal arbitration while the other part is the
affective processes that include affective appraising in-
coming events, expressive motor behavior (facial expres-
sions, vocalizations, etc.), and basic emotive responses.
Therefore, Kismet’s models of emotion interact closely with
its cognitive system, affecting the behavior and goal arbi-
tration in the architecture [7].

By combining the basis facial postures, Kismet pro-
duces a continuous range of expressions (i.e., five primary
emotions (happiness, fear, disgust, sadness, and anger) and
three additional ones (excitement, interest, and surprise) of
varying intensities. This is achieved through the application
of an interpolation-based technique in a three-
dimensional, componential affect space consisting of the
valence, arousal, and stance axes [74], adapted from
Russell’s circumplex model (arousal and valence) [75], and
resonated well with the work of Smith and Scott [76].
Breazeal [74] enumerated a number of advantages gaining
from this affect space, such as making the reception of
robot facial expressions clearer since only a single state can
be expressed at a time (according to selection), enabling
reflecting the nuances of the underlying assessment of the
robot’s facial expressions, and facilitating smooth trajec-
tories through the affect space.

The importance of building an emotional space that
allows smooth transitions between discrete emotions was
emphasized by the Kismet project, although it does not
compare the believability of the expression of smooth
transitions and nonsmooth transitions. Moreover, the
Kismet project shows that by using a computational model
of emotion, a robot can conduct social interaction with
humans apart from arbitrating its internal affective states
[77, 78].

3.2. WE-4RIT’s Mental Model. The core of the mental model
of a robot called WE-4RII (see Figure 58.10 in [8]) is the
emotion model. The dynamics of mental transitions in the
WE-4RII mental model can be expressed by equations
adopting the equation of motion that describes the move-
ment of objects in dynamics [8].



To express the dynamics of mental transitions, the
WE-4RII robot has implemented equations of emotion,
mood vector, and equations of need (see [79] for more
details). Furthermore, the seven basic emotions defined by
Ekman [80] are represented as the emotion vector [79, 81] in
a three-dimensional mental space consisting of the pleas-
antness, activation, and certainty axes. Seven emotions and
the expressions corresponding to these seven emotions are
mapped into a 3-D mental space, and the regional mapping
of WE-4RII’s emotions is determined by the emotion vector
E passing through each region (see Figure 58.11 in [8]).

In summary, the mental model of WE-4RII can be
computationally implemented [82], as it implements
equations inspired by motion to express the dynamics of
mental transitions.

3.3. PCT-Based Model PRESENCE. To generate robotic
emotional behavior, some researchers have designed some
computational structures based on PCT on emotions. For
instance, a model called PRESENCE “PREdictive SENsor-
imtor Control and Emulation” which is based on PCT was
developed by Moore [83] to improve the speech-based
human-machine interaction. Due to PRESENCE, a system
can cater to the needs and attention of a user, while a user
can allow for the needs and intentions of the system.
According to Moore [83], cooperative and communication
behaviors are by-products of recursive hierarchical feedback
control structures based on this ensemble model.

Some theories and ideas in domains, such as control,
neuroscience, bioscience, and psychology, have laid
a foundation for the creation of PRESENCE. These theories
and ideas include “perceptual control theory,” [66] “mirror
neurons,” [84] “hierarchical temporal memory,” [85] and
“emulation mechanisms.” [86] To solve three fundamental
constraints (i.e., energy, entropy, and time) that ultimately
determine the organism’s ability to survive within an evo-
lutionary framework, PRESENCE was originally designed as
an integrated and recursive processing architecture. To fa-
cilitate efficient behavior and efficient communications,
PRESENCE maximizes the achievements of the system or
the user in the interactive environment, and it is organized
into four layers and is therefore inherently recursively nested
and therefore hierarchical in structure.

The PRESENCE has been demonstrated in [83] that
a Lego NXT computer model was built by Moore to max-
imize the synchronization of its own behavior with external
sources. The robot can sense external sources such as ex-
ternal sounds, can sense its own sounds, and can generate its
own rhythmic behavior. Moore’s research shows that PCT
not only can be used for explaining emotional behavior but
also be used in the prediction of emotional behavior.

3.4. iGrace Computational Model of Emotions. The iGrace
computational model (see Figure 1 in [87] for more details)
was designed to enable a companion robot EmI to have
a nonverbal emotional response to the speaker’s speech. The
iGrace consists of 3 principal parts, i.e., the “input” module,
the “emotional interaction” module, and the “expression of
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emotions” module, which can enable EmI to receive input
information, process them, and determine emotional be-
havior. Saint-Aimé et al. [87] described these three modules
as follows.

The 7 uplets of the understanding module (i.e., the act of
language, actions “for the child,” concepts “for the child,”
tense, coherence, phase, and emotional state), the audio
signal, and the video signal are taken into account in the
“input” module. As such, this module can represent the
interface for data exchange and communication between the
emotional interaction module and the understanding
module.

With the “emotional interaction” module, iGrace can
generate the emotional state of EmI using discourse in-
formation given by “input” as well as its internal cognitive
state. This module contains 4 submodules, namely moder-
ator, selector of emotional experience, generator of emo-
tional experience, and behavior (see more details in [88, 89]),
which produce lists Li of pairs (eemo, C (eemo)) involving in
four steps (see Figure 2 in [87]) in which C (eemo) denotes
an influence coeflicient and eemo denotes an emotional
experience.

In the “expression of emotions” module, a list of tri-
plet < tone, posture, facial state> is built to express the
emotional state of EmlI, in which tone is converted into
music notes and postures, and facial expressions of EmI are
converted into motor movements.

To sum up, the iGrace computational model has dem-
onstrated that it can be computationally implemented in
companion robots such as EmI and the new version of EmI
[87]. This might result from that iGrace is an instance of the
generic model of emotions GRACE [90]. Furthermore, as
compared to other computational models of emotions, such
as FLAME [91], Kismet [7], Greta [92], EMA [70], and
GALAAD [93], GRACE is the only model that applies the
three fundamental theories that characterize an emotional
process, namely the appraisal theory, coping theory, and
personality theory, according to Saint-Aimé et al. [88].

3.5. A Computational System of Emotion xEmotion. To allow
an agent (a robot carrier) to respond most appropriately to
specific changes in the environment, xEmotion, a compu-
tational system of emotion, is designed. According to
Kowalczuk et al. [94], implementing the intelligent system of
decision-making (ISD) in an autonomous agent or robot can
make it operate faster and more efficiently, resulting from
the ISD’s system of emotions, which can be viewed as an
approach based on scheduling variable policies from
a control theory perspective. Covering various psychological
theories on emotions such as the somatic, evolutionary, and
appraisal theories of emotion, xEmotion takes into account
specific temporal divisions of emotion and, in particular,
considers both long-term changes (e.g., personality changes
or emotional disorder) and short-term emotions (e.g., ex-
pressions or autonomous changes). Furthermore, xEmotion
uses (common/real and private/imaginary/individual)
wheels/circles of emotion or the “rainbows” of emotions [95]
to interpret and compile emotions.
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Kowalczuk et al. use a general scheme (see Figure 3 in
[94]) to explain how emotions are used as a scheduling
variable in the xEmotion system. It takes approximately five
big steps to generate emotions in the scheme, namely im-
pression recognition, discoveries recognition, generating
emotion/generating equalia (these two phases are parallel),
generating mood, and available reactions. And 6 principal
components of xEmotion, i.e., autonomous preemotions,
expressive subemotions, expressive subequalia, classic
emotion, equalia, or private emotion, and mood are dis-
tinguished in [94, 96, 97].

For xEmotion to be computationally implementable in
the agent (robotic carrier), Kowalczuk et al. [94] applied
fuzzy sets in six principal components of xEmotion in the
three phases of an emotion process, namely somatic emo-
tions (or preemotions), appraisal of emotions (including
subemotions and emotion), and personal emotions (in-
cluding subequalia, equalia, and mood). The emotional
components and their underlying relationships can be found
in [98].

In summary, emotions in xEmotion are used not only as
scheduling variables (for decision-making and forming re-
sponses or general behavior) but also as adjustment parameters
(in the motivation subsystem). Furthermore, interpreting and
using emotions as a scheduling control variable have made
some contributions to the research and the implementation of
the computational model of emotions for robots.

4. Our Proposed Computational Model of
Robotic Emotions

In this section, we first propose a computational model of
emotions for socially interactive robots, especially for robots
for a special group of people such as autistic children, so-
called AppraisalCloudPCT (based on a component view of
computational models, the appraisal theories on emotions,
cloud robotics, and perceptual control theory on emotions),
then we compare our model AppraisalCloudPCT with the
five models for robotic emotions revisited in Section 3.

4.1. Our Computational Model AppraisalCloud PCT

4.1.1. Principles in Design of a New Model. There are certain
key points we want to stress, or several problems (e.g., how
can a robot highly emulate human emotions? how can
a computational model of emotions be highly computable?
how can a computational model of emotions be suitable for
most of the socially interactive robots and be computa-
tionally implementable in them?) we want to tackle when
designing a new computational model of robotic emotions.

The followings are given five primary principles in de-
signing our new model:

(1) Principle in the simulation of human emotions: with
a computational model of emotions, a robot may
simulate the whole process of a human emotion (e.g.,
generation, regulation, and responding to a stimu-
lus), and as such, the computational model can
highly simulate a human emotion

(2) Principle in achieving computability of the model:
each component of the model should be computable,
and as a whole, the model should be computable

(3) Principle in enhancing human-robot interaction:
a computational model of emotions should not only
take into account a user’s intention (or need), at-
tention, emotional state, the response to the robot,
and the impact of the external environment (such as
noise, disturbance, contextual cues) on the user
during the interaction but also coordinate the robot
to make an appropriate response to the surrounding
emotional environment

(4) Principle in promoting the universality of a com-
putational model in socially interactive robots: as
more and more socially interactive robots are
deployed in therapy and rehabilitation situations,
a computational model of emotions should take into
account the social and communicative characteris-
tics of a special group of users such as autistic
children or dementia elders

(5) Principle in facilitating sharing information between
and learning from socially interactive robots:
a computational model of emotions should endow
a robot with a more powerful capability of making
decisions faster, more appropriate, and more effi-
cient, given that more and more socially interactive
robots will be exposed to various users with different
backgrounds and be connected to substantial In-
ternet of Things (IoT) such as medical IoT with
massive medical data

4.1.2. An Overview of the New Model Appraisal Cloud PCT.
Based on the five primary principles in designing a model
mentioned previously, we designed a new computational
model of robotic emotions AppraisalCloudPCT as illustrated
in Figure 1.

The theoretical basis and guiding methodology covered
in the proposed model in response to each of the 5 primary
principles are introduced as follows:

(1) The proposed computational model adopts the
concepts of perceptual control theory (PCT) on
emotions [32] and PCT-based PRESENCE [83] to
achieve simulation of human emotions: in a closed-
loop as illustrated in Figure 1, a collection of the
intention of a robot (ie., a reference signal) and
achievement (perceived outcome) (i.e., a perceptual
signal) will cause an experienced emotion, and at the
same time, an output-caused change in the cognitive
states and behavior of the robot will affect a user’s
behavior during the human-robot interaction. In
other words, the difference (i.e., a mismatch) be-
tween the reference signal and the perceptual signal
will immediately result in an error signal, which will
give rise both to the emotional behavior and to the
emotional thinking of a robot. And emotions with
greater intensity and longer duration will arise in
connection with a larger error that demands a robot
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Ficure 1: The whole architecture of the proposed model AppraisalCloudPCT.

to alter its affect-consequent model more appro-
priately to correct the error. Moreover, with the
computational model, a robot will be endowed with
mood and cognitive states, personality, and cloud-
based interaction strategies to form its intention. As
such, the computational model can highly simulate
the whole process (e.g., intention, generation, reg-
ulation, and responding to a stimulus) of a human
emotion.

(2) The proposed computational model adopts Marsella

et al.s compositional view of model building [5],
which lays stress on that emotional models are often
composed of individual “submodels” or “smaller
components” that can be matched, mixed, or ex-
cluded from any given implementation and are often
shared. And 5 out of 7 component models listed in
the appraisal architecture in [5] are adopted in our
proposed computational model, namely appraisal
variables, affect-derivation model, affect-intensity
model, emotion/affect, affect-consequent model
consisting of the cognitive-consequent model, and
behavior-consequent model. As illustrated in Fig-
ure 1, our proposed model is assembled from more
than 15 “submodels.” Consequently, when each of
them is computable, the computability of our pro-
posed model as a whole can be achieved.

(3) On one hand, to make human-robot interaction

more effective, efficient, or pleasant, the achievement
(perceived outcome), e.g., the interpretation of
a user’s intention, attention, emotional state, and
behavior, will influence the appraisal variables in the
proposed computational model. On the other hand,
to coordinate a robot to respond to the surrounding
emotional contexts (i.e., contextual cues in the

environment containing emotional information that
might have an impact on a user’s interpretation of
the behavior of a robot [99-102]) appropriately, so
that the robot can fit with its environment better,
contextual understanding of the scenarios and the
user is taken into account to support the cloud-based
interaction  strategies in  the  proposed
computational model.

(4) The proposed computational model of emotions

takes into account the social and communicative
characteristics of a special group of users such as
autistic children or dementia elders, through its
submodel so-called cloud-based interaction strate-
gies, which is supported by two submodels (i.e.,
“contextual understanding of scenarios and users”
and “cloud-based evaluation system”) in a cloud
medical robot platform, as illustrated in Figure 1. A
cloud-based evaluation system may have certain
advantages as mentioned in the research on cloud
medical robots [35-38], one of which is data of
interaction between a user and a robot can be stored
and evaluated in a cloud for further assessment of the
social and communicative characteristics of a user.
And the submodel “contextual understanding of
scenarios and users” relies on another two sub-
models “local pattern recognition” and “cloud-based
pattern recognition,” which can provide the in-
terpretation of a user’s intention, attention, emo-
tional state, and behavior. Therefore, the proposed
computational model of emotions is suitable for
socially interactive robots, especially for robots for
a special group of users such as autistic children or
dementia elders, which promotes the universality of
our model to some extent.
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(5) To facilitate sharing information between and
learning from socially interactive robots, a cloud
medical robot platform is built and assembled in the
proposed computational model. With such a plat-
form, information can be shared between robots
through the submodel “cloud-based evaluation
system,” and the capability of interpretation of a user
and of making decisions can be learned through the
submodel “contextual understanding of scenarios
and users.”

4.2. Comparison of Models. This section compares the 5
computational models for robotic emotions revisited in
Section 3 with our proposed computational model (see
Table 1 for a summary). The five crucial properties of
a computational emotion model, (i) domain-independent,
(ii) models mood, (iii) models personality, (iv) data-driven
mapping, and (v) ethical reasoning, as listed in a review
paper [103], alongside with one more property (vi) com-
bining with cloud robotics (we believe this will be a future
trend in building the computational models of emotions for
socially interactive robots), are chosen as the six criteria for
comparison.

Table 1 shows a comparative assessment between the
computational models of emotions for socially interactive
robots as can be inferred from the summary in the table,
even to satisfy the first five criteria still remains as a chal-
lenge. Great efforts have been made in building our pro-
posed computational model of emotions to meet all the six
criteria, by adopting the appraisal theories on emotions,
perceptual control theory on emotions, a component model
view of appraisal models, and cloud robotics. How our
proposed computational model meet all the six criteria is
summarized as follows: (1) to meet of the criteria of
“domain-independent,” our proposed computational model
not only takes into account the social and communicative
characteristics of every user but also can coordinate a robot
implementing our model to respond to the surrounding
emotional contexts appropriately; (2) mood is considered as
a long-term change in a submodel “mood and cognitive
states” of our proposed computational model, and it is
impacted by the other two submodels “emotion/affect” and
“cognitive,” and therefore, the second criteria “models
mood” can be met; (3) there is a submodel “personality” in
our proposed computational model such that personality
can be modeled; (4) between appraisal variables and emo-
tions, there are two consecutive submodels “affect-
derivation model” and “affect-intensity model” in our
proposed computational model, which supports data-driven
mapping of the appraisal variables into emotion intensities;
(5) a emotion regulation mechanism is implemented in our
proposed computational model through a closed-loop
emotion modeling and regulation based on perceptual
control theory on emotions, and through a submodel
“cloud-based interaction strategies,” (6) our proposed
computational model combines with cloud robotics by using
a submodel “cloud medical robot platform.”

5. The Implementation of Our Model in a Social
Robot for Autistic Rehabilitation

5.1. A Social Robot for Autistic Rehabilitation. We developed
a socially interactive robot so-called Dabao for autistic
rehabilitation, with which we conducted three preliminary
clinical human-robot interaction studies [10, 104, 105] for
Chinese children with ASD. The appearance and func-
tionalities of the robot are demonstrated in Figure 2, and
the software architecture is illustrated in Figure 3 as
follows.

Apart from the tactile sensing [106] and some APP
instances [105, 107, 108] on the touch screen as demon-
strated in Figure 2, we have developed some other deep
learning algorithms to endow the robot with a stronger
capability in the interpretation of a user (e.g., an autistic
child), such as intention understanding (see Figure 4) and
attention recognition (see Figure 5). Furthermore, Table 2
summarizes six major capabilities of the robot to perceive
a user, to infer a user’s mood and cognitive states and be-
havior, and to express itself to a user that can influence the
effect, the efficiency, and the pleasantness in the human-
robot interaction.

5.2. The Implementation of Our Model in the Social Robot.
As illustrated in Figure 6 (as equivalent to Figure 1, except
for all of the submodels are marked in different numeric
symbols and different color themes, for a better expla-
nation of how our model is implemented in the social
robot Dabao developed by us), our proposed model
AppraisalCloudPCT consists of 20 compositional sub-
models (or so-called components of a model). Such
a compositional view of the model building has certain
advantages, one of which is that we can implement the
proposed model AppraisalCloudPCT in our social robot
by implementing its compositional submodels one by one
and then by forming the whole model in a closed-loop
control.

We implement each submodel with mathematical def-
initions and formulas in our social robot as follows.

5.2.1. The I** Submodel “Mood and Cognitive States”. The
equation of mood, equation of emotion, as defined in [112],
will be adopted in implementing our proposed model
AppraisalCloudPCT. First, emotion vector E can be defined
in the PAD mental space consisting of the pleasantness,
arousal, and dominance axes as the robot’s cognitive state as
follows:

E=(E,,E,E,), (1)

where E,, is the pleasantness component of emotion, E, is the
arousal component of emotion, and Ed is the dominance
component of emotion.

According to Itoh et al. [112], mood vector M, consisting
of a pleasantness component and an arousal component, can
be defined as follows:
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TaBLE 1: Comparison of six computational models of emotions for socially interactive robots.

Criteria

Models Domain-independent Models mood Models personality Data-driven mapping Ethical r nin; Combines with

omain-independe odels moo odels perso y Data-driven mapping cal reasoning | " ' ics
Kismet / ? X N v X
WE-4RII v v i X ? X
PRESENCE v/ X X v/ v X
iGrace v v v/ v v/ X
xEmotion v v v v/ ? X
Our model v v v v +/ /

Note. (1) A model that satisfies the given property is marked with a tick mark (+/); a model that does not satisfy the given property is marked with a cross mark
(x), and when we were unable to retrieve enough information to determine whether a specific property was met, we use a question mark (?). (2) According to
Ojha et al. [103], “domain-independent” means processing and exhibiting emotional responses in various situations but not only in certain kinds of
interaction domain; “models mood” means integrating the notion of mood with emotions; “models personality” means integrating the notion of personality;
“data-driven mapping” is defined as a data-driven mapping of the appraisal variables into emotion intensities according to the learned relationship between
emotions and appraisal variables; as for “ethical reasoning,” it is defined to be an emotion regulation mechanism implemented based on ethical reasoning for

the emotional and behavioral responses of social robots to be more “acceptable” in the human community.

LED display of facial expressions
(e.g., happiness, anger, sadness)

® TSA-FEE Node
© CAN Bus Female
@ CAN Bus Male

21 tactile sensor arrays are assembled
on the inner surface of the ABS shell
of the robot mentioned in [106]

Algorithms
and deep
learning run
ona TX2and
a cloud
platform

'-

Chinese Chatbot

Image captioning
mentioned in [108]

APP (instances) on the touch screen

FIGURE 2: The appearance and functionalities of our developed robot Dabao for autistic rehabilitation.

M =(M,, M,,0), ()
M, = JEpdt, (3)
M, +(1-M_)M, + M,, (4)

where M, and M, denote the pleasantness and arousal
components of the mood, respectively. The integral of the
pleasantness component of the emotion equation (3) defines
M,, resulting from that the pleasantness of mood can be
influenced by the current cognitive state. Furthermore, M,
has been defined by the Van del Pol equation (4) owing to
that the activation component of mood vector is similar to
the biological rhythm of the human body, such as the
internal clock.

5.2.2. The 2nd Submodel “Personality”. By far, the big five
personality traits (i.e., openness (O), conscientiousness (C),
extraversion (E), agreeableness (A), and neuroticism (N)), as
defined in [113, 114]), were the most widely used measure
for human and robot personality modeling in human-robot
interaction literature. Three main conclusions can be drawn
from the literature review in [115]: (1) extroverts seemingly
react more positively in the period of interaction with robots;
(2) humans respond more positively to extroverted robots,
but this relationship is moderate; (3) humans respond well to
robots with similar and/or different personalities. Further-
more, Robert [115] suggested the effects of context on the
impact of robot and human personality to be looked at in
future studies, as it is easy speculating that the personality of
a robot may be more important to a home robot rather than
one used at work. This is consistent with the contextual
approach to personality, whereby a person’s personality is
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FIGURE 4: A new task-based framework that enables robots to understand human intentions using visual-NLP semantic information [109]: it
includes a language semantics module to extract keywords no matter if the command directive is explicit or not, a visual object recognition
module to identify multiple objects located to the front of the robot, and a similarity computation algorithm for inferring the intention based
on a given task (i.e., selecting some desired item out of multiple objects on a table and giving it to a particular user among several human
participants). Result of the similarity computation is then translated into structured robot control language RCL (grasp object to place) to be
comprehended by robots. The experimental results demonstrate the ability of the framework to allow robots to grasp objects with the actual

intent of vague, feeling, and clear type instructions.
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F1GURE 5: The overall framework of a novel gaze-based image caption system for autistic children and the effect of the framework in a gaze-
based image caption system [110]: (a) the overall framework describes the region where an autistic child is looking at and combines image
caption (based on attention heat maps, it describes the region concentrated by the child) with gaze-following (it is based on spatial geometry
and predicts areas of attention from the spatial relationship between the map and line of sight); (c) is more suitable than (b) in enhancing
human-robot interaction and in promoting the spontaneous language development of autistic children, as adding gaze-following can

support a robot in better describing what the child is looking at.

best described and understood in the various contexts in
which it is placed [116]. Moreover, the users’ preferences for
robot personalities can be determined by people’s stereotype
perceptions of certain jobs and the background of the robot’s
role [117]. Therefore, the behavior of the robot may need to
be adapted to the user’s expectations as to what personality
and behavior are consistent with such tasks or roles.

In a recent study [118], researchers found that partici-
pants performed better when using a robotic assistant with
a similar personality to their own or a human assistant with
a different personality. This is in accordance with the results

of the systematic evaluation of human and robot personality
in healthcare human-robot interaction [119] that matching
the patient and robot personality based on introversion or
extroversion is positively correlated with beneficial results.
Research in [119] also found that robot personality traits
such as extroverted, feminine, responsive, amiability, and
sociable were positively associated with beneficial outcomes.

Not only the emotional factors [120] but also the ap-
praisal patterns of emotion [121] can be affected by the Big
Five personality traits. The relationship between the PAD
model [41] and the five factors of personality can be derived
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Figure 6: Compositional submodels (marked in red circled numeric symbol) of our proposed model AppraisalCloudPCT: (1) the

submodels (i.e., number 4-17) marked in the green color theme

constitute the main recursive control loop of a robot’s processing of

emotional information, adopting perceptual control theory on emotions and a component model view of appraisal models; (2) the
submodels (i.e., number 1-3) marked in the yellow-brown color theme constitute a robot’s intention of how to appraise an event (i.e.,
appraisal patterns of an interaction process), in which the appraisal patterns of the nine appraisal dimensions of a robot’s emotion can be
affected by a robot’s mood and personality, and the interaction strategies; (3) the submodels (i.e., number 16-20) marked in the green color
theme constitute the “cloud medical robot platform”; (4) the submodels (i.e., number 12-13) marked in the cyan color theme indicate that
a robot will not only take the impact of the external environment (such as noise, disturbance, contextual cues) on the user during the
interaction into account but also respond to the surrounding contexts appropriately.

through the linear regression analysis in [120]. And three
equations of temperament including pleasure, arousal, and
dominance are summarized in [122] as follows:

Pa = 0.21E + 0.59A + 0.19N,
P =0.150 + 0.30A - 0.57N,
Py =0.250 +0.17C + 0.60E — 0.32A4,

(5)

where Pa denotes the value for the pleasant axis («-axis), Pf3
denotes the value for the arousal axis (f-axis), and Py de-
notes the value for the dominance axis (y-axis), respectively.
Furthermore, the five factors of personality, i.e., O, C, E, A,
N e [-1, 1], where O for openness, C for conscientiousness, E

Pleasantness(P p,) =

Goal — Condu civeness(F gc)

Perceived Control(F PC)
Certainty (F,) =
Agency — Self (F,,) =

Agency - Others(F,,) =

for extraversion, A for agreeableness, and N for neuroticism,
respectively.

The relationships between the five factors of personality
and the appraisal dimensions of emotion could be derived in
[121] (Page 519), where 10 main appraisal dimensions in
major appraisal theories (Pleasantness, Goal Conduciveness,
Effort, Perceived Control, Certainty, Agency-Self, Agency-
Others, Agency-Circumstances, Unfairness, and Moral Vi-
olation), plus a new appraisal, relationship-involvement,
were selected (see the Appendix in [121] for more details).
Similarly, 9 personality-appraisal relationships (no re-
lationship was found for appraisals “effort” and “relation-
ship-involvement”) in [121] (Page 519) can be summarized
as follows:

—0.585N + 0.606C, (6)
~0.579N + 0.369C, (7)
—1.281N + 0.923E + 1.306C, (8)
~1.203N + 0.880C, (9
~0.808 A4, (10)
—0.965C + 0.9500, (11)
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Agency — Circumstances (F,.) = —0.587C, (12)

Unfairness (F,) = 1.149N - 0.928E - 1.113C, (13)

Moral Violation (F,,,) = 1.309N — 1.005E - 1.456C — 0.8400, (14)

where O, C, E, A, Ne [-1, 1]

Each equation indicates a relationship between an appraisal
dimension and a combination of the Big Five personality traits,
i.e., the tendency of appraising events in the particular appraisal
dimension by people with specific personality traits. For in-
stance, in equations (6) and (7), people with low N and high C
will be more likely to appraise events as pleasant (Pleasantness)
and as conducive to important goals (Goal-Conduciveness),
although the tendency of appraising the same event in the two
appraisal dimensions is not exactly the same. Note that once the
value of the Big Five personality traits is determined, the value
of each appraisal dimension will be also determined in
equations (6)-(14).

5.2.3. The 3™ Submodel “Cloud-Based Interaction Strategies”.
The main purpose of this submodel is to output a strategy
that a robot can use in the next round of interaction with an
autistic child. Adopting the perceptual control theory on
emotions, our proposed model AppraisalCloudPCT is
designed in the first place to enable many rounds of recursive
interaction between a robot and an autistic child, so that the
interaction will be more effective, efficient, and easier to be
satisfied by the child. By “strategy,” it means that, given the
specific estimation of valence, arousal, and engagement
levels of the child supported by the submodel “cloud-based
evaluation system” and the contextual understanding of the
interactive scenario and the child supported by the submodel
“contextual understanding of scenarios and users,” the robot
will be able to alter its mood and personality to match with
the status of the child and the interactive context, for a better
round of interaction.

As mentioned above in 5.2.2, for a better performance in
human-robot interaction, a robot should have a similar
personality to human participants, and the effects of context
should be taken into consideration when designing a robotic
personality. In this study, it is, therefore, necessary for the
robot to have knowledge of the personality profile of an
autistic child (this can be supported by the 19th submodel
“cloud-based evaluation system,” as illustrated in Figure 7
that personality profile can be provided by the child’s
parents) and to understand the interactive scenario and the
child in the surrounding context (this can be supported by
the 18th submodel “contextual understanding of scenarios
and users,” please refer to it for more details).

Consequently, this submodel will output cloud-based
interaction strategies as follows:

intention

Strategy one: To match a robot’s personality with that of
a child, first, the personality profile (i.e., rating scales of
O, C,E, A, Nbetween —1 and 1) of an autistic child who
will interact with the robot will be obtained, and then,
a robot’s personality will match with the child’s per-
sonality. Once the personality of the robot is altered, the
emotional tendency that the robot will be experiencing
and the appraisal patterns that the robot will use can be
predicted by using the (10) equations in 5.2.1 and 5.2.2.

Strategy two: As contexts effect of a user’s perception of
not only the emotions but also the personality of
a robot, effects of context should be taken into con-
sideration. First, the role that the robot plays in the task
of the HRI scenario and what kind of personality that
an autistic child expects to be consistent with such
a task or role should be identified in the first place.
Then, the personality of the robot should be modified to
adapt to the child’s expectation.

Strategy three: The outcome of “contextual un-
derstanding of scenarios and users” should be taken
into account, given that the noise and disturbance, and
contextual cues may influence an autistic child’s mood
and his/her judgement of the robot’s emotions. To do
that, first, the emotional valence of the contextual cues
will be obtained. Then, the robot’s mood should be
congruent with the emotional valence of the contextual
cues to some extent. Thirdly, in case of noise and
disturbance were detected in the HRI scenario, the
robot’s estimation of the child’s valence and arousal
levels provided by the submodel “cloud-based evalu-
ation system” should be rectified to some extent
depending on the amount of the noise and disturbance.

5.2.4. The 4th Submodel “Intention”. “Intention” in this
submodel means how will a robot intends to appraise an
event (i.e., appraisal patterns of an interaction process),
based on a robot’s mood and personality with the consid-
eration of an interaction strategy for the next round of
interaction. The main purpose of this submodel is to map the
outputs of the first three submodels, namely, “mood and
cognitive states,” “personality,” “cloud-based interaction
strategies,” into appraisal patterns, which can be defined as
follows:

= (Fpl +Apl, Fy. + Age, F + Ape, Fc + Ac, Fy + Aas, F, + Aao, Fy + Aac, Fu + Au, F, + Amv), (15)
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FIGURE 7: Three layers of modified PPA-net based on the work in [123]: (1) feature fusion is performed in the feature layer using features
from three modalities (visual, audio, and tactile); (2) the context layer firstly uses behavioral scores of the child’s verbal ability, motor, and
mental, to augment the input features using the autistic rating scales such as CARS2 [124], ADOS-2 [125], and ADI-R [126], and then, the
GPA-NET (group-level network) is trained and used to initialize the personalized PPA-net weights at the personality, gender, and individual
level (using clone); (3) the third layer is the inference layer, in which the child-specific estimation of valence, arousal, and engagement levels

will be performed.

Foo, Fpoo Foo Fagy Faoy Faeo Fu, Fryy represent
Pleasantness, Goal Conduciveness, Perceived Control,
Certainty,  Agency-Self, = Agency-Others, = Agency-
Circumstances, Unfairness, and Moral Violation, re-
spectively, as defined in Equation (6)-(14) in 5.2.2, and Apl,
Agc, Apc, Ac, Aas, Aao, Aac, Au, Amv represent the impact of
the two submodels “mood and cognitive states” and “cloud-
based interaction strategies” on the tendency of appraising

events in the particular appraisal dimension, respectively.

where F,

5.2.5. The 5" Submodel “Appraisal Variables”. As men-
tioned in 4.1.2, in a closed-loop as illustrated in Figure 1,
a collection of intention of a robot (i.e., a reference signal)
and achievement (perceived outcome) (i.e., a perceptual
signal) will cause an experienced emotion, and at the same
time, an output-caused change in the cognitive states and
behavior of the robot will affect a user’s behavior during the
human-robot interaction. In other words, the difference (i.e.,
a mismatch) between the reference signal and the perceptual

signal will immediately result in an error signal, which will
give rise both to emotional behavior and thinking of a robot.

Appraisal variables are defined as the set of specific
judgments by which a robot can generate different emotional
responses. The main purpose of this submodel is to output
the error signal (i.e., a mismatch between a collection of
intention of the robot and the achievement (perceived
outcome)) as appraisal variables. Here, the error signal can
be defined as follows:

Ferror = Fintention - Fperceived’ (16)

where Fijention represents a collection of intention of the
robot as defined in equation (15) in 5.2.4, and Fperceived
represents the achievement (perceived outcome) of the robot
as defined in equation (18) in 5.2.17.

5.2.6. The 6" Submodel “Affect-Derivation Model”. This
submodel will specify the mapping from appraisal variables
to affective state, and once a pattern of appraisals has been
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determined how a robot will react emotionally. According to
Itoh et al. [112], emotion vector E=(E,, E, Ej) can be
expanded into the second-order differential equation as
shown in equation (17) as follows:

ME +TE + KE = Fyp,, (17)

where M, T, K, Fg, represent the emotional inertia matrix,
emotional viscosity matrix, emotional elasticity matrix, and
emotional appraisal, respectively. And the emotional ap-
praisal FEA stands for the total result of appraising the
appraisal variables (i.e., the error signal Ferror). According
to Itoh et al. [112], by changing the emotional coefficient
matrixes, the robot can express different reactions to a same
stimulus.

52.7. The 7™ Submodel “Affect-Intensity Model”. The
strength of the emotional response resulting from a specific
appraisal is specified in this submodel. As mentioned in
4.1.2, emotions with greater intensity and longer duration
will arise in connection with a larger error that demands
a robot to alter its affect-consequent model more appro-
priately to correct the error. Therefore, the bigger the error
signal Ferror becomes, the greater the intensity of and with
longer duration an emotion will be, and the stronger the
emotional response will be.

5.2.8. The 8th Submodel “Emotion/Affect”. For each discrete
emotion the robot will be experiencing, emotion vector
E=(E,, E,;, Eg) can be mapped in the PAD mental space
consisting of the pleasantness, arousal, and dominance axes.
For mood vector, M = (M,, M,, 0) consisting of a pleasant-
ness component M, and an arousal component M, can also
be mapped in the PAD mental space.

5.2.9. The 9™ Submodel “Cognitive-Consequent Model”.
This submodel determines how affect alters the nature or
content of cognitive processes such as a robot’s beliefs,
desires, and intentions, respectively. As mentioned above, an
error signal (i.e., a mismatch between the intention of the
robot and the achievement (perceived outcome)) will result
in a robot’s intention to correct the error. How strong will
the intention to correct the error be depends on how big the
error is. Furthermore, as the robot is experiencing an
emotion, its mood will be effected to some extent.

5.2.10. The 10™ Submodel “Behavior-Consequent Model”.
This submodel summarizes how affect alters our robot’s
observable physical behavior such as facial expressions. As
described in Table 2 in Section 5.1, our robot is equipped
with 6 key capabilities in interactive scenarios with Chinese
autistic children, and it can express itself to the children
through facial expressions, gestures, speech, etc. In the in-
teractive scenarios, the robot should alter its observable
physical behavior in a manner, according to not only the
emotion it is experiencing but also the three cloud-based
interaction strategies described in 5.2.3.
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5.2.11. The 11™ Submodel “User Behavior during HRI”.
In the child-robot interaction scenarios (e.g., having a con-
versation, hugging, playing games), an autistic child will
generate certain behavior to adopt to/finish/withdraw from
the child-robot interaction. Such behavior (e.g., gaze reg-
ulation, facial expressions, hand and body gestures, verbal
expression), not only is a product of the child-robot in-
teraction but also can be effected by the outward behavior of
the robot as defined in the submodel “behavior-consequent
model.”

5212 ‘The 12™ Submodel “Noise and Disturbance”.
Noise in this submodel is defined as noise coming from the
surrounding contexts (e.g., ambient noise, other human
voices other than the voice of the autistic child during the
child-robot conversation). And disturbance is defined as any
unexpected event that will have an adverse impact on the
child-robot conversation, such as a heavy push on the robot,
and the autistic child is forced by somebody to end the child-
robot interaction in advance. Both the noise and disturbance
can be detected by the sensors to perceive the child and the
environment and by the self-checking sensors (e.g., torque
sensors) inside the robot.

5.2.13. The 13™ Submodel “Contextual Cues”. Robot faces
can be viewed in the same way as human faces, according to
[102] that users’ perceptions of a robot’s simulated emo-
tional expressions can be affected by different emotional
surrounding contexts (i.e., consistent or inconsistent clas-
sical music, or BBC news). Furthermore, when there is
emotional context around, people are more able to recognize
the facial expressions of the robot when the emotional va-
lence of the environment is consistent with the facial ex-
pressions of the robot than when the emotional valence of
the environment and its facial expressions are not consistent
[99-101].

Consequently, it is important for the robot to perceive
the emotional valence (i.e., contextual cues) of the sur-
rounding contexts (e.g., sound, music, pictures/posters on
the wall, video clips on the TV) in the interactive scenarios.
As such, contextual cues will be considered, collected, and
added to our proposed model AppraisalCloudPCT in this
submodel.

5.2.14. The 14™ Submodel “Multimodal Sensing”. In this
submodel, the robot will perceive the autistic child and sense
the environment through various sensors (e.g., camera,
microphone arrays, tactile sensing arrays, infrared sensor)
and multiple modalities (e.g., visual, auditory, and tactile
sensing). A collection of sensor data in this submodel will
feed to two submodels “local pattern recognition” and
“cloud-based pattern recognition” and will be uploaded to
the cloud medical robot platform, more specifically, to the
submodel “cloud-based evaluation system.”

5.2.15. The 15™ Submodel “Local Pattern Recognition”. In
this submodel, our proposed model AppraisalCloudPCT will
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output the results of the local pattern recognition (ie.,
processes that run on the NVIDIA Jetson TX2 inside the
robot body, as illustrated in Figure 3), and the results will
uploaded to the cloud medical robot platform to facilitate the
two submodels, i.e., the cloud-based evaluation system and
the contextual understanding of scenarios and users.

The output of tactile sensing is defined as TS = (P;, TB)),
where P; is the ith position of the robot body being touched
by an autistic child P;e{Top of Head, Back of Head,
Forehead, Left Cheek, Right Cheek, Front of Right Forearm,
Back of Right Forearm, Front of Right Upper Arm, Back of
Right Upper Arm, Back of Left Upper Arm, Front of Left
Upper Arm, Back of Left Forearm, Front of Left Forearm,
Right Rear Hip, Back of Right Thigh, Inner Right Thigh,
Lower Right Thigh, Left Rear Hip, Back of Left Thigh, Inner
Left Thigh, Lower Left Thigh}, and TB; is the jth touching
behavior pattern of the autistic child TB, € {Palm Momen-
tary Sliding, Palm Momentary Tapping, Random Finger
Poking, Finger Sliding, Random Slow Sliding, Random
Momentary Tapping}.

The output of Attention Prediction (i.e., gaze and head
direction estimation) is defined as AP = (dl, dr, dh), where dl
and dr are gaze direction of the left and right eyes of an
autistic child respectively, and parameter dh represents the
head direction.

The output of gestures recognition is defined as
GR = (HG;, BG;), where HG; is the hand gesture of an autistic
child HG; € {OK, Peace, Punch, Stop, Nothing}, and BG; is
the body gesture of the autistic child BG; € {Standing,
Walking, Running, Jumping, Sitting, Squatting, Kicking,
Punching, Waving, None}.

The output of facial expressions recognition is defined as
FE, € {Happiness, Sadness, Anger, Surprise, Fear, Disgust,
Neutral}.

The output of natural language processing (NLP) is not
defined as the whole sentences in a conversation between the
robot and an autistic child, but as pertinent words or word
stems in natural languages that can commonly distinguish
36 affective categories, as defined in [57] (Page 714-715).
Therefore, NLPoutput = (PWs, AC), where PWs represents
all of the pertinent words or word stems as defined in [57]
that can be extracted from a conversation and affective
category AC € {Contentment, Anger, Admiration/Awe,
Anxiety, Amusement, Being, Touched, Desperation, Bore-
dom, Compassion, Contempt, Disappointment, Disgust,
Dissatisfaction, Envy, Fear, Feeling, Gratitude, Guilt, Hap-
piness, Hatred, Hope, Humility, Interest/Enthusiasm, Irri-
tation, Jealousy, Joy, Longing, Lust, Pleasure/Enjoyment,
Pride, Relief, Sadness, Relaxation/Serenity, Tension/Stress,
Shame, Surprise, Positive, Negative, Neutral} (36 affective
categories plus Neutral).

5216. The 16™ Submodel “Cloud-Based Pattern
Recognition”. In this submodel, our proposed model
AppraisalCloudPCT will output the results of the cloud-
based pattern recognition (i.e., processes that run on the
cloud, as illustrated in Figure 3), and the results will be
uploaded to the cloud medical robot platform to facilitate the
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three submodels, i.e., the cloud-based evaluation system, the
contextual understanding of scenarios and users, and the
information sharing between and learning from robots.

The output of image captioning is defined as IC = (Ob,
Pr, At), where Ob represents the object concentrated by an
autistic child, the region of which can be represented by an
attention heat map of an image captured by the robot
camera, Pr represents the preposition, and At represents the
attributes of the object.

The output of intention understanding is defined as
IU = (Insi, TO, DP, RCL), where Insi is one of the three types
of natural language instructions given by an autistic child
Insi € {Clear Type, Vague Type, Feeling Type}, TO represents
the target object out of multiple objects in front of the robot,
DP represents the delivery place that the target object should
be delivered to, and the RCL format utilized in this paper is
“Grasp TO to DP,” which is the structured language that can
be comprehended by robots.

The output of action recognition is defined as AR=(AB,,
HB;), where AB, belongs to 10 kinds of abnormal behaviors
of an autistic child plus the normal status ABi € {Clapping
Hands, Swinging Back and Forth, Spinning Circles, Flipping
Fingers, Bumping Heads, Clapping Ears, Turning Fingers,
Scratching, Walking on Tiptoe, Snapping Fingers, Normal
Status} and HB; belongs to 5 kinds of unhealthy conditions
plus the healthy status HB;€ {Falling Down, Having
Headache, Having Chest and Abdominal Pain, Having Back
Pain, Having Neck Pain, Healthy Status}.

5217. The 17" Submodel “Achievement (Perceived
Outcome)”. The importance of this submodel is to sum-
marize the feedback (e.g., the interpretation of an autistic
child’s intention, attention, emotional state, and behavior)
provided by the child during/after the human-robot in-
teraction. The achievement (perceived outcome) of the robot
can be defined as follows:

F PF _,PF,.,PF,PF,,PF,,PF

as? ao’ ac’

(PF PF,,PF,,),

(18)

where PF,, PF,, PF,. PF, PF,, PF,, PF,, PF,, PF,,
represent the 9 appraisal dimensions respectively as de-
scribed in 5.2.2, ie., Pleasantness, Goal Conduciveness,
Perceived Control, Certainty, Agency-Self, Agency-Others,
Agency-Circumstances, Unfairness, and Moral Violation
that will be used to appraise the achievement (perceived
outcome). These 9 appraisal dimensions will be defined in
equation (19)-with PF ol @S follows:

PF,=a,-OT, +a,-OT,+a;-OT3 +a,-OT, +as-OTs,
(19)

where OT], OT2, OT3, OT4E [—1, 1], and OTsE [—1, 0]
represent OutcomeTypel, OutcomeType2, OutcomeType3,
OutcomeType4, OutcomeType5, respectively, and a;, a, as,
a4, as are the coefficient of each outcome type.

In this submodel, we categorize the achievement (per-
ceived outcome) into 5 types: @ OutcomeTypel: “Friendly
VS. Unfriendly” type, e.g., “Friendly” in the outcome of

perceived — pb gc> pe>
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“Tactile Sensing” and “Gestures Recognition” means that the
interpretation of the attitude of an autistic child towards the
robot would be friendly, and an extreme friendly outcome,
a neutral outcome, and an extreme friendly outcome of this
type will be 1, 0, and -1, respectively; @ OutcomeType2:
“Positive VS. Negative” type, e.g., “Positive” in the outcome
of “Facial Expressions Recognition,” “Natural Language
Processing”, and “Contextual Cues” means that, the emo-
tional valence would be positive (e.g, output of a “dislike” in
“Natural Language Processing” will be categorized as
“Negative”), and an extreme positive outcome, a neutral
outcome, and an extreme negative outcome of this type will
be 1, 0, and -1 respectively; @ OutcomeType3: “Valid VS.
Invalid” type, e.g., “Valid” in the outcome of “Image Cap-
tioning” and “Intention Understanding” means that an
autistic child will react positively after the robot verbally
described the objects in the image or the robot verbally
stated the intention in the interactive scenarios, and an
extreme valid outcome, a no feedback outcome, and an
extreme invalid outcome of this type will be 1, 0, and -1
respectively; @ OutcomeType4: “Focused VS. Distracted”
type, e.g., “Focused” in the outcome of “Attention Pre-
diction” means that, during the human-robot interaction,
the robot can predict that an autistic child has “focused” on
one or two objects in the interactive scenario; on the con-
trary, “Distracted” means the gaze and head direction of the
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child cannot “fixed on” one or two objects, rather they
shifted from one object to another object too often, and
“None” means the child cannot “focused” on any object, and
an extreme focused outcome, a none outcome, and an ex-
treme distracted outcome of this type will be 1, 0, and —1
respectively; ® OutcomeType5: “Normal VS. Unnormal”
type, e.g., “Unnormal” in the outcome of “Action Recog-
nition” and “Noise and Disturbance” means that the robot
can detect some abnormal/unhealthy behavior (e.g.,
“walking on tiptoe” or “having back pain”) of the child or
some noise/disturbance in the interactive scenarios, and
a normal outcome, and an extreme unnormal outcome of
this type will be 0 and —1, respectively.

Note that the probability of simultaneous occurrence of
most of or all of these types of outcomes is very low, and
usually only a few of them will occur. For each kind of the
pattern recognition (i.e., pattern recognition in submodels
“local pattern recognition” and “cloud-based pattern rec-
ognition”) and the sensing of the environment (i.e., the
sensing in submodels “noise and disturbance” and “con-
textual cues”), as described in the above submodels, the
outcome value of which will be mapped into [-1, 1] or [-1, 0]
using fuzzy sets depends on which type of outcome is
categorized as follows.

Similarly, PF ., PF,,
can be defined as follows:

PF,, PF,, PF,o, PF,., PF,, PF,,

PF, =a,-OT,+a, -OT, +a;-OT;+a,-OT,+as-OTs, (20)
PF, =b,-OT; +b,-OT, +b;-OT; +b, - OT, + bs - OT, (21)

PF . =¢,-OT, +¢,-OT, +¢;-OT5 +¢,-OT, +c5-OT5, (22)
PF,=d,-OT,+d,-OT,+d;-OT5+d,-OT, +ds-OTs, (23)
PF, =¢,-0OT +e,-OT, +e;-OT; +¢,-OT, +e5-OT5, (24)
PF,=f,-OT,+ f,-OT, + f5-OT5+ f,-OT, + f5-OT5, (25)
PF,=g,-0T,+g,-OT, +g5-0OT5+g,-OT, + g5 - OT5, (26)
PF,, =h,-OT,+h,-OT,+hy;-OT3+h,-OT, +hy-OT.. (27)

5.2.18. The 18" Submodel “Contextual Understanding of
Scenarios and Users”. As illustrated in Figure 6, the outcome
of each kind of the pattern recognition and the sensing of
environment will be uploaded to the “cloud medical robot
platform,” more specifically, to this submodel and the next
submodel “cloud-based evaluation system.” As such, in this
submodel, our proposed model AppraisalCloudPCT will
output the outcome of “contextual understanding of sce-
narios and users,” which is defined as CUSU = (US, UU),
where US represents the understanding of scenarios pro-
vided mainly by the output of image captioning and of
sensing the environment (i.e., combing scene description

with the sensing of noise and disturbance, and of contextual
cues), and UU represents the understanding of users pro-
vided mainly by the output of other local and cloud-based
pattern recognition (ie., gaze estimation, intention,
gestures).

5.2.19. The 19" Submodel “Cloud-Based Evaluation System”.
The importance of this submodel is to provide insights
into both the cognitive and behavioral status of an autistic
child, and of the intention of the child to engage with the
robot, to the submodel “cloud-based interaction
strategies.”
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In this submodel, a personalized machine learning (ML)
framework, so-called the personalized perception of affect
network (PPA-net) developed by an MIT research group
[123], will be adopted in the “cloud-based evaluation sys-
tem.” As illustrated in Figure 7, in the modified PPA-net,
group-level perception of affect network (GPA-net) is
trained with the data exacted from the autistic rating scales
provided by the doctor or therapist of the child, and the data
exacted from the personality profile of the child provided by
the parents of the child. Consequently, by using the modified
PPA-net, this submodel can automatically provide a con-
tinuous and simultaneous estimation of levels of engage-
ment and affective states (i.e., arousal and valence) of an
autistic child, to the submodel “cloud-based interaction
strategies.”

5.2.20. The 20" Submodel “Information Sharing Between and
Learning from Robots”. As mentioned earlier in chapter
4.1.2, one advantage in the research on cloud medical robots
is data of interaction between a user and a robot can be
stored and evaluated in a cloud for further assessment of the
social and communicative characteristics of a user. With the
cloud medical robot platform, in this submodel, information
(e.g., the personality profile of each autistic child) can be
shared between robots with the support of the submodel
“cloud-based evaluation system,” and the capability of in-
terpretation of a user and of making decisions can be learned
with the support of the submodel “contextual understanding
of scenarios and users.”

6. Conclusions, Discussion, and Future Work

6.1. Conclusions. In this article, we present a novel com-
putational model of emotions so-called AppraisalCloudPCT
for socially interactive robots, especially for robots for
a special group of people such as autistic children. This
model takes into account the social and communicative
characteristics of autistic children so that it can fit the need of
the autistic children. It mainly results from that our pro-
posed model not only has solid theoretical ground built on
a component view of computational models, the appraisal
theories on emotions, cloud robotics, and perceptual control
theory on emotions but also can be implemented in a social
robot developed by us for autistic rehabilitation by adopting
mood equation, emotion equation, and personality
equation.

Moreover, compared to other significant computational
models of emotions for socially interactive robots, our
proposed model AppraisalCloudPCT has a number of
merits. First, our proposed model can guarantee sufficient
rounds of recursive interaction between a robot and an
autistic child, so that the interaction will be more effective,
efficient, and easier to be satisfied by the child. Second, with
our proposed model, a robot can simulate the whole process
of human emotion (e.g., generation, regulation, and
responding to a stimulus) to a great extent. Third, our
proposed model can facilitate sharing information between
and learning from various socially interactive robots. Last
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but not least, our proposed model can be highly computable
so that it is suitable to be implemented in various socially
interactive robots.

6.2. Limitations. Our proposed model AppraisalCloudPCT
is designed based on Marsella et al.’s compositional view of
model building [5], which lays stress on that emotional
models are often composed of individual “submodels” or
“smaller components” that can be matched, mixed, or ex-
cluded from any given implementation and are often shared.
According to Marsella et al. [5], components may be eval-
uated and subsequently abandoned or improved due to
ongoing evaluations before the final version of the model is
designed. Although our model is completely designed, there
is still room for finding alternative or better mathematical
definitions, equations, or algorithms for realizing each in-
dividual “submodels.”

6.3. Discussion. In this article, we proposed a novel com-
putational model of emotions called AppraisalCloudPCT
and elaborated on how to implement it in a socially in-
teractive robot we developed for autistic rehabilitation.
However, there are several points that are worthy of being
addressed as follows.

First of all, this study is aimed specifically at designing
the computational model of emotions for autistic children-
robot interaction for three reasons as follows. (1) Although
minimal progress has been made in advancing the clinical
use of robotics in ASD interventions in clinical settings [13],
applying robots for autism interventions still achieved
a number of targets [11], and 24 of 74 ASD objectives in the
“eight domains” as mentioned in Section 1 can potentially be
applied to. (2) Modeling of emotions is of critical importance
for robots when interacting socially with humans [8]. This is
so because the robot’s emotional responses are determined
by the robot’s computational model of emotion, in the light
of its own internal cognitive-affective state and its in-
teractions with the external environment [7]. (3) There are
four world-leading research groups with pioneering work in
promoting social robots as useful tools in autism therapy,
but none of them have designed or applied computational
models of emotions for the social robots used in their autism
therapy studies.

Second, in Section 4.2, we chose the five crucial prop-
erties of a computational emotion model as listed in [103],
alongside with one more property, ie., combining with
cloud robotics, to be the six criteria for comparison. We
believe that “combining with cloud robotics” can be a crucial
property of a computational emotion model, and it can be
a fair criterion for comparison of computational emotion
models to make robots smarter and better satisfied by the
users, as well as to promote sales in the service robots market
for three reasons as follows. (1) As mentioned before,
a computational model of emotions should endow a robot
with a more powerful capability of making decisions faster,
more appropriate, and more efficient, given that more and
more socially interactive robots will be exposed to various
users with different backgrounds and be connected to
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substantial Internet of Things (IoT) such as medical IoT with
massive medical data. As “combining with cloud robotics”
can facilitate sharing information between and learning
from socially interactive robots, we believe that this property
will be crucial in building the computational models. (2)
Given that other crucial properties such as (iv) data-driven
mapping and (v) ethical reasoning are heavily data-driven
and in great demand of computing power, “combining with
cloud robotics” could be an efficient if not the best way to
guarantee that data consisting of interaction between a user
and a robot can be stored and evaluated in a cloud for further
assessment of the social and communicative characteristics
of a user. (3) On one hand, more and more socially in-
teractive robots are implemented artificial intelligence (AI)
algorithms or deep learning (DL) (e.g., the modified PPA-
net implemented in our own robot)/reinforcement learning
(RL)/deep reinforcement learning (DRL) frameworks to
make them smarter and better received by the users; on the
other hand, deploying them in the main controller of a robot
rather than in a cloud will increase the hardware cost due to
increased computational load. Since the parents of autistic
children usually suffer from heavy burden not only mentally
but financially, “combining with cloud robotics” would be
necessary for promoting robots with acceptable prices in the
service robots market to those parents.

Third, our proposed model AppraisalCloudPCT could be
implemented in a socially interactive robot that we de-
veloped for autistic rehabilitation. Such a model could also
be adapted to service people with different special needs, e.g.,
dementia elders. This results from that our proposed
computational model of emotions takes into account the
social and communicative characteristics of a special group
of users such as autistic children or dementia elders, through
its submodel so-called cloud-based interaction strategies,
which is supported by two submodels (i.e., “contextual
understanding of scenarios and users” and “cloud-based
evaluation system”) in a cloud medical robot platform, as
illustrated in Figure 1. As mentioned before, a cloud-based
evaluation system enables the data of interaction between
a user and a robot to be stored and evaluated in a cloud for
further assessment of the social and communicative char-
acteristics of a user. Furthermore, the submodel “contextual
understanding of scenarios and users” relies on another two
submodels “local pattern recognition” and “cloud-based
pattern recognition,” which can provide the interpretation
of a user’s intention, attention, emotional state, and be-
havior. Therefore, the proposed computational model of
emotions is suitable for socially interactive robots, partic-
ularly robots for a special group of users such as autistic
children or dementia elders, which promote the universality
of our model to some extent. Moreover, our proposed
computational model also meets the criteria of “domain-
independent,” i.e., processing and exhibiting emotional
responses in various situations as well as in certain kinds of
interaction domain, since it can coordinate a robot imple-
mented with our model to respond to the surrounding
emotional contexts appropriately.

For our proposed model to be adapted to socially in-
teractive robots servicing dementia elders, a few steps would
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be necessary as follows. (1) As illustrated in Figure 7,
a group-level perception of affect network (GPA-net) in the
modified PPA-net will be trained with the data exacted from
the dementia rating scales such as mini-mental state ex-
amination (MMSE) [127] provided by the doctor or ther-
apist of the dementia elder, and the data exacted from the
personality profile of the dementia elder provided by the
offspring or close friends of the dementia elder. Conse-
quently, by using the modified PPA-net, this submodel can
automatically provide simultaneous and continuous esti-
mation of the different levels of affective states (i.e., valence
and arousal) and engagement of a dementia elder, to the
submodel “cloud-based interaction strategies.” (2) With the
support from the two submodels “cloud-based evaluation
system” and “contextual understanding of scenarios and
users” which can provide the specific estimation of valence,
arousal, and engagement levels of the dementia elder, and
the contextual understanding of the interactive scenario and
the dementia elder, respectively, the robot will be able to
alter its mood and personality to match with the status of the
dementia elder and the interactive context using the three
interaction strategies in the submodel “cloud-based in-
teraction strategies,” for a better round of interaction. (3)
Our proposed model is designed in the first place to enable
many rounds of recursive interaction between a robot and
a user. Based on the feedback (e.g., the interpretation of
a dementia elder’s intention, attention, emotional state, and
behavior) provided by the dementia elder during/after the
human-robot interaction, as summarized by the submodel
“achievement (perceived outcome)”, the three interaction
strategies in the submodel “cloud-based interaction strate-
gies” can be modified accordingly. As such, the interaction
will be more effective, efficient, and easier to satisfy the needs
of dementia elder after many rounds of recursive interaction.

6.4. Future Work. Future studies should examine how our
model performs in various robots and in more interactive
scenarios.
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It is challenging to perform path planning tasks in complex marine environments as the unmanned surface vessel approaches the
goal while avoiding obstacles. However, the conflict between the two subtarget tasks of obstacle avoidance and goal approaching
makes the path planning difficult. Thus, a path planning method for unmanned surface vessel based on multiobjective rein-
forcement learning is proposed under the complex environment with high randomness and multiple dynamic obstacles. Firstly,
the path planning scene is set as the main scene, and the two subtarget scenes including obstacle avoidance and goal approaching
are divided from it. The action selection strategy in each subtarget scene is trained through the double deep Q-network with
prioritized experience replay. A multiobjective reinforcement learning framework based on ensemble learning is further designed
for policy integration in the main scene. Finally, by selecting the strategy from subtarget scenes in the designed framework, an
optimized action selection strategy is trained and used for the action decision of the agent in the main scene. Compared with
traditional value-based reinforcement learning methods, the proposed method achieves a 93% success rate in path planning in
simulation scenes. Furthermore, the average length of the paths planned by the proposed method is 3.28% and 1.97% shorter than

that of PER-DDQN and dueling DQN, respectively.

1. Introduction

In ocean exploration, the competition among countries to
protect marine territorial sovereignty and develop marine
resources has become increasingly fierce. The unmanned
surface vessel (USV), as a kind of vessel with high autonomy,
has broad application prospects in the field of ocean explo-
ration. As one of the current research hotspots, the path
planning of USV faces many challenges, including unknown
environment, perceptual uncertainty, and dynamic obstacles
[1-3]. The USV path planning is aimed to obtain a collision-
free path under specific circumstances. It can be divided into
two subtarget tasks, such as goal approaching and obstacle
avoidance. The goal approaching method helps the USV reach
the destination, focusing on reducing path length and travel
time. The obstacle avoidance method makes the USV conduct
real-time collision avoidance through a series of decisions [4].

Traditional path planning methods perform well in
simple known static environments and reach a destination
while avoiding obstacles [5-9]. But there are still major
deficiencies in the exploration and decision-making capa-
bilities of algorithms in complex environments, failing to
guarantee the success rate and environmental adaptability.
Currently, the deep reinforcement learning (DRL) methods
have advantages in unknown environment exploration and
real-time action decision making in path planning problems
[10, 11]. Therefore, the use of DRL methods to solve the path
planning problem has become one of the new research
directions [12]. For example, Tai et al. used radar obser-
vations and target positions as inputs and applied DRL
methods to path planning tasks for the first time [13]. The
agent uses the discrete control commands generated by the
algorithm to avoid obstacles in the indoor mobile envi-
ronment. Chen et al. proposed an intelligent collision


mailto:zhoukb@hust.edu.cn
https://orcid.org/0000-0003-0055-3193
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/2146314

avoidance algorithm with DRL improving the path quality
compared with optimal reciprocal collision avoidance
(ORCA) [14]. Chen et al. constructed the interaction model
between the agent and the obstacle, providing the basis for
the reinforcement learning strategy of the agent’s path
planning in complex dynamic environment [15]. Thus, it is
effective to use DRL algorithms for goal approaching and
dynamic obstacle avoidance.

However, the path length inevitably increases in the
obstacle avoidance process, which conflicts with the re-
quirement of destination reaching for the goal approaching
subtarget task. Therefore, it is difficult for a single optimi-
zation strategy to simultaneously achieve these subtarget
tasks. Recently, intelligence computing algorithms have been
widely used in related fields [16-19]. A more comprehensive
model can be obtained in ensemble learning by combining
multiple weak learners [20]. Inspired by the idea of inte-
grated learning, a multiobjective reinforcement learning
architecture is designed to trade off these subtarget tasks.
There is a need to investigate the USV path planning based
on multiobjective reinforcement learning.

Main contributions in this paper can be summarized as
follows:

(1) Based on the main scene of path planning consid-
ering random goals and multiple dynamic obstacles,
the dynamic obstacle avoidance subtarget scene and
the goal approaching subtarget scene are con-
structed. The double deep Q-network with priori-
tized experience replay (PER-DDQN) is applied to
the action decision of USV in two scenes,
respectively.

(2) A multiobjective reinforcement learning architecture
based on ensemble learning is designed, optimizing
the multiobjective policy integration method in the
USV path planning task.

(3) A USV path planning algorithm based on multi-
objective reinforcement learning is proposed, im-
proving the success rate of USV path planning tasks
and shortening the planned path length in the
complex environment.

The rest of this paper is organized as follows. The the-
oretical background of the PER-DDQN and the multi-
objective reinforcement learning method is introduced in
Section 2. The proposed algorithm is introduced in Section 3.
Simulation experiments and results are presented in Section
4. Discussion is given in Section 5, and Section 6 concludes
this paper.

2. Related Work

2.1.Q-Learning. The Q-learning algorithm is a value-based
reinforcement learning algorithm [21]. A Q-value table is
built and updated in the Q-learning algorithm. Each
action is selected with the greatest benefit based on the Q-
value. The maximum Q-value of the next state is used to
estimate the Q-value of the current state. The update
formula is as follows:
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Q(s,a) =Q(s,a) + a[r + ymax, Q(s,a) - Q(s,a)], (1)

where Q(s,a) denote agent’s expectation of reward for
performing action a in state s. o represents the learning rate
and y represents the discount factor. The reward obtained by
the agent after performing action a is r, and the state is
changed to s". Q(s,a) denote agent’s expectation of reward
for performing action a’ in state s .

2.2. Deep Q-Network. To address the curse of dimensionality
in high-dimensional state spaces, Mnih et al. used a neural
network with 6 to approximate the Q-value:
Q(s,a;0) = Q(s,a) [22]. DQNs are optimized by reducing
and minimizing L;(6;) = E,,, ¢ [( y? N_Q(s,a; 0.))] at

each iteration i, with target y”V

; =r+ymax, Q(s,a;0;).
Here, 8; are the parameters of a target network that is frozen
for a number of iterations while updating the online network
Q(s, a; 0;) by gradient descent. The action a is chosen from
Q(s, a; 0;) by an action selector, which typically implements
an e-greedy policy that selects the action that maximizes the
Q-value with a probability of 1-¢ and chooses randomly with

a probability of e.

2.3. Experience Replay. Online reinforcement learning (RL)
agents incrementally update their parameters (of the policy,
value function or model) while they observe a stream of
experience [23]. Because the agent discards experience after
one update in simple reinforcement learning, rare valid
experience is underutilized. At the same time, there is a
substantial correlation between neighbouring experiences,
which is not favourable to model training. By storing ex-
periences in replay memory, experience replay can effec-
tively solve the above problems. It becomes possible to break
the temporal correlations by mixing more and less recent
experience for the updates [24].

2.4. Related Literature. Value function-based DRL algo-
rithm uses deep neural network to approximate value
function or action value function and uses temporal dif-
ference or Q-learning, respectively, to update the value
function or action value function. Many scholars use DRL
methods based on value functions, including DQN algo-
rithm and some improved variant algorithms, to motivate
robots or other agents to obtain optimal paths [25-27].
Additionally, with the introduction of the strategy gradient
method, DRL based on strategy gradient is used in robot
path planning, such as A3C [28], DDPG [29], TRPO [30],
and PPO [31]. When it comes to agent data control and
management, blockchain hyperledger fabric is one of the
practical technologies [32, 33]. We have briefly summarized
some of the recent literature, as shown in Table 1.

3. Methodology

When the USV performs a mission in a complicated marine
environment with various dynamic impediments, it needs to
arrive at its destination without colliding with the obstacles.



Computational Intelligence and Neuroscience 3
TaBLE 1: Related literature.
Study title Approach Merit Limitations Ref
An improved algorithm of The problem of lacking experiments is
robot path planning in complex ~ Double  solved by redefining the initialization Slow convergence speed of the [25]
environment based on double =~ DQN  of the robot and the reward function algorithm
DQN for the free position
DRL based The USV path planning of . The a.algorlthm can 1dent1fY.and avoid Internal connection between
. . Dueling  static obstacles in the environment . o
on value dueling DQN algorithm based . .. . the state-action pairs is not  [26]
. . . DQN  and realize autonomous navigation in
function on tree sampling mechanism . strong enough
complex environments
Tactical UAV path
optlmlzatlon.under radar DQN-PER Alleviates the sparse reward problem Overvaluation of the action- [27]
threat using deep state value
reinforcement learning
Advanced double layered . The Forrelatlon t.)etvxlfee.n state .
. distribution samples is eliminated, and Convergence to local optimal
multi-agent systems based on  A3C ) (28]
. . . the sample storage mode of experience strategy
A3C in real-time path planning R
playback mechanism is replaced
The path-planning algorithm of The algorithm can be applied to
DRL based unmanned ship based on DDPG continuous state space and action  Sensitive to hyperparameters [29]
on strategy DDPG space
gradient s . . The algorithm can choose a more Large environments and
Hindsight trust region policy . . .2
R TRPO appropriate step length during policies are prone to large  [30]
optimization .
training errors
PPO-based reinforcement The aleorithm has better data The difference between the old
learning for UAV navigationin ~ PPO 5 and new policies cannot be too [31]

urban environments

efficiency and robustness

large with each update

It is necessary to create a model that can select appropriate
actions in different states in order to achieve dynamic ob-
stacle avoidance and goal approaching.

3.1. PER-DDQN. The PER-DDQN improves the learning
effect and the learning speed by introducing the DDQN and
priority experience replay. Two Q-networks are used in
DDQN to eliminate the bias caused by the greedy policy
[34]. The current Q-network is used to calculate the action
corresponding to the maximum Q-value, and the target Q-
network is used to calculate the target Q-value corre-
sponding to the maximum action. Prioritized experience
replay is a stochastic sampling method that interpolates
between pure greedy prioritization and uniform random
sampling [35]. The probability of being sampled is mono-
tonic in a transition’s priority, while guaranteeing a nonzero
probability even for the lowest priority transition. The
probability of sampling transition i is defined as

N D
P() =, 2
(1) 5 (2)

where i is the priority of transition. The exponent « de-
termines how much prioritization is used, with a=0 cor-
responding to the uniform case. In the actual process, all
samples can be divided into n intervals, and uniform
sampling is performed in each interval. The PER-DDQN is

used for the action decision of the agent in the constructed
scene. The flowchart of the algorithm is shown in Figure 1.

3.2. Framework for Multiobjective Reinforcement Learning.
The path planning task of the USV includes two subtarget
tasks, such as dynamic obstacle avoidance and goal
approaching. The traditional reinforcement learning ar-
chitecture for a single task is no longer appropriate. A
multiobjective reinforcement learning architecture is built
for policy learning and ensemble in the main scene of path
planning, inspired by ensemble learning.

The fundamental principle of ensemble learning is to
integrate the learning results of numerous weak models to
produce better overall results, which can be classified into
bagging, boosting, and stacking. The sample training set is
sampled with replacement in the bagging method, yielding T
independent sample sampling sets. T weak learners are
trained from T sample sets. Weighted average, voting, and
other strategy integration approaches are employed to
provide final decision results [36]. Figure 2 depicts the
flowchart.

Corresponding to weak learners in ensemble learning,
the designed multiobjective reinforcement learning archi-
tecture leverages subagents for training in subtarget scenes.
Different from traditional integration methods, the pro-
posed method uses a main agent based on the reinforcement
learning method for policy integration. According to the
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FIGURE 1: Strategy iteration and optimization based on PER-DDQN reinforcement learning algorithm.
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environmental state of the main scene, the main agent selects
the strategy of the subagent in the corresponding state of the
subscene and makes a decision. The designed multiobjective
reinforcement learning architecture is shown in Figure 3.

3.3. The Proposed Approach. The PER-DDQN algorithm is
combined with the designed architecture for the constructed
path planning scene, and a USV path planning algorithm
based on multiobjective reinforcement learning is proposed.
Figure 4 depicts the overall process of the proposed method.

Step 1. The subagents in each subtarget scene are
trained using the PER-DDQN algorithm, and the
strategies of each subagent are saved.

Step 2. In the constructed path planning main scene, the
main agent is trained by the PER-DDQN method. The
main agent selects subagent according to the current
environment state and gives the actions according to
the strategy of the selected subagent in this state.

Step 3. The main agent executes actions of the selected
subagent, generating and storing experience for the
main agent to learn from.

he bagging algorithm.

4. Simulation Experiments

The main scene, dynamic obstacle avoidance subtarget
scene, and goal approaching subtarget scene are built in
Unity3D to verify the effectiveness of the proposed method.
The settings for scenario conditions and reinforcement
learning parameters are provided separately. Algorithms
were written by Python 3.8 and processed by a server with a
RAM (64G) and a CPU (Intel Core i9-11900K).

4.1. Scene Building. The main scene of path planning con-
sidering random goal and multiple dynamic obstacles is
generated on a two-dimensional plane, as illustrated in
Figure 5, to represent the complicated marine environment.

The dynamic obstacle avoidance subtarget scene is built
on the basis of the main scene, as shown in Figure 6, to focus
on the dynamic obstacle avoidance subtarget. The agent does
not need to consider the problem of goal approaching and
instead attempts to travel through the obstacle region
without colliding. It is deemed effective obstacle avoidance
when the agent’s ordinate is larger than the ordinate of all
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obstacles. When a collision occurs, it is regarded as obstacle
avoidance failure.

The goal approaching subtarget scene is built on the basis
of the main scene, as shown in Figure 7, to focus on the goal
approaching subtarget. Dynamic obstacles are removed, and
the only learning objective is to approach the goal.

4.2. Simulation Setup

4.2.1. Initial Conditions. The initial conditions of agents,
dynamic obstacles, and goals in the main scene and each
subtarget scene (dynamic obstacle avoidance and goal
approaching) are set to random values to ensure that the

training model generalizes and meets the actual application
requirements.

(1) Dynamic Obstacle Avoidance Subtarget Scene. For dy-
namic obstacles, set its radius to 0.5 m, the maximum speed
to 1 m/s, and the quantity to 3. The states of three obstacles
are set using the A s path planning algorithm and the ORCA
dynamic obstacle avoidance algorithm to avoid mutual
collision. The coordinates of dynamic obstacles’ starting
points are randomly selected in square areas centered on
(0m, 6m), (5m, 5m), and (-5m, 5m), respectively. Also,
the coordinates of dynamic obstacles’ end points are ran-
domly selected in square areas centered on (0m, —6m),
(-5m, —5m), and (5m, 5m). The area of each area is 4 m*.
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FIGURE 5: Main scene for USV path planning.
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FIGURE 6: Dynamic obstacle avoidance subtarget scene.

For the agent, set its radius to 0.5 m and the maximum speed
to 1 m/s. The agent’s initial abscissa and ordinate are chosen
randomly from the range [-2m, 2m], [-4m, -8 m].

(2) Goal Approaching Subtarget Scene. The goal is a rectangle
with alength of 5 m and a width of 1 m. The initial abscissa of
the target is randomly selected within the range of [-5m,
5m]. The initial abscissa and ordinate of the agent are chosen
randomly from the range [-6m, 6 m], [-8 m, 4m].

(3) Main Scene. The initial condition of the goal is consistent
with the goal in the goal approaching subtarget scene, and
the motion parameters of the dynamic obstacle are
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FIGURE 7: Goal approaching subtarget scene.

consistent with dynamic obstacles in the dynamic obstacle
avoidance subtarget scene. The agent’s initial abscissa is
chosen randomly from the range [-2 m, 2 m], [-4 m, -8 m],
and the initial ordinate is set to -8 m.

4.2.2. Reinforcement Learning Parameter. The reinforce-
ment learning settings for the agent in each scene, such as the
action space, state, and rewards, are set as follows.

(1) Action Space Setting. The agent’s action space is set to
5 directions divided evenly into in the main scene and
each subscene, as shown in Figure 8, to reduce the
training cost.

(2) State Settings. The states of the agent (s, , and s, ;) are set
as equations (3) and (4) in two subtarget scenes (dynamic
obstacle avoidance and goal approaching):

sl,t = (sselfl’ Sobs1> Sobs2> Sobs3)’ (3)

SZ,t = (Ssele’ Stgt)’ (4)

where S, and Sy are the states of the agent in two
subtarget scenes, represented by agent’s positions, respec-
tively, at £ — 2, £ — 1, £. Sops1> Sopsz> and S,p3 are the states of the
obstacles in dynamic obstacle avoidance subtarget scene,
represented by obstacles’ positions, respectively, at -2,
t—1, t. Sy is the state of the goal in goal approaching
subtarget scene, represented by goal’s position, respectively,
at t.

The state of agent s, is set as equation (5) in the main
scene:

[ ! ! ! / 5
S¢ = (Sself’ Sobs1> Sobs2> Sobs3» Stgt)’ ( )



Computational Intelligence and Neuroscience

FIGURE 8: Action space of agent.

Where s)p.q1» Sepsa> Sops3» aNd Sieye are the states of the obstacles
and the agent in the main scene, represented by their po-
sitions, respectively, at -2, t— 1, t. st’ gt is the state of the goal
in the main scene, represented by goal’s position, respec-
tively, at t. In dynamic obstacle avoidance subtarget scene,
the dimensions of action space and observation space are 5
and 8, respectively. In goal approaching subtarget scene, the
dimensions of action space and observation space are 5 and
3, respectively. In dynamic obstacle avoidance subtarget
scene, the dimensions of action space and observation space
are 5 and 9, respectively.

(3) Reward Setting. The rewards of the agent (715, 5, and r,) are
set as equations (6)-(8) in two subtarget scenes and the main
scene:

-0.5 if: 1 <obs_dist < 1.05,
-2 obs_dist =1, ©)
r =
Y s Y, >y ¥i=1,2,3,

0.3 (y,— ¥,_;) —0.015 else,

1.5 lf targetcolhded,
T =
2 0.2 * (pre_dist) — 0.005 else,

(7)
-0.5 if: 1 <obs_dist<1.05,
-1.5 obs_dist =1,
"7 1s yo> yoVi= 1,23,
0.5 % (pre_dist—dist) —0.005,
(8)

where obs_dist represents the distance between the agent and
the dynamic obstacle at time ¢. y; and y;,_; are the ordinates of
the agent at time f and time ¢t — 1, respectively. target_collided
indicates whether the agent is in contact with the goal, and
dist and pre_dist are the distances between the agent and the
goal at time ¢ and time -1, respectively. The training pa-
rameters of the reinforcement learning algorithm in each
scene are shown in Table 2.

4.3. Result Analysis. After 800 times of training in the dy-
namic obstacle avoidance subtarget scene, the two samples
are shown in Figure 9. The agent’s obstacle avoidance
strategy is slightly different in different scenes. The dynamic
obstacles are evenly dispersed in front of the agent, as in-
dicated in Figure 9(a), and the collision risk is substantial.

The agent chooses to move to the right, avoiding the range
where obstacles might congregate. The dynamic obstacles
are concentrated at the agent’s front right, as shown in
Figure 9(b), and the agent chooses to go straight at the start.
When there is a risk of collision, the agent turns left to avoid
obstacles urgently.

After 800 times of training in the goal approaching
subtarget scene, the two samples are shown in Figure 10.
When the goal is in front of the agent, as shown in
Figure 10(a), the agent continues to adjust at the beginning
and end of the path while moving forward in the middle.
When the goal is far from the front of the agent, as shown in
Figure 10(b), the agent remains adjusted throughout. The
results show that the agent can rapidly approach the goal
under various initial conditions without the interference of
dynamic obstacles.

After 800 times of training in the main scene, the two
samples are shown in Figure 11. As shown in Figure 11(a),
the obstacles are distributed in front of the agent. At the
same time, the target is far from the front of the agent. The
agent chooses to move sideways quickly after going straight
through the obstacle area in the initial stage to approach the
goal. As shown in Figure 11(b), the obstacles are evenly
distributed in front of the agent. At the same time, the target
is near the front of the agent. The agent chooses to go straight
and dynamically avoid collision in the obstacle area.

The experimental results show that by dynamically
selecting the strategy of subagents, the main agent can avoid
obstacles and approach the goal in various scenes to ac-
complish the path planning task well. Therefore, the effec-
tiveness of the proposed method has been verified.

5. Discussion

To verify the effectiveness of the proposed framework on
strategy integration, a comparison is made between rein-
forcement learning methods that use integration methods such
as linear voting method and rank voting method and our
method. At the same time, the proposed method is compared
with A% + ORCA and the path planning algorithm based on
single-objective reinforcement learning to demonstrate the
advantages of the proposed method in path planning tasks.

5.1. Comparison with Other Ensemble Learning Algorithms.
In the linear voting method, the Q-value of each action in the
main scene is the normalized sum of the Q-values in the
corresponding states of each subscene. In the rank voting
method, the rank of each action in the main scene is the sum
of the ranks of the corresponding states of each subscene. In
these methods, the subagents and their strategies are con-
sistent with the proposed method. The performance indi-
cators of these methods in the results of 100 random
experiments are shown in Table 3.

The rank voting method has the worst integration effect
and the lowest success rate. Compared with the rank voting
method, the linear voting method considerably enhances the
success rate by keeping the path length from increasing. The
path length of the proposed method is slightly longer than
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TaBLE 2: Training parameters for reinforcement learning.

Scene Learning rate Batch_size Discount factor FC structure
Dynamic obstacle avoidance 0.0005 256 0.99 [64, 64, 32]
Goal approaching 0.001 256 0.99 [32, 32, 16]
Main scene 0.0005 256 0.99 [32, 32, 16]
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FIGURE 9: Experimental results of the agent’s dynamic obstacle avoidance subscene.

that of the other two methods, but the success rate of goal
approaching and dynamic obstacles avoidance are higher.
The proposed method has the best overall performance.

Three random samples of the path planning results of the
three methods in the same environment are shown in Figure 12.
“CA” represents the main agent to choose the strategy in the
dynamic obstacle avoidance subtarget scene. “TA” represents
the main agent to choose the strategy in the goal approaching
subtarget scene. Fach agent makes better decision in low-
complexity environments to avoid obstacles and approach the
goal. In a more complicated context, however, the agents using
the traditional ensemble method face the issue of disordered
decision making. The decision strategy of the obstacle avoidance
agent is selected in the initial stage of the path to maximize the
success rate of obstacle avoidance. When approaching the goal,
the decision strategy of the goal approaching agent is selected to
maximize the success rate of goal approaching. The proposed
method has a greater success rate of path planning in varied
situations than the other two ensemble methods, demonstrating
the superiority of the proposed ensemble learning architecture
over the traditional ensemble methods.

5.2. Comparison with Other Path Planning Algorithms.
The training times of PER-DDQN are 2400 times, and other
hyperparameters are consistent with the method’s parameter

setting in the main scene. The performance indicators of
these methods in the results of 100 random experiments are
shown in Table 4.

The assumptions of the ORCA in the decision-making
process are inconsistent with the requirements of dynamic
obstacle avoidance in practical applications. Therefore, the
success rate of agent using the A*+ ORCA is low. DDQN
algorithm solved the problem of overestimation of action
value function in Q-learning. On this basis, PER-DDQN
uses priority sampling to accelerate the convergence speed of
the algorithm, and dueling DQN uses the competitive ar-
chitecture to estimate the value function more precisely.
They perform well in the constructed scenes. Our approach
combines the strengths of reinforcement learning with
ensemble learning. The experimental results show that the
method proposed in this paper has the best overall per-
formance when considering path length and success rate.

Four random samples of the path planning results of the
four methods in the same environment are shown in Fig-
ure 13. The policies provided by the A* + ORCA method are
not sufficient for the agent to always avoid obstacles. The
policies provided by dueling DQN are conservative, and
there may be detours. The policies provided by the PER-
DDQN are not mature enough in dealing with conflicts
between subtarget tasks. Many problems still exist such as
long planning path, failure to avoid obstacles, and
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TaBLE 3: Performance of various ensemble learning methods.

Method of policy Success rate of path Success rate of goal Success rate of dynamic obstacle Length of the
integration planning (%) approaching (%) avoidance (%) path (m)
Rank voting 52 55 91 17.68
Linear voting 57 63 94 16.98
Proposed method 93 96 97 17.96
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FiGUrEe 12: Continued.
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FiGURre 12: Path planning results of various ensemble learning methods in the same environment: (a) rank voting, (b) linear voting, and

(c) proposed method.

TaBLE 4: Performance of various path planning methods.

Method of path Success rate of path Success rate of goal Success rate of dynamic obstacle Length of the path
planning planning (%) approaching (%) avoidance (%) (m)
A *+ORCA 42 100 42 16.43
Dueling DQN 82 97 85 18.32
PER-DDQN 80 98 81 18.57
Proposed method 93 96 97 17.96
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FIGURE 13: Path planning results of various path planning methods in the same environment: (a) A* + ORCA, (b) dueling DQN, (c) PER-

DDQN, and (d) proposed method.
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approaching the goal. The experimental results show that the
method proposed in this paper is generally safe and per-
forms well in various environments.

6. Conclusion

In this paper, a path planning algorithm for USVs in
complex marine environments based on multiobjective
reinforcement learning is proposed. To simulate complex
ocean environment, a complex scene including dynamic
obstacles and random goal is built. On this basis, two
subtarget scenes with goal approaching and dynamic ob-
stacle avoidance are established, respectively. The PER-
DDAQN algorithm is used to train the action decision of the
agent in the two subtarget scenes. A multiobjective rein-
forcement learning architecture is designed to optimize the
agent’s policy integration method in path planning. The
simulation results show that the proposed method achieves a
higher path planning success rate and a shorter path length
than the traditional path planning methods.

Although the proposed method realizes the decision
making of the agents in the constructed scenes, the com-
plexity of the scene is still insufficient. The computational
efficiency and path planning success rate of the algorithm
will be reduced in complex environments. Modelling more
actual scenes and building more realistic training scenes can
effectively improve the adaptability of the algorithm. In
addition, the action space in the established model is dis-
crete, which is somewhat different from the real world.
Agents cannot output continuous action decisions in the
scenario of discrete action strategy only. The assumption
that the next time step after the action can reach the target
position is also idealized, and inertial factors need to be
taken into account to optimize the model. In future work,
hostile ships with tracking capabilities will be added to the
scene to train the model better. The dimension of the action
space will be increased to enhance the USV’s mobility. In
addition, changing the scene from 2-dimensional space to 3-
dimensional space is our follow-up research direction.
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Despite the emergence of various human-robot collaboration frameworks, most are not sufficiently flexible to adapt to users with
different habits. In this article, a Multimodal Reinforcement Learning Human-Robot Collaboration (MRLC) framework is
proposed. It integrates reinforcement learning into human-robot collaboration and continuously adapts to the user’s habits in the
process of collaboration with the user to achieve the effect of human-robot cointegration. With the user’s multimodal features as
states, the MRLC framework collects the user’s speech through natural language processing and employs it to determine the
reward of the actions made by the robot. Our experiments demonstrate that the MRLC framework can adapt to the user’s habits
after repeated learning and better understand the user’s intention compared to traditional solutions.

1. Introduction

The limitations of “human-centered” or “robot-centered”
robots have become increasingly essential with the ad-
vancement of the theories and applications of natural hu-
man-robot interaction. Regardless of the type of robots,
understanding human intentions is indispensable for
achieving complex human-robot collaboration processes [1].
A well-designed robot should dynamically adapt its behavior
to different tasks and help humans more efficiently and
respond to changes in the environment, humans, and own
state in real time. In our daily life, we often communicate
with others by expressing behavioral intentions [2-4] (such
as gazes, gestures, and actions) to obtain a tacit under-
standing when collaborating with them. These intentions are
frequently expressed through messages such as body lan-
guage, voice, and mannerisms.

Perceiving the information mentioned above is not a
complex problem for robots, and there have been many
related studies making robots more effective in perceiving

people and environments [5]. However, this modal infor-
mation obtained through sensors does not intuitively and
accurately express real human intentions. Using this in-
formation rationally to acquire the exact human intentions is
a popular research field at present.

2. Related Work

2.1.  Human-Robot  Collaboration — and  Intention
Understanding. Many excellent algorithms have emerged in
implementing human-robot collaboration based on inten-
tion understanding. In 2007, Suzuki et al. [6] estimated the
intention of a paraplegic patient using the reaction forces on
the floor while walking and standing. Their conclusions
demonstrated the effectiveness of this approach in sup-
porting the daily life of people with disabilities. In 2013, the
Bayesian model was applied by Wang et al. [7] to estimate
intentions on kinetic models generated in the process of
human motion and recognition intention results were
updated when additional motion data were obtained. In
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2015, Ref. [8] employed manually applied forces and hip
rotations to identify motion intention. Their conclusions
verified that the method was effective in helping older people
with turning assistance. In 2018, a hidden Markov model
was used by Berg et al. [9] to recognize human motion,
allowing robots to better adapt to human behavior and
achieve human-robot synergy on production lines. Refer-
ence [10] utilized brain-computer interfaces (BCls), visual
interfaces, and remote robots to perform “emulated haptic
shared control,” through which a remote proximity per-
ception system was established to achieve human-robot
collaboration and enable tetraplegic patients to interact with
friends and the environment. Reference [11] performed
excellent work in the opposite direction by proposing a
method to interpret robot behavior as intention signals using
natural language sentences, so as to better reveal robot
behaviors and reduce misunderstandings caused by infor-
mation asymmetry. Reference [12] proposed the proactive
incremental learning (PIL) framework that learned the
connection between human gestures and robot actions,
which contributes to efficient human-robot interaction. In
2019, Ref. [13] proposed a cooperative fuzzy impedance
control with embedded safety rules, a method that provides
assistance and safety for human operators in heavy industrial
scenarios. Reference [14] computed the probability distri-
bution of intentions corresponding to each modality and
then output these distributions through a Bayesian approach
to combine independent opinion bases. The results sug-
gested that this approach was better in accuracy and ro-
bustness than a unimodal-based classifier. In 2021, Ref. [15]
achieved intention understanding using a single modality,
gaze. Their study confirmed that gaze enabled more efficient
human-computer collaboration in specific scenarios. In
addition to conventional modalities (such as gesture, gaze,
voice, and action), many studies exploited the information of
less detectable modalities for intention understanding. For
example, Ref. [16] designed a new approach for intention
understanding of upper limb movements using mobile
electroencephalography (EEG) via LSTM-RNN, which
could provide early warning of impending danger to im-
prove the safety of the system. Reference [17] constructed a
projective recurrent neural network to estimate the joint
angular intention of the user during motion using a Hill-
based muscle model. Another interesting approach exploits
the human’s preference to adapt the robot’s behavior based
on the human’s feedback. Reference [18] discussed the
necessity of user preferences in the design of robotic exo-
skeletons. Reference [19] proposed a path-based velocity
planner, which uses the optimization method based on user
pairwise preferences, can classify different paths and adjust
the robot execution velocity more finely.

2.2. Reinforcement Learning. Reinforcement learning, as a
field of artificial intelligence, has made significant progress
since its introduction. An increasing number of human-
robot collaborations use reinforcement learning to handle
their problems. Reference [20] proposed the DQN algorithm
in 2015. The core idea of the DQN algorithm is to use the
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strong fitting property of neural networks to calculate the
score of each action A in the input state S. It tackles the
problem that the Q-Learning algorithm cannot handle
scenarios with large state spaces. DQN takes two neural
network structures of the same architecture: Q_target and
Q_eval. The former intermittently updates the parameter 67,
while the latter updates the parameter 6 in real time. Ad-
ditionally, DQN experience replay saves the experienced
state-action pairs (s, a), the corresponding reward, and next
states in a memory bank, from which previous experiences
randomly selected from the memory bank can be learned
while the DQN is iterating. DDQN [21] is an improved
version of DQN. Although DQN has been revealed to be
effective in many applications, it still has some shortcom-
ings. Since DQN uses the maximum operation to estimate
the reward for the next state, DQN overestimates the Q value
after several iterations. DQN strips the selection of the action
and the evaluation of the action, estimates the best action in
the Q_eval network parameters, and finds the score of the
action in the Q_target network parameters. The authors put
forward theoretical and experimental suggestions that
DDQN effectively eliminates the drawbacks of DQN
overestimation.

In 2019, Ref. [22] adopted the Soft Actor Critic rein-
forcement learning algorithm to build a robotic platform
that the robot is capable of learning cooperative tasks with
people in only 30 minutes without simulation training.
Reference [23] proposed a multirobot path planning al-
gorithm with deep g-learning combined with a convolu-
tional neural network algorithm. Their simulation results
revealed that the robot using this method had flexible and
efficient motion performance in various environments
compared to the traditional method. Reference [24] first
applied deep reinforcement learning to the Urban Search
and Rescue Team. They combined deep reinforcement
learning with the robotic exploration of uncharted terri-
tory, which allowed the robot to explore the location en-
vironment autonomously. Their experiments
demonstrated that the method could shrink victims faster
than other methods. Inspired by Google Deep Mind, Ref.
[25] formatted the collaborative human-robot assembly
workflow as a chessboard. Specifically, the motion selection
on the chessboard was used to simulate the human and
robot decision-making in the human-robot collaborative
assembly workflow. The self-training algorithm based on
reinforcement learning was used for training, and the best
strategy of collaborative human-robot work sequence was
obtained without guidance or domain knowledge beyond
the rules of the game, so as to improve efficiency. Reference
[26] encoded the task and safety-related requirements into
reinforcement learning and applied reinforcement learning
to protect users in the process of human-robot cooperation.
Reference [27] designed a human-centered collaborative
system based on reinforcement learning that adopted
unsupervised end-to-end learning to effectively tackle
uncertainty in human behavior recognition and improve
the behavioral decisions of the robot. In this way, the risks
and benefits achieved by the robot after taking action were
balanced. In 2020, Ref. [28] modeled the complex human-
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computer interaction dynamics and proposed a model-
based reinforcement learning variable impedance control,
which minimizes the human force consumption. In 2021,
Ref. [29] used reinforcement learning on dynamic task
partitioning in assembly tasks with good results. Reference
[30] presented an adaptive training method based on a deep
Q-learning approach. The method treated robots and
humans as agents in an interactive training environment
for learning. Their algorithm addressed how to consider the
dynamics of the time dimension and the stochasticity in the
program sequence when the collaborative assembly was an
industrial task.

Reinforcement learning has demonstrated its pow-
erful role in robotics by enabling robots to learn inde-
pendently [31]. In summary, human-robot collaboration
cannot be separated from the process of intention un-
derstanding. The fusion of multiple modalities has been
discovered to have higher robustness in the correctness of
intention understanding. Most human-robot collabora-
tion frameworks based on intention understanding have
explored an intention understanding paradigm working
for all users to improve the robustness of the algorithm
and the accuracy of intention understanding. However, it
is tough to find a suitable paradigm for all users, as each
user has different habits in expressing their intentions
due to the variability among individuals. It is a problem
that needs to be solved to make the robots work efficiently
with various users.

To this end, a multimodal human-robot collaboration
(MRLC) framework based on reinforcement learning is
proposed in this article. MRLC is divided into two parts. The
first part is the intention understanding process based on the
deep reinforcement learning algorithm (DDQN) [21], which
adapts to the habits of individuals through iterative training
and forms habit rules for each user. Hence, our collaboration
framework can eliminate the issues of inconsistent collab-
oration when facing users with different habits in traditional
human-robot collaboration. The second part is the task
assignment process. Through the first part of intention
understanding, the robot understands “what the user wants
to do” and then MRLC assigns tasks to the robot to col-
laborate with the user.

This article has three main contributions:

(1) The MRLC human-robot collaboration framework is
proposed. Reinforcement learning is adopted for
intention recognition to make the human-robot
collaboration framework more robust to different
users.

(2) The MRLC framework uses a reward function in-
corporating natural language processing, which
maintains the user experience during robot’s
learning process.

(3) The MRLC human-robot collaboration framework is

successfully applied to a scenario where humans and
robots work together to build a Jenga tower.

A human-robot collaboration scenario is designed for
building the Jenga tower to verify the feasibility of our

proposed collaboration framework. In this scenario, the
robot needs to consider the state of the Jenga tower and
user’s intention to achieve dynamic collaboration among the
robot, Jenga tower, and user.

3. Materials and Methods

3.1. MRLC Structure. Existing human-robot collaboration
frameworks mainly use a unified paradigm to observe user’s
characteristics to achieve intention understanding and human-
robot collaboration. In contrast, the MRLC framework has the
following features. (1) MRLC is capable of adapting to each
user’s behavioral habits rather than applying a uniform par-
adigm to every user. (2) It enables a three-way interaction
between robot and user, user and environment, and robot and
environment. The structure of MRLC is illustrated in Figure 1.
The main goal of MRLC is to allow the robot to learn user’s
behavioral habits, to recognize user’s intentions, and to assign
tasks to the user’s following different intentions. It guarantees
that the robot can perform human-robot collaboration tasks
dynamically and safely.

The MRLC framework is divided into two main modules:
multimodal intention understanding module and task assign-
ment module. First, the robot collects the characteristics of user’s
three modalities and learns user’s behavioral habits through
reinforcement learning to obtain user’s behavioral intention.
After user’s intention is obtained, the robot enters the task
assignment phase, in which the robot’s action sequence is
specified based on user’s behavior. Then, the robot starts to
interact with the environment and the user.

3.2. Multimodal Intention Understanding Based on Rein-
forcement Learning. The MRLC framework contains a novel
multimodal reinforcement learning intention understanding
algorithm. The core idea is to learn users’ behavioral habits
through deep reinforcement learning in iterative iterations, so as
to eliminate errors induced by differences in behavioral habits of
different users and to achieve a more robust intention
understanding.

Figure 2 illustrates the architecture of the multimodal
reinforcement learning intention understanding algorithm. It is
divided into three stages: (1) extraction of user multimodal
features. The data obtained from the sensors first go through
three subclassifiers to obtain the classification results of m1, m2,
and m3. The user modal data are finally converted into a 3D
vector s = [m1, m2, m3]; (2) the extracted user features are used
as state inputs to fit the scores under each intention outcome;
(3) calculation of the optimal operation corresponding to the
user intention according to the optimization objective by
equation (1), followed by the analysis of the user’s linguistic
teedback using NLP to obtain the user satisfaction S,, which is
learned iteratively as part of the reward:

i =maxQ(s,I; 0), (1)

where s represents the user’s features, i represents the best
intention at moment, I represents intentions spaces, Q
represents the value of each intention calculated using the
q_eval neural network, and 0 represents the parameter of the
q_eval neural network:
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Figure 1: The structure of MRLC.
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FIGURE 2: Multimodal reinforcement learning intention understanding algorithm architecture. s represents the user’s features, s’ represents
the user’s features next time, i represents the result of intention understanding, and i’ represents the result of intention understanding next

time.

3.3. User Multimodal Feature Extraction. The user’s be-
havioral characteristics are defined as autonomous, natural
movements (such as gestures and speeches) made during
human-robot collaboration.

Three sensors are arranged to implement the user’s
input in three modalities: speech, body gesture, and hand
gesture. In our work, a stable and efficient data pro-
cessing method is selected to process the data obtained
from the sensors. Regarding speech modality, the user’s
speeches are converted into text and classified into seven
categories by combining keyword recognition. Another
interesting approach is the use of pointing to achieve
natural human-computer interaction. There has been a
lot of outstanding work [32, 33] on their methods to
detect user pointing accurately. However, considering
the complexity of the system, we do not apply these
results in our system. The category numbers

corresponding to the speech keywords are listed in Ta-
ble 1. Concerning body gesture modality, KinectGesture
in KinectV2 is adopted to implement the recognition of
four types of static user body gestures. With respect to
hand gesture modalities, efficientnetV2 is employed to
implement five types of hand gesture recognition. All the
body gestures and hand gestures that can be detected are
exhibited in Figures 3 and 4.

3.4. Reward Functions Based on Natural Language Processing.
In the process of human-robot collaboration, it is tricky to
determine an appropriate reward function while ensuring
the user experience. The robot needs to know whether its
behavior is correct during the learning process. Telling the
robot whether the behavior is correct every time by manual
input would cut off the user experience.



Computational Intelligence and Neuroscience

TaBLE 1: User’s keywords and category numbers.

Keywords

Category numbers

Stop

Take a block

Put the block on
Hand me the block
Take the block

Put the block aside
There is your block

NN U W~

FIGURE 3: User’s body gesture. (a) Cross arms; (b) point to the unplaced pile of blocks; (c) point to the built Jenga tower; (d) raise your hand

in a small increment.

()

FIGURE 4: User’s hand gestures. (a) Fingers bent slightly upward; (b) fingers bent slightly downward; (c) open palm; (d) index finger up; (e)

pick up a block.

Therefore, natural language processing techniques are uti-
lized to collect users’ evaluations: NLP (feedback speeches).
With the snownlp module, speech emotion analysis is per-
formed on the speech collected by the microphone. The result of
NLP (feedback_speeches) is between 0 and 1 and is judged as
positive feedback when the result is higher than 0.5. The in-
tention is understood correctly when the user’s evaluation is
positive (such as “good job”). Notably, if the user does not give
any feedback, we believe the user’s tacit approval of the behavior
and regard it as positive feedback:

{ 10, NLP (feedback_speeches) > 0.5 or nonexistent,
- 10, NLP (feedback_speeches) < 0.5.
(2)

3.5. Multimodal Reinforcement Learning Intention Under-
standing Algorithm Network Structure. The multimodal re-
inforcement learning intention understanding algorithm
proposed in this article has two neural networks with the
same structure: q_target and q_eval [21], both of which
consist of two fully connected layers /1 and 2. Among them,
I1 consists of 50 neurons. The multimodal reinforcement
learning intention understanding algorithm also adopts a
memory bank to store the previously learned results and
implement the offline learning. The input to q_eval is the
user features s, which are also the results of the three
subclassifiers. q_eval first fits the user features s using
random weights to derive a score for each state. The in-
tention with the highest score is selected as the best result for



output. After the user gives feedback, the reward value R is
derived according to the reward function (2). Then, the sum
of current rewards and expected future rewards y’ is cal-
culated by the following equation:

y' =R+ y=*max,Q(s’, max;Q(s', I;6)); 6, (3)

where y represents the decay factor of future reward, 0
represents the parameter of q_eval net, 6~ represents the
parameter of q_target net, R represents the current reward, s’
designates the multimodal input at the next intention un-
derstanding, and I represents the intentions spaces.

Since the update frequencies of q_target and q_eval are
different, the following loss function can be obtained by
using Temporal-Difference (TD).

Loss = (y' = Q(s,i; 0))2, (4)

where s denotes the multimodal input and i represents the
result of intention understanding.

3.6. Task Assignment. In the previous section, the user’s
intention has been derived based on the multimodal rein-
forcement learning intention understanding algorithm. In
this section, task assignment is performed based on the
intention.

The MRLC framework uses a top-down, progressively
refined dynamic task assignment approach as illustrated in
Figure 5. Specifically, a database M(intention, task) of in-
tentions and subtasks, and a database M(subtask, motion) of
subtasks and actions are constructed. The final task is
progressively refined to all pending action sequences
Motion.

A reasonable task assignment module can dynamically
assign tasks to the robot based on the user’s behavior instead
of rigidly specifying the tasks that the robot needs to be
responsible for. Under the concept of sets in mathematics, all
tasks are considered a full set Motion. The tasks that the user
has completed are a subset Motion,.,. Then, the tasks that
the robot needs to be responsible for are the complement of
Motione, where Motion, o = Motion — Motion.,. This
approach allows the MRLC framework to achieve dynamic
task assignments to further increase the flexibility of col-
laboration. Additionally, the MRLC framework can be easily
applied to other collaboration scenarios by modifying the
two databases.

For example, if Motion,., is {“user picks up a block”}
and Motion is {“user picks up a block”, “robot moves to-
wards user’s hand”, “robot grabs the block in user’s hand™},
then Motion,,po; is {“robot moves towards user’s hand”,
“robot grabs the block in user’s hand”}.

3.7. Algorithm Analysis. Based on the above research ideas
and the MRLC architecture diagram in Figure 1, a specific
description of the MRLC architecture algorithm1 is pre-
sented as follows.

The MRLC framework aims to eliminate the bias in
collaboration effectiveness caused by the variability of in-
dividual user habits. Multimodal reinforcement learning
intention understanding methods are employed to learn
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each user’s habits and thus weaken the impact of individual
differences. One of the crucial metrics to evaluate the ef-
fectiveness of the MRLC framework is the correct rate of
intention understanding, which is the core of the MRLC
framework’s ability to adapt to different user habits.

When a new user tries to collaborate with the robot for
the first time in our human-robot collaboration scenario, the
multimodal reinforcement learning intention understand-
ing algorithm is set up to first sense the three modal in-
formation of the user and use it as input to predict the user’s
intention and perform task assignment; besides, the pa-
rameters of the algorithm are adjusted relying on the
feedback given by the user; in this way, the issue of how to
make the robot learn the user’s habits is theoretically
overcome. With an increase in the number of learning times,
the multimodal reinforcement learning intention under-
standing algorithm gradually converges. The intention un-
derstanding becomes more effective, suggesting that the
MRLC framework learns the user’s habits.

The MRLC framework implements the perception of
different modal data through an efficient subclassifier, in-
stead of feeding the collected basic information directly into
the deep reinforcement learning neural network to ensure
real-time collaboration. The multimodal reinforcement
learning intention understanding algorithm only needs to
process a three-dimensional matrix representing multi-
modal information, which contributes to a significant de-
crease in the time complexity and ensure the real-time
performance of the algorithm.

The MRLC framework theoretically addresses the issue
presented in this article: how can robots still maintain ef-
ficient collaboration facing users with different habits?

4. Experimental Results and Analysis

4.1. Experimental Scenes. Our human-robot collaboration
scenario is shown in Figure 6, which consists of the Xarm 7-
axis mechanical arm, mechanical gripper AG-95, two RGB
cameras, and an RGB-D camera, where two RGB cameras
are used to detect the status of the Jenga tower. The com-
puter’s CPU, GPU, and RAM are 17-10875H, RTX2060, and
16G, respectively. Furthermore, microphones and an RGB-
D camera are employed to capture the user’s speeches, body
gestures, and hand gestures.

4.2. Experimental Scenes. Ten experimenters, including six
males and four females, with an average age of 25 years were
invited to participate in the experiment. They had never been
exposed to similar human-robot collaboration scenarios
before. Before the experiment, we informed the experi-
menters about the modalities that the robot could perceive
some specific modal data, such as specific hand gestures and
keywords.

The task of human-robot collaboration is to establish
Jenga tower rather than playing Jenga game. Six categories of
intentions are set. Table 2 lists all intentions and the cor-
responding numbers.



Computational Intelligence and Neuroscience

Final Task:

Build Jenga tower

l

Intentions:

» The robot hands a block to the user, The
robot takes the block from the user.....

intention-
subtask

subtasks:

Take a block to the user, place a block
for the block tower.....

subtask-
motion

motions:

User: Extend hand, point to block tower, hand robot blocks......
Robot: move towards user’s hand, pick up a block, put the picked up block into the

block tower......

Fi1GURE 5: Task assignment process.

gestures), replace_ iter
Output: Motion,gpor.
While not finishing final_task do:
s « Sub_classifiers
With probability € to select a random intention i

Motion « M(subtask, motion)

Calculate Reward r; according to equation (2)
M« (s, i, 1, s") batch_memory « random choice (M)
If s means the end of collaboration:
yer
Else:
Use equation (3) to calculate y’
Use equation (4) to calculate loss
Minimize loss
If (episode > replace_ iter):
00
End

Input: User_speeches, User_body gestures, User_hand gestures, final_task, M(I, subtask), M(subtask, motion)
Initialize: NLP, sub_classifier, memory M, episode<—0, load 6, Sub_classifier (User_speeches, User_body gestures, User_hand

Otherwise use equation (1) to calculate i subtask « M(i, subtask)

Motion,oper <— Motion — Motion,g, 7 <— NLP (feedback_speech)
/Is' is the next behavior feature of User after robot executes Motion,opor
s' « Sub_classifiers after Robote executes (Motion,qpo)

ALGoriTHM 1: MRLC Multimodal Reinforcement Learning Cooperation

A complete collaborative process is recorded, as
exhibited in Figure 7. The robot and the user are in a face-to-
face position, and the unplaced Jenga blocks are stacked on
the side of the robot where the robot can easily clip them.

4.3. Experiment Procedure

4.3.1. The Differences in User Habits When Expressing
Intentions. It is necessary to demonstrate the differences in
expression habits of different users when expressing the same

intention. Thus, a questionnaire was distributed to the ex-
perimenters before the formal experiment to verify the
specific modal categories used by each experimenter in
expressing the same intention, in which we marked the
specific body gestures, hand gestures, and keywords in Section
3.2.1. The table of the questionnaire is provided in Table 3.

4.3.2. The Success Rate of Human-Robot Collaboration.
In this section, the experiment is performed on the rela-
tionship between the success rate of human-robot
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RGB-D camera

Unplaced

Jenga blocks

FIGURE 6: Schematic diagram of the experimental scene.

TaBLE 2: Intentions and numbers.

Intentions

Numbers

The robot stops immediately

Robot takes a block and gives it to the user

Robot actively picks up a block

The robot takes the blocks from the user
Putting aside the blocks that the robot clips up
Put the blocks that the robot clips up onto the Jenga tower

1

QN Ul B W

(b) (© (d)

FIGURE 7: A typical human-robot collaboration process. (a) The user makes an act of pointing to an unplaced block and speaks the speech
keyword “put the block on”; (b) the multimodal reinforcement learning intention understanding algorithm derives the user’s intention: the
robot actively picks up the blocks; (c) the user gives the speech evaluation: “That is it” NLP evaluates this feedback to be positive; (d) the
robot is reset, and the reinforcement learning learns the user’s habit and the round of collaboration ends.

TaBLE 3: The questionnaire.

Intentions

Body gestures that can express the
intention (if none, fill in 0)

Hand gestures that can express that
intention (if none, fill in 0)

Keywords that can express the
intention (if none, fill in 0)

The robot stops immediately

The robot takes a block and gives it to
the user

The robot actively picks up a block
The robot takes the block from the
user

Put aside the block that the robot
clips up

Put the blocks that the robot clips up
onto the Jenga tower
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collaboration and learning times, as well as the success rate
of human-robot collaboration in the MRLC framework for
new users with different habits.

To explore the relationship between the success rate of
human-robot collaboration, ten people are divided into five
groups: Al, A2, A3, A4, and A5; we limit the number of
times the robot learns to 200, 400, 600, 800, and 1000 for the
Al, A2, A3, A4, and A5. At the end of the learning phase, the
experimenter performs 100 tests using the learned param-
eters 0. The user feedback is positive as a successful human-
robot collaboration. Moreover, the success rate of human-
robot collaboration for each group is recorded.

Equation (5) is used to calculate the success rate of
human-robot collaboration:

_ county
~ 100

Acc ) (5)
where county indicates the number of successful human-
robot collaborations during the test.

To explore the success rate of human-robot collaboration,
ten people are divided into groups B and C, with two people in
group B and eight people in group C. The experimenters in
group B are divided into B1 and B2, with one experimenter in
each group; the experimenters in group C are divided into C1,
C2, C3, and C4, with two experimenters in each group. First, the
robot learns the habits of the experimenters in group B 800
times, and then, we switch the users to the experimenters in
group C. The experimenters in group Cl perform 100 tests
without learning; the experimenters in group C2 perform 100
tests after 400 times of learning; the experimenters in group C3
perform 100 tests after 600 times of learning; and the experi-
menters in group C4 perform 100 tests after 800 times of
learning. This process is adopted to simulate the robot’s per-
formance in an actual situation when it is confronted with a new
user with different habits.

4.3.3. Comparison of Multimodal Reinforcement Learning
Intention Understanding Algorithms with Naive Bayesian
Intention Understanding Algorithms. The core of the MRLC
framework lies in the multimodal reinforcement learning
intentional understanding algorithm, by which the MRLC
framework can learn the user’s habits. Therefore, the mul-
timodal reinforcement learning comprehension algorithm is
compared with the classical traditional intention intentional
understanding algorithm (the naive Bayes intention un-
derstanding algorithm) in this section. Bayesian decision
formula (6) is employed to calculate the probability of each
intention when the user expresses the intention, and the
intention with the highest probability is taken as the final
result:
M
WX = NP(XWJ)P(“’J') _ Nszin(kuwj)P(wj)
! Zn:lP(X|wn)P(wn) Zn:lHk:lP(xk|wn)P(wn)’
(6)
where w; represents the results of intention understanding,

and X refers to the user input multimodal data matrix, and
X represents the kth component of X.

Meanwhile, the MRLC framework was used to let the
robot learn the user’s habit from scratch. Ten experimenters
were divided into five groups: D1, D2, D3, D4, and D5, each
group of two. One experimenter User #1 was randomly
selected from each group to collaborate with the robot using
the multimodal reinforcement learning intention under-
standing algorithm. Starting from a learning count of 300,
the robot paused learning every 200 times and tested the
accuracy of the multimodal reinforcement learning inten-
tion understanding algorithm and the naive Bayes intention
understanding algorithm 100 times, for a total of three times.
After the 700 learning of User #1 was finished, the robot was
replaced by another experimenter from the same group,
User #2, to collaborate with the robot. This process stim-
ulated the realization of a real scenario where the robot is
confronted with a new user with different habits. The second
experimenter was the same as the first one, starting from the
300th learning, pausing learning every 200 times, and
performing 100 tests, for a total of three tests.

4.3.4. Evaluating MRLC with Human Factors. The degree of
success of human-robot collaboration depends on the joint
consideration of the robot factor (RF) and the human factor
(HF) [34]. The experiment mentioned above is an evaluation
of the robot factor. Therefore, this section uses four human
factors indicators to evaluate the MRLC qualitatively. The
four indicators are trust, anxiety, safety perception, and
fatigue [34]. The score interval of each indicator is [1-10],
and the lower score means the worse performance under the
indicator, 0 means very poor, and 10 means very good. We
collected the subjective feelings of all experimenters during
the experiment through a questionnaire. It should be noted
that during this experiment, we collected the subjective
feelings of experimenters after MRLC fully learned the
experimenter’s habits.

4.4. Experiment Results

4.4.1. Differences in User Habits When Expressing Intentions.
The data collected from the questionnaires in Section 4.3.1
were organized in the heat map (Figure 8), with a total of 10
questionnaires received. The maximum number of identical
expressions in the same modality was recorded under the
same intention. For example, in intention #1, if 7 ques-
tionnaires were selected to use one outcome under the
modality of body gestures, the value for that position was 7.

Figure 8 reveals that users can reach a consensus on
expression habits for specific intentions. For instance, the
number of experimenters who choose to use the same ex-
pression reaches 8-9 in intention #1, implying that most
users tend to express intentions in the same expression.

However, the expression habits vary significantly among
users for some intentions, such as intention #6 and intention
#3. Since traditional intention understanding algorithms,
such as SVM and naive Bayes, aim at demonstrating cor-
relations between modal data and intentions, this phe-
nomenon can tremendously degrade the performance of
traditional intention understanding algorithms.
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F1Gure 8: Maximum number of identical expressions with the same
intention in the same modality.

4.4.2. Human-Robot Collaboration Success Rate. The data
during the experiment are recorded in Table 4, involving the
number of failed MRLC algorithm human-robot collabo-
ration trials for individual experimenter of each group.
Furthermore, each group’s success rate of human-robot
collaboration is plotted in Figure 9.

As observed in Table 4, the failure number of human-
robot collaboration gradually decreases as learning times
increase when learning times are between 400 and 850. The
result reflects that the robot is gradually learning the user
User #2’s habits. Meanwhile, the intention understanding is
gradually becoming more accurate. However, the failure
number of human-robot collaboration increases when
learning times rise to 1000. The principal reason is that the
overfitting of the MRLC algorithm leads to a decrease in the
effectiveness of human-robot collaboration.

A similar conclusion can be drawn from Figure 9. The
success rate of human-robot collaboration in groups A1, A2,
A3, and A4 rises and finally reaches 92%. The human-robot
collaboration system achieves acceptable levels.

Table 5 presents the change in the failure number of
human-robot collaboration with learning after changing
experimenters with different C groups of habits.

Table 5 and Figure 10 demonstrate a significant decrease
in the success rate of human-robot collaboration when the
robot faces a user with different habits. In other words, the
robot cannot effectively understand the user’s intention
when facing a new user, which is consistent with our ex-
pectation. The success rate of human-robot collaboration
increases as learning times increase in the interval of 400 to
800 times of learning, which suggesting that the robot is
continuously adapting to new user’s habits. The robot
reaches a success rate of 93% after 800 times of learning.

As revealed in the previous experiment, the success rate
of human-robot collaboration decreases to a specific level
when the number of learning times reaches 1000, which is
ascribed to the overfitting of MRLC.

This experiment implies that the MRLC framework is
malleable and achieves a success rate of more than 90% after
hundreds of learning times for a new user’s habit.
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TaBLE 4: Number of failures for different experimenters’ human-
robot collaboration results.

Times of learning/group User #1 User #2
400/A1 30 21
550/A2 13 16
700/A3 12 13
850/A4 9 7
1000/A5 20 17
100.00
95.00
90.00
S
= 85.00
§ 80.00
S 75.00
3
70.00
65.00
60.00
400 550 700 850 1000
|+ success rate[  74.50% 85.50% 87.50% 92% 81.50%

times of learning

FIGURE 9: Success rate with the change in learning times.

TaBLE 5: The failure numbers of human-robot collaboration with
the change in learning times when facing new users.

Times of learning/Group User #1 User #2
0/C1 75.5 78
400/C2 27 21.5
600/C3 21 19
800/C4 8.5 6
1000/C5 17 11.5
120.00
100.00
£ 80.00
§ 60.00
g 40.00
20.00
0.00
0 400 600 800 1000

success rate

23.25% 75.75% 80% 92.75% 85.75%

times of learning

FIGURE 10: Variation in the human-robot collaboration success rate
with the change in learning times when facing new users.

4.4.3. Comparison of Multimodal Reinforcement Learning
Intention Understanding Algorithms with Naive Bayesian
Intention Understanding Algorithms. As illustrated in Fig-
ure 11, the multimodal reinforcement learning intention un-
derstanding algorithm achieves 63.2% accuracy of correct
intention understanding after 300 times of learning, which is
9.2% lower than the naive Bayes algorithm. However, after 500
times of learning, the multimodal reinforcement learning in-
tention understanding algorithm reaches 84.2% accuracy of
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FIGURE 12: Human factors questionnaire results. (a) Trust; (b) anxiety; (c) safety perception; (d) fatigue.
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intention recognition compared to the other method, with
14.3% performance improvement. The performance difference
reaches 16.5% after 700 times of learning.

After changing experimenter User #2, the accuracy of the
multimodal reinforcement learning intention understand-
ing algorithm decreases to 52.6% which is lower than 69.7%
accuracy of the naive Bayes algorithm. This is induced by the
difference in habits between the experimenters. With the
increasing learning times, 90.7% accuracy is reached after
700 times of learning, which is significantly higher than
64.3% accuracy of the naive Bayes algorithm.

This experiment demonstrates that the multimodal re-
inforcement learning intention understanding algorithm
eliminates the inconsistent performance of traditional in-
tention understanding algorithms for different users by
providing accuracy over 90% after enough times of learning.

4.4.4. Evaluating MRLC with Human Factors. Ten ques-
tionnaires are collected in this article. Figure 12 illustrates the
results of the assessment of human factors indicators for both
frameworks. In the indicator of “trust,” MRLC performed
significantly better, and most of the experimenters felt that the
MRLC collaboration framework brought them more trust.
There is not much difference between the two on “anxiety,”
with MRLC performing slightly better and a significant portion
of the experimenters scoring within 2 points. Neither a col-
laborative framework was effective in reducing user anxiety
with the robot. Similar conclusions are found for the two
indicators of safety perception and fatigue. Considering the
differences between the experimenters and the resulting errors,
there is no significant difference between the two algorithms.

5. Conclusion

Most of the traditional human-robot collaboration frame-
works specify the process of human-robot collaboration,
which corresponds to the user’s instructions and the robot’s
actions.

The MRLC framework has the following advantages over
traditional human-robot collaboration frameworks: (1)
greater flexibility and higher adaptability. The multimodal
reinforcement learning intention understanding algorithm
achieves intention understanding in human-robot collab-
oration and thus solves the problem that the efficiency of
traditional human-robot collaboration frameworks de-
creases when facing different user habits. (2) Stronger re-
usability. The MRLC framework can be easily applied to
other human-robot collaboration scenarios. With the ad-
dition of reinforcement learning algorithms, users do not
need to make an extra effort on editing the rules of human-
robot collaboration. Concurrently, users can directly modify
the database between layers to achieve dynamic human-
robot task assignments owing to the hierarchical design of
the task assignment module.

The experiments suggest that the success rate of col-
laboration in the MRLC framework reaches more than 90%
after many times of learning, which improves over 10%
compared with the traditional algorithm.
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In our experiments, users are required to learn more
than 800 times to achieve an excellent synergistic effect.
Since the MRLC framework is based on deep reinforcement
learning, it also inherits the shortcomings of deep rein-
forcement learning algorithms, such as slow convergence.

Therefore, the issues of slow learning speed and slow
convergence of the MRLC framework should be overcome
in the following research.
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The human-computer interaction has become inevitable in digital world. HCI helps humans to incorporate technology to resolve even
their day-to-day problems. The main objective of the paper is to utilize HCI in Intelligent Transportation Systems. In India, the most
common and convenient mode of transportation is the buses. Every state government provides the bus transportation facility to all routes
at an affordable cost. The main difficulty faced by the passengers (humans) is lack of information about bus numbers available for the
particular route and Estimated Time of Arrival (ETA) of the buses. There may be different reasons for the bus delay. These include heavy
traffic, breakdowns, and bad weather conditions. The passengers waiting in the bus stops are neither aware of the delay nor the bus arrival
time. These issues can be resolved by providing an HCI-based web/mobile application for the passengers to track their bus locations in real
time. They can also check the Estimated Time of Arrival (ETA) of a particular bus, calculated using machine learning techniques by
considering the impacts of environmental dynamics, and other factors like traffic density and weather conditions and track their bus
locations in real time. This can be achieved by developing a real-time bus management system for the benefit of passengers, bus drivers,
and bus managers. This system can effectively address the problems related to bus timing transparency and arrival time forecasting. The
buses are equipped with real-time vehicle tracking module containing Raspberry Pi, GPS, and GSM. The traffic density in the current
location of the bus and weather data are some of the factors used for the ETA prediction using the Support Vector Regression algorithm.
The model showed RMSE of 27 seconds when tested. The model is performing well when compared with other models.

1. Introduction

Human-computer interaction is generally defined as “the
science concerned with designing effective interaction be-
tween users and computers and the construction of interfaces
that support this interaction.” The digital transformation has
made computers inseparable from human life. Humans are
dependent on digital gadgets like mobile phones, tablets,
laptops, and so on to complete their day-to-day tasks. The
increase in demand for human-computer interaction has

opened a wide scope of research in recent years. In terms of
computer programming, many front end frameworks have
been introduced to develop user-friendly mobile- or web-
based applications. These applications help humans to sim-
plify their regular tasks like paying bills, buying groceries or
medicines, booking cabs, and so on. Another advantage is that
even users with no technical background can also use these
applications for their needs [1].

In India, the most used and convenient mode of
transportation is the buses. Though this is the most used
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transportation, its travelers do not know the information like
what the arrival time and the exact routes and available bus
in the route. Passengers are supposed to wait for an in-
definite time not knowing about the bus they are waiting for
and information regarding the bus. Because of lack of real-
time information regarding bus location, route, and traffic
information, it is hard for managing the bus services for
drivers, travelers, bus managers, and policy makers. To
address the problems faced by the bus user’s bus managers
and policy makers, an Intelligent Transportation framework
is proposed [2]. Initially, a data collection module that
collects information about routes, timestamp, real-time bus
location, traffic information, and weather information is
created. Once the data collection module is developed, by
using Artificial Intelligence techniques, various useful pat-
terns such as trip duration, arrival time, trip duration, transit
pattern, bus scheduling, traffic management, and so on can
be identified. All the possible information regarding the
transportation is made transparent for the benefit of bus
users, bus managers, bus drivers, and policy makers to keep
informed about a trip. By developing such a transparent
system, it is possible to reduce various problems, such as
traffic congestion, waiting time, transit problem, scheduling
problems, and so on. The main objective of this project is to
develop a real-time bus management system using Artificial
Intelligence for the benefit of bus users, bus drivers and bus
managers which can effectively address the problems related
to bus information system transparency [3].

The ITS application specifically aimed to develop for the
Indian transportation system, as an easily accessible tool
with various options for passengers, bus managers, and
policy makers. Despite the availability of ITS applications,
there are very few trial versions of transportation applica-
tions for traffic monitoring available and no specific tool
combining all the tasks of ITS. An initiation is needed to
develop a project combining all aspects of ITS in India [4]. If
the idea of ITS is implemented, major problem of traffic
congestion can be reduced in a considerable manner. Re-
gardless in the developed countries, India needs ITS in-
frastructure development to tackle the upcoming
technological advancements in ITS. India is land of various
languages with several cultural practices. Proper information
regarding the public transportation in all the states should be
developed so that people traveling to a different city from
their native city can use that information for their mobility.
Because of the lack of public transportation information,
travelers are facing lots of difficulties while traveling from
one place to another. Peoples can be easily fooled by the false
information conveyed to them by unknown authorities. So,
an authentic public transportation information delivery
system should be developed. This information will be more
useful for passengers traveling in any part of the nation
irrespective of their language barrier. As a first step, a data
collection framework that collects all possible information
from public vehicles, road and traffic scenario is required to
develop an ITS system, which can provide transparent data
about vehicle patterns to the bus managers, passengers, and
policy makers so that it could be useful for planning, making
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smart decisions, efficient management, and providing so-
phisticated public vehicle usage.

“Estimated Time of Arrival” (ETA) refers to the amount
of time taken by a vehicle to reach its destination. It is a
transportation concept that refers to the length of time it
takes for any vehicle like bus, ship, helicopter, or emergency
service to arrive at its destination [5]. ETA is commonly used
to inform travelers about remaining time available before a
certain mode of transportation reaches a particular desti-
nation. This paper proposes a real-time bus management
system that use HCI-based web and mobile application to
remind passengers about the estimated bus arrival time at
their destination, considering various factors like traffic jams
and weather conditions. In addition to ETA, this system also
provides a list of all bus stops for a given bus.

Our contribution for this manuscript is listed below.

(i) We established Intelligent Transportation System to
collect, analyze, and identify patterns in the Indian
transportation for the benefit of passengers, bus
managers, and policy makers.

(ii) We developed Information and Communication
technology-enabled bus management system with
advanced information processing system.

(iii) We have created modules to track and display the
movement of vehicles in real time under the in-
fluence of various factors, such as traffic, weather,
and time parameters.

(iv) We have recorded the daily trips and the routes
including speed and traffic information with
movements of vehicles in a series of topographical
zones—geofencing.

(v) We have developed module to deliver information
regarding routes, arrival time, trip duration, traffic
information, and transit patterns to the passengers.

The rest of the paper is organized as follows. The research
papers related to this field are discussed in Section 2. The
hardware and the software requirements are discussed in
Section 3. The algorithm implemented in the paper is
explained in Section 4. The implemented model is compared
with other models and necessary illustrations are made in
Section 5. The results and the scope for further research are
discussed in Section 6.

2. Related Work

The Framework Program for Research, Technological De-
velopment and Innovation (DESMI 2008) of the Cyprus
Research Promotion Foundation focuses more on Event-
Based Bus Monitoring System (EBM) [6]. Specifically, the
focus is on reducing contact signals in order to produce an
acceptable result. Bus arrival times are meticulously tracked.
EBM’s findings indicate that it hires just 3.5 percent of the
overall volume of signaling communications, bringing it
down to a manageable level to a major degree.

M-ESB is a multisensor data collection and sharing
interface for a handheld sensor grid and router that feeds
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into a remote data cloud. It also introduces a new network
business model in which the public bus company acts as a
Virtual Mobile Service provider. The use of WSN technology
as a method for managing traffic signals between Johan-
nesburg and Pretoria is defined in Vehicle Traffic Moni-
toring Using Wireless Sensor Network in South Africa.
Furthermore, RFID scanners are used in the system to detect
congested areas and warn the traffic officer at the Traffic
Monitoring System. The authors presented an integrated
system [7] that monitors the current position of the bus/
vehicle and indicates the actual position to the regular user,
as well as alerting the regular user of any catastrophic event
that may cause a natural slowdown during traveling [8]. This
information about the bus’s approach is stored on a back-
end server, and commuters are informed of this information
through a mobile application, allowing them to choose an
alternative direction [9]. This device infers that the main
emphasis is on the position of the buses and the potential
delays due to any disaster [10].

Ingle [11] proposed a system aiming to develop a low-
cost solution for helping the passengers obtain the infor-
mation related to their buses and journeys by considering
live bus location tracking, showing seating capacity, showing
maximum number of standing passengers allowed in the
bus, displaying number of passengers currently traveling in
the bus, and calculating Estimated Time of Arrival as es-
sential features of the system. The information about the bus
fares from one place to another was also provided in the
application. The Silver Cloud Real-Time GPS tracker was
used in the system for tracking live location of the bus. The
data were sent from the GPS tracker to the database through
HTTP using POST method. The user interface was provided
as a web application developed using JavaScript, MySQL,
and Google Map APIs [12].

The designed methodology decreases the time that dif-
ferent users would wait for a bus. The bus can be tracked at
any time and from any place using a device. All current data
is saved on the server and accessed by remote users via a
web-based application. This method allows users to get
details directly displayed on a Google Map in a more user-
friendly manner [13].

A smartphone application is used to monitor nearby
vehicles and to send updates about them [14]. People can
schedule their journeys and travel choices based on the
proximity of bus stops [15]. It was introduced in order to
change people’s commuting decisions by taking into account
the “Best Transport Division.” [16]. The android application
contains necessary details of the vehicle [17].

Luo et al. [18] proposed a framework based on IoT for
public transport system integrating the bus, subway, and
shared taxi, with their scheduling problems for proving
better transfer solutions; additionally, methods are proposed
for predicting the transport flow based on periodic patterns
mining utilizing the passenger flow analysis and road flow
analysis. A decision support system and mathematical model
based evolutionary computation algorithm were used for
dynamic bus scheduling and controlling problems. This [oT-
based system can assist the passengers to utilize the trans-
portation systems effectively and can reduce the travel time.

Chavhan et al. proposed an Internet of Things-based
Intelligent PTS (IoT-IPTS) in a metropolitan region [19].
IoT is utilized to interconnect transportation elements, like
vehicles, routes (sensors), commuters (cell phones), and side
of the road units in a metropolitan territory. The IoT gives
consistent connectivity between various networking systems
at whatever point the passengers or vehicles move starting
from one area to the next area. Subsequently, IoT gives the
reasonable and consistent public transportation adminis-
trations in the metropolitan territory. Moreover, context
data of transportation elements, for example, condition of
routes, traffic congestion, number of routes accessible, ve-
hicles movement pattern, and mobility, are stored in the
cloud. The stored data in cloud alongside the IoTs are uti-
lized to locate the significant routes, alternative modes,
arrival time, departure time, transit planning, and many
more for giving public transportation administrations in a
metropolitan zone.

Chavhan et al. proposed dynamic vehicle allotment
framework for public transportation using Emergent In-
telligence (EI) strategy in a metropolitan zone. Also, the EI
method’s ability for tackling public vehicle framework issues
is illustrated. EI method keeps up recorded data, commuters’
appearance rates, availability of resources, and deficit in
resources; an EI strategy is used to gather, investigate, share,
and ideally assign transport resources adequately [20].

Treethidtaphat et al. utilize GPS information from a
public transportation line for bus to build up a bus arrival
time forecast at any distance along the considered route [21].
Deep learning is utilized to get high accuracy. The accuracy
of the model is assessed by real-time BMTA-8 bus transport
information in Bangkok, Thailand, and contrasted the
outcome with ordinary least square regression model. The
result shows that the proposed deep learning model is more
precise than the ordinary least square regression model
around 55% for mean absolute percentage error. This shows
that deep learning could be used as an effective tool for
predicting arrival time [22].

Peilan et al. proposed a prediction strategy using bus
trajectories, considering bus route and road network [23].
Passengers’ multiple trips were accounted for, including
waiting time at multiple points. A deep learning-based
model is developed for multiway travel time prediction.
Various experimental approaches were proposed to validate
the supremacy of considered multiway dataset considered.
Using an offline bus location data, also some studies were
done to predict the bus running time [24]. Based on the
prediction, bus schedules were updated.

Even though some of Intelligent Transportation projects
are implemented in some cities in India, all these projects are
small-scale standalone pilot studies. Even though they are
not of integrated nature, significant efforts that have been
made for employing ITS in various cities are discussed. It is
evident from this scenario that there are several avenues
available for ITS application to flourish, in spite of its
growing popularity among the transport authorities. Also, it
demands a systematic approach. After the ITS application is
implemented at road network level, its complete benefits can
be seen. It cannot be seen at the small scale or corridor level.



On viewing the present transportation context in India,
emergency management, congestion management, ad-
vanced traffic management systems, advanced traveler in-
formation systems, commercial vehicle operations,
advanced vehicle control systems, and so on are the aspects
that require focus, other than the existing ITS applications.

In all these researches, the systems developed did not use
traffic density and weather as factors for influencing the
calculation of arrival time. These two factors are the major
parameters used as input attributes for the machine learning
model to train and predict the Estimated Time of Arrival of
the bus in real time.

3. Methodology

3.1. System Architecture. The major components of the
hardware kit comprise of the following:

(i) Location provider module
(ii) Centralized real-time database
(iii) HCI interface

3.2. Location Provider Module. The location provider
module consists of a GPS module, a GSM/GPRS module,
and an IoT controller like Arduino or Raspberry Pi. Here,
Raspberry Pi is used for quick development and easier
debugging. Figure 1 presents the overall system architecture
and Figure 2 shows the prototype built using the architecture
in Figure 1.

3.3. GPS-Raspberry Pi Configuration. Once the GPS module
is connected to a power source, the module tries to get a
position fix with the help of the antenna that searches for any
nearby satellites to get the current location of the module.
The red led starts to blink once the module gets its location
fix. After getting the location fix, the module starts trans-
mitting location and other data in the form of an interna-
tionally standardized string that is standardized by NMEA
(National Marine Electronics Association). This NMEA
formatted GPS data contains number of NMEA messages
that represents each type of data transmitted by the satellites.
The data is transmitted to the controller module where the
NMEA messages get parsed and processed to actual location
data.

3.4. GSM/GPRS-Raspberry Pi Configuration. Before con-
figuring the GSM/GPRS sim 900 A module with Raspberry
Pi, a sim card with sufficient data should be inserted into the
sim Module. The sim Module has all the functionalities
similar to the features of the mobile phone, like calling,
messaging, using Internet, and so on. These functionalities
are carried out by AT commands that are passed to the sim
Module from the Raspberry Pi controller. These commands
instruct the sim Module to turn on data when connection is
made with the controller. The ground of the Sim 900 A
module is connected to one of the ground pins of Raspberry
Pi. The power source of this module is a 12V DC power
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supply that can be supplied either with a DC adapter charger
to a wall plug or a DC 12V battery.

3.5. Real-Time Database. As the name suggests, a real-time
database works as a state machine, triggering certain events
when the state of the database, more precisely when a data in
the database gets added, updated, or deleted. When the data
gets updated, the database synchronizes the data with the
clients’ local data. In this way, the database sends the
updated data to the client instead of client sending a new
request every time to the database to acquire the updated
data. Google’s Firebase Real-Time database is the perfect
example of this functionality. The database works under the
principle of data synchronization with the clients connected
to the database and the data is stored in a nonrelational
JSON tree. Each data represents a node in the JSON tree and
each node can act as a root node and can have its own tree.
This feature of the real-time database is used in a manner
where the database sends the response to the connected
client whenever the data changes in the database.

3.6. HCI Interface. The client interface is a progressive web
application that is built using Angular]S. The client shows
the current bus stops and the other stops it crossed including
the estimated time of arrival of the bus at each stop. The
interface consists of three components: a map to show the
current bus route and location markers, a side-menu to
choose different bus routes, and a sidebar to see the ETA for
different stops of the current bus.

The client is connected with the real-time database where
the data is synchronized with the client on every update in
the database. The map interface is taken from the Google
Maps API that provides the location markers and the map of
the route of the current bus that is selected. The bus stops are
manually created in the database for each bus called as
waypoints, where each waypoint denotes a bus stop.

3.7. Deployment in Bus. The hardware module shown in
Figure 2 was deployed in a Kongu Engineering college bus,
route number 82. The route 82 has the longest route among
all buses running in the college; the source point is the
college in Perundurai, and the destination is Sankagiri post
office. The route map is shown in Figure 3.

3.8. Control Flow. The data and control stream starts with
the GPS module and ends with the client interface. The
control flow diagram given in Figure 4 helps in determining
how the data flows throughout the modules. Once the GPS
module gets the location fix, it starts sending the NMEA
messages to the Raspberry Pi through the TX pin connected
to one of the GPIO pins of Raspberry Pi. The messages are
read using PyGPIO python library that reads serial data from
the GPIO pins. The controller then parses the NMEA
messages to fetch the respective latitude and longitude co-
ordinates of the current location given by the GPS module.
The parsed location data is sent as a request to a third-party
traffic and weather API that fetches the traffic density and
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FIGURE 1: System architecture.

weather data of that location. The fetched traffic data and
weather data are then processed by the controller and sent to
the real-time database as nonpreprocessed raw data. For the
third-party API, HERE Maps APl is used to get both weather
and traffic data for the location given by the Raspberry Pi
controller. Whenever the vehicle crosses one of the way-
points, the controller computes the average traffic density
between all crossed waypoints and the distance between the
last crossed waypoint and the current way point. The du-
ration between the two waypoints is also taken into account.
These data along with the current waypoint location and the
crossed waypoint location and names of those waypoints
and the time at which the vehicle crossed the last waypoint
with the time at which the vehicle arrived to the current
waypoint makes up for the ML data that is sent to the real-
time database. The accuracy of the location provider module
is adjusted for getting the best results in terms of the radius
under which the GPS gets the location coordinates and the
controller parses the data and the GSM/GPRS module sends
the data to the real-time database. The accuracy ranges from
10 meters to 250 meters maximum.

All these data are parsed into JSON objects and serialized
to normal strings and sent as each request to the firebase
real-time database and to the third-party HERE Maps API.
The response contains the weather data of the current lo-
cation in JSON format. Changing these weather data types
into numeric factor can help in training the model.

This weather data is used as one of the factors for training
the ML model. Another important factor is the traffic density
the HERE Maps API provides. This traffic density varies in
the range of 0 to 10 where “0” is the chosen location
completely free of traffic and “10” is the chosen location
completely full of traffic jams and heavy traffic. This traffic
density has a great influence over the ML model that is being
trained for the prediction of ETA of the vehicle. After
collecting the required data from the HERE Maps API, the
JSON responses are appended to the processed ML data and
stored in the firebase real-time database. This data acts as

FIGURE 2: Real-time vehicle tracking module.

input to the ML model for training and testing. The pre-
dicted ETA is then stored in the real-time database for the
client interface.

The HCI interface fetches the ETA of the current selected
vehicle from the list of routes and displays it to the user. Here
the change in ETA triggers a change in state of the data in the
real-time database which in turn triggers the responses to be
sent to all the clients connected with the real-time database.
The interface gets updated data every time the real-time
database synchronizes the data with the client. As each route
is selected from the client interface, the client sends a request
to fetch the data from the real-time database. As the vehicle
moves, the current location gets updated in the real-time
database and triggers data synchronization with the client.
The client displays the current location of the vehicle in map
with predicted ETA for the next arriving waypoint using the
help of Support Vector Regression model.

3.9. Support Vector Machine. Support vector machine is a
simple classification algorithm that is used to find a hy-
perplane in an N-dimensional space, where N is the number
of features that distinctly classifies the data points. The input
data can be projected to higher dimensions if the data cannot
be separated at lower-dimensional space. This can be



achieved using Kernel functions. Being able to learn from
very small datasets, avoiding local minimums and gener-
alization capability are some advantages of support vector
machine [25].

Hyperplanes are the decision boundaries created by the
algorithm to classify the data points into different class labels.
Margin is the distance between hyperplane and the data
points of each class. Kernel function is the function that takes
data points as input and transforms them into required form.
The different kernel functions that are available are linear,
polynomial, radial basis, sigmoid, and so on. It returns the
inner product of two data points in a feature space [26].

The support vector machine algorithm finds the equa-
tion for the optimal hyperplane from the training data and
uses it for later predictions. The confidence value for the
classifications will be directly proportional to the distance
between the current data point and the hyperplane, which is
the decision boundary [27]. The main purpose behind
finding this optimal hyperplane that is far from all data
points is to maximize the confidence value for future pre-
dictions. Consider there are input vectors x;, where i ranges
from 1 to n, reflecting the number of features that affect the
result of the algorithm, weight vectors w; that is the linear
combination to classify the class labels or predict the value of
y in case of regression and b for intercept. The value for y
used by support vector machine is y € {~1,1} in case of binary
labels. For each training example (x;y;), a corresponding
functional margin Y; of (w, b) is used to check for the
confidence value of each prediction. Here, w” is the weight
vector and b is bias term. It can be mathematically seen as
given in the following equation:

Y, = yi(wa + b). (1)

As already mentioned above, the confidence value will be
higher if the margin value is higher. If y; is 1, then the
functional marTgin value should be large, which in turn
depends on (w” x + b) being larger and positive based on the
above equation. In contrast, if y; is —1, then (w”x + b) should
have larger magnitude but be negative [28]. Therefore, for
the most accurate predictions, the functional margin value
must be larger than 0 and as close as 1. If it is greater than 0,
the prediction might be correct.

Y;>0= >y,-(wa+b)>0. (2)

To find the decision boundary that maintains maximum
distance with each data point of each class, the magnitude
should be taken into consideration since it is not possible to
calculate the distance without the magnitude. The functional
margin is normalized with the Euclidean distance d, which is
the distance between the data point and the decision
boundary. Hence, (1) can be modified as below:

(wa + b).

llwll

Y=y (3)

By dividing the functional margin by the magnitude, a
constraint is posed on the size of w that maintains the same
value for high values with same proportions, thus
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normalizing the functional margin. So, the geometric
margin that is the Euclidean distance and the distance be-
tween the decision boundary and positive boundary can be
given as the following equation:

(wa + b) 1 2
lwl wl

(4)

To maximize 2/||w|| is the same as to minimize 1/2 =
[lw|| * |lw||, which is a quadratic program that can be solved
easier. Hence, the following minimization condition can be
given:

1
Minimizei * |w| * |w|lsuch that yi(wa + b) -120. (5

This problem can be solved using Lagrangian multiplier
method since it is constrained quadratic optimization
problem by posing a multiplier on the constraint. This
multiplier is called as Lagrangian multiplier and this makes
the equations at any data point; when the support vector is
not present, the value for route function a; and a; becomes
zero. The equation is given as

1 1 <
Min (w, b, a) = EIIwII *o* lwll - Zaiyi(wa +b)--- L

i1
(6)

Deriving the Lagrangian multiplier from equations
(4)-(6) will produce the below equations:

m
w= Z a;y,
i=1

m
Z a;y; = 0.
i=1

Maximizing over a can produce new Lagrangian
equation by getting rid of dependence on w and b with
replacing w in the above equations. Thus, the below shown
dual optimization problem can be produced.

(7)

m 1 m
Max(a) = Za,- ) z ¥y j8;a;{x;, x ;ysuch thata; > 0,
i=1 i,j=1

Z yiyi=0.
i=1
(8)

The above equation shows that the dot product of x; and
x; influences the maximization of the “a” value. When the
inner product of x; and x is large and from different classes, it
forms the margin with maximum width whereas the inner
product of the same class does not yield any significance
[29]. The value of w and b can be in turn obtained by
obtaining the a-value that maximizes L(a). Thus, the final
equation can be given as

wT+b:<Zaiyixi>Tx+b:Zaiyi<x,-,x>+b. (9)

i=1 i=1
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Since the “a” value will be zero for all points except the
support vectors, the summation of the classifier equation for
all non-support vectors will result in zero. So, the prediction
is done by considering only the inner product of support
vector and the newly provided x which may result in values
greater than or equal to zero or less than zero. Greater than
or equal to zero means the prediction class is positive and
less than zero means the prediction class is negative [30].

Support vector regression works similar to support
vector machine and uses the same principles but for re-
gression problems while support vector machines are widely
used for classification problems. Support vector regression is
not a probabilistic approach and does not assume any
randomness. The main objective of the support vector re-
gression algorithm is to find a function that approximates
mapping from the input data points to a real number on the



basis of the provided training sample. The function defines
the hyperplane that can be of any shape and mostly high
dimensional based on the number of features affecting the
result to produce minimum error. This algorithm also uses
concepts used in support vector machine, like the hyper-
plane, decision boundary, and margin. The same constraints
that are used in the support vector machine are used for
support vector regression. The constant distance d from the
hyperplane to the nearest data points defines the equations
for decision boundaries. The equations are given as
wx+b=+d and wx+b=-d for positive and negative de-
cision boundaries, respectively. Thus, the equation of any
hyperplane that satisfies the support vector regression
should satisfy the below equation:

—-d<y-wx+b< +d. (10)

The algorithm basically considers the data points that are
within a decision boundary and produces the best-fit line or
plane, which is the hyperplane that has maximum number of
points. The margin tolerance C and the decision boundary
distance € can be manipulated by the supervisor for better
results with minimum error and producing a better fitting
model. From this, support vector regression provides the
user the flexibility to define how much error is acceptable in
the model and find an appropriate hyperplane to fit the data.

4. Developing the Model

The data obtained from the real-time vehicle tracking device
is stored on a real-time database. These data are pre-
processed and converted into the dataset with the attributes
like source location, destination location, distance, average
jam factor, average weather, and duration of travel. All these
input features are used in training the support vector re-
gression model. The training set contains 75 percentages of
the data, and the test set contains the remaining 25 per-
centage. The transportation data is collected for 30 days. A
total of 3360 entries are recorded. Among these, 2520 are
used for training the model and 840 are used for testing.
Here, the model is trained to provide the duration of travel as
a result from the other input features. The model is then
integrated with a web server to use the predictions for real
purposes.

4.1. Data Preprocessing. The data obtained from the real-
time vehicle tracking module is the raw data. The data
contains only information about the current location, like
latitude, longitude, timestamp, jam factor, and weather. The
data is then analyzed, and the dataset is generated. Python
scripts are written for detecting the data produced at the
waypoints of the bus. These data are separated, and another
script is written to transform this data into a dataset that
contains source, destination, distance, average jam factor.
The average jam factor is calculated by taking average of all
the jam factors of the data instance generated from source to
destination. The average weather is calculated similar to the
average jam factor. The duration of travel is calculated by
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taking difference between the timestamp of the data instance
from source and the destination [31].

The dataset is ready now from the theoretical point of
view, but to use this dataset with the python functions, the
data cannot be strings and all the instances in the dataset
should be converted to float values. For this purpose, scikit-
learn provides Label Encoder class for converting all the
string values into float values. And since all the values
present in the dataset may not be at the same range of
numbers, they need to be transformed so that all the input
features fall in the same range of numbers. For example, the
duration is in seconds, so the values can be in thousands
range if the bus route is long enough, but the jam factor
values range between 0 and 10. It may lead to difficulty in
plotting the data points.

This problem is resolved by a technique called feature
scaling, where all the input features are transformed to the
same range. There are various methods for feature scaling.
The min-max scaling is used here. The mathematical formula
for min-max scaling is given as

X = (x; — min (x;))
" (max(x;) - min(x;))

(11)

Here, x;” is the scaled value, x; is the ith value, and min
and max are the minimum and maximum values for the
given range. The raw dataset and the processed dataset are
shown in Tables 1 and 2. A 3D visualization of the dataset is
shown in Figure 5.

4.2. Building and Training the Model. The model is developed
and trained in the python programming environment using
various libraries, like Pandas, Scikit-Learn, NumPy, and
Matplotlib. The data from the real-time database is cleansed
and converted to a CSV file. The Scikit-Learn module
provides the functions for implementing the support vector
regression algorithm.

The preprocessed data is separated into two datasets in
the ratio of 3:1 using test_train_split function provided by
the Scikit-learn library. The larger part is fed to the support
vector regression model whose implementation method is
provided by Scikit-learn library. The model training can be
manipulated using four different parameters. The process of
changing these parameters is called hyperparameter opti-
mization [32]. The first parameter is C, which defines the
weight of how much samples inside the margin contribute to
the overall error. This allows the user to optimize both the fit
of the line to data and penalize the samples inside the
margin. It in turn allows the user to adjust how hard or soft
the margin classification should be. With high values of C,
the samples inside the margin are penalized more. The
second one is epsilon. Epsilon defines the value of margin
where the errors are tolerated and not penalized. The larger
the value of epsilon, the larger the number of errors ad-
mitted. The third parameter is kernel. Kernel is the function
that takes input data and transforms it into the required
form of processing data. Kernel function transforms the
training dataset so that a nonlinear decision surface is able to
be transformed into linear equation in a higher-dimensional
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space. The return value of this function is the inner product
of two data points in a standard feature dimension.

There are different types of kernel functions available like
linear kernel that is used when the data points are linearly
separable, Gaussian kernel which is used when there is no
prior knowledge about the data points, radial basis function
which is the most commonly used, sigmoid kernel, poly-
nomial kernel, and so on. The fourth parameter is the
gamma. Gamma is the hyperparameter that decides how
much curvature the decision boundary can have. The
magnitude of gamma is directly proportional to the cur-
vature of the decision parameter.

The values for these parameters used for training the
model are chosen by running a python script that trains the
model with a range of values for C and epsilon. The tech-
nique implemented in the script is the grid search technique.
The gamma is auto, which considers 1/n, where n in the
number of features and kernel function is radial basis
function. These two parameters were constant for all pairs of
c and epsilon. The model trained with different values of ¢ is
tested for error. The model with the lowest error is taken for
training the final model. Then, epsilon is changed within a
range, where c is the resultant of previous step and the model
with lowest error is found. This value of epsilon is used for
final model. The final model is trained using the C and
epsilon values that resulted in the previous process and the
other parameters remain as default.

5. Testing the Model

The trained model is tested for accuracy with one-quarter of
the dataset. Unlike classification problems, regressions do
not produce absolute binary values but rather they provide a
numeric value in a range as a result. There are various
metrics to measure the errors produced by an algorithm.

5.1. Mean Squared Error (MSE). This method measures the
average of squares of the error, which means average of the
differences between the actual value and the predicted value.
The result will always be nonnegative. The results closer to
zero are better.

iy (AT - PT,)’
n :

MSE = (12)

Here, AT, is the actual time, PT; is the predicted time,
and n is the number of predictions.

5.2. Mean Absolute Error (MAE). 'This is the simplest error
measurement method where the error is calculated as the
average of the absolute differences between the actual values
and predicted values. It is mathematically given as

27:1 (ATi B PTi)
n .

MAE = (13)

Here, AT, is the actual time, PT; is the predicted time,
and n is number of predictions.

5.3. Root Mean Square Error (RMSE). 'This is a quadratic-
based rule to measure the absolute average magnitude of the
error. It is calculated by summing all the differences between
actual values and the predicted values, squaring the differ-
ence value and dividing the sum with the number of pre-
dictions and finally taking a square root of the value. Since
the values are squared and rooted, the result will always be
positive. The mathematical formula is given as

RMSE < /2 (ATi = PTi)z’ (14)
n

where AT, is the actual time, PT; is the predicted time, and n
is number of predictions.

5.4. Relative Absolute Error (RAE). This method is similar to
the mean absolute error, but instead of using actual value, a
simple predictor is used to provide with values in place of
actual values.

5.5. Relative Squared Error (RSE). This method compares the
model with a simple predictor. Total squared error of the
tested model is normalized and divided by total squared
error of the simple predictor.

This trained prediction model is tested for accuracy
using Mean Squared Error and Root Mean Squared method.
And grid sliding technique is employed to find the least error
possible hyperparameters.

6. Comparison with Other Models

The same dataset was used for training and testing different
models so that we can compare the performance of SVR with
others. The algorithms chosen for other models were
Random Forest Regressor, Decision Tree Regressor, K-
Neighbors Regressor, Gradient Boosting Regressor, XGB
Regressor, and AdaBoost Regressor. The results produced by
the models are shown in Table 3. Graphs of actual duration
against predicted duration were plotted for each of the
models. The linearity in the graph shows the accuracy of
prediction. So, if the graph is as linear as the line y = x, then
the model works with 100 percent accuracy. The actual by
predicted plot is a scatter plot. The predicted response (Y-
hat) is used for the abscissa. The observed response (Y) is
used for the ordinate. The plot can also be used to visually
evaluate the possibility of “lack of fit.” An unbiased pre-
diction should produce predicted values that agree with the
observed values on average. If the model is biased, then the
data points will deviate from the line. For example, if the
response to changing the factors is nonlinear but the model
includes only terms for linear effects, then the model will be
biased. Figures 6-12 show the predicted versus actual plot
for SVR, RFR, DTR, KNNR, GBR, XGBR, and AdaBR,
respectively.

Figures 13-15 represent the comparison of R-squared,
mean squared error, and root mean squared error for re-
gression algorithms considered. All the data shown in the
table are visually represented in the bar graphs. The y-axis in
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TaBLE 1: Raw dataset.
Latitude Longitude Date Time Jam factor Weather
11.45428433 77.8137363 11-03-2021 07:21:06 1.02058 Passing clouds
11.45513267 77.81313 11-03-2021 07:33:26 1.80532 Passing clouds
11.27909933 77.59135 11-03-2021 08:19:52 0.02995 Fog
11.27546733 77.58735 11-03-2021 16:58:09 2.50171 Partly sunny
11.45908733 77.839009 11-03-2021 17:59:38 3.92654 Scattered clouds
TABLE 2: Processed dataset.
Source Destination Average jam factor Average weather Duration (seconds)
Goundanoor ICL PO 2.33693 Scattered clouds 309
Goundanoor KPR school 3.07268 Scattered clouds 245
Katheri road Kottaimedu bus stop 1.389322 Passing clouds 186
Katheri road Kottaimedu bus stop 4.66105333 Scattered clouds 254
KPR school Muniyappan Kovil 0 Scattered clouds 345
KPR school Muniyappan Kovil 0.017798333 Scattered clouds 350
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FiGure 5: 3D Visualization of dataset.
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TaBLE 3: Comparison of different models. 3 350
Algorithm R-Squared MSE RMSE é 300 . ® .
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those bar graphs represents error value by the respective
error measuring metric and the x-axis represents the dif-
ferent models measured for error. From all the scattered
point graphs of predicted values against actual values, the
model with support vector regression algorithm produces
results quite resembling the linear graph whereas in other
models the points were a bit more scattered. From Table 3, it
is clear that support vector performs the best among all the
taken models with an accuracy of 92 percentages. K-
Neighbors Regression was kind performing nearly as good as
Support Vector Regression with only 15 seconds of more
RMSE than SVR. But when it comes to real-time usage, the
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FIGURE 7: Predicted versus actual plot for RFR.

model might have to predict the ETA continuously while the
buses are being operated. So, choosing the KNNR algorithm
will result in a lot of computation and prediction will be very
slow since it is a lazy algorithm and storing all training data
would require more memory. Random Forest regression was
the better performing model next to KNNR with an RMSE of
47 seconds. This RMSE is more than twice of that of SVR.
The usage of Random Forest regression for this case would
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have been better if the data set consisted all possible values
for every feature. Since the dataset is being generated in real
time, a data instance with certain weather and a certain jam
factor may not even be obtained before the situation occurs.
That means a jam factor of value 10 will occur when the road
is fully jammed and filled with vehicles where nothing can
move. This situation never occurred while gathering the
data. So, when using RFR, the model may not be able to
extrapolate that may lead to very poor predictions. The other
models did not perform well and the RMSE were very much
higher compared to SVR.

7. Result Analysis and Conclusion

After testing the model with one-fourth of the total dataset,
the model was producing results with Root Mean Square
Error of 20 seconds. The accuracy of the predictions is better
when the RMSE value is as low as zero. The error shown by
the model is less than 0.5 minutes and that is very low
compared to the duration of the travel time of the bus. The
travel time of the bus deployed with the remote bus tracking
module is nearly one and half hours, which is 90 minutes. So,
comparing the error with the duration, the error is very
much small. It is less than 0.1 percent of the duration. But
when compared to the duration between waypoints, it will be
6-8 percent since the average duration between waypoints is
6-7 minutes. This result was achieved by tuning the
hyperparameters of the Support Vector Regression algo-
rithm using the grid search technique.

This model considers the jam factor and weather con-
ditions, which are not considered in other models. From
similar researches, it can be observed that other models have
40-50 seconds of error for each station. Comparatively, this
model performed better with only 20 seconds RMSE. The
Support Vector Regression algorithm implemented here
predicted Estimated Time of Arrival (ETA) accurately and
the real-time bus tracking module facilitated gathering the
information effectively.

There is still some room for improvements. The first
one would be using high configuration components for
the real-time bus tracking module like better GPS module
and GSM that supports 4G data communication. The
second improvement would be reducing the load of the
Raspberry Pi by making all the API calls from separate
server so that Raspberry Pi only focuses on transmitting
the location data. Next improvement would be using
bigger dataset for training the model to achieve better
performance from the model. This improvement can be
made easily but requires quite a lot of time to generate all
the real-time data.

Both mobile- and web-based application will be devel-
oped to predict the trip duration of the buses. These ap-
plications will be hosted in the website so that bus travelers,
bus drivers, and bus owners can use the app and accurately
predict the location of the buses. It is also proposed to give an
alarm if the bus is struck with an accident or traffic jam. Any
user with less proficiency can also use the system as it is a
simple easily accessible system. The dataset collected will be
published online for future research purpose.

Computational Intelligence and Neuroscience

The major challenge in real-time implementation will be
the networking between all the modules, the database, and
users. The next challenge will be performance tuning, when
using the same model for predicting in all routes. This paper
can be implemented as a real-time application with some
changes like performance tuning in the model, training the
model with more data, and providing users with additional
features in the website and a dedicated mobile application.
This can also be extended for other transportation systems. It
can be very useful in industries for supply chain
management.
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The data used to support the findings of this study are in-
cluded within the article.
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Business development is dependent on a well-structured human resources (HR) system that maximizes the efficiency of an organization’s
human resources input and output. It is tough to provide adequate instructions for HR’s unique task. In a time when the domestic labor
market is still maturing, it is difficult for companies to make successful adjustments in HR structures to meet fluctuations in demand for
human resources caused by shifting corporate strategies, operations, and size. Data on corporate human resources are often insufficient or
inaccurate, which creates substantial nonlinearity and uncertainty when attempting to predict staffing needs, since human resource demand
is influenced by numerous variables. The aim of this research is to predict the human resource demand using novel methods. Recurrent
neural networks (RNNs) and grey wolf optimization (GWO) are used in this study to develop a new quantitative forecasting method for HR
demand prediction. Initially, we collect the dataset and preprocess using normalization. The features are extracted using principal
component analysis (PCA) and the proposed RNN with GWO effectively predicts the needs of HR. Moreover, organizations may be able to
estimate personnel demand based on current circumstances, making forecasting more relevant and adaptive and enabling enterprises to
accomplish their objectives via efficient human resource planning.

1. Introduction

Demand prediction for human resources (HR) is the
practice of estimating the number and quality of personnel
that will be required. For the forecast to be an accurate
predictor, the annual budget and long-term company plan
must be translated into activity levels for each function and
department. Human resource demand forecasting is re-
quired to appropriately plan HR supply and demand.
Implementing an enterprise development strategy may be
aided by the development of an accurate human resource

demand forecasting model that is linked to the company’s
growth [1]. When it comes to predicting the needs of an
organization’s workforce, there are two components: de-
mand and supply. The prediction of demand for HR is a
precondition for the forecast of supply of HR. Human re-
source planning can only be done effectively if the demands
of the company’s future development are clearly defined
because of the company’s current situation and the supply
and demand of HR. There will be a skill scarcity in the
company if there are too many staff demand estimates, and
this might impede the company’s future growth as well [2].
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The purpose of industrial development is to utilize natural
resources and energy, as well as human resources, to aid
industrial expansion by providing jobs and increasing ex-
ports. In today’s competitive business world, organizations
must continuously think about and adapt to the ever-
changing environment to succeed. The company’s products
must be of the highest possible quality and inventive to meet
the demands of a changing market. Competitiveness and
long-term sustainability of an organization can only be
achieved via the use of total quality management (TQM) and
strategic human resource management (SHRM) [3]. Figure 1
depicts human resource planning.

Figure 1 explains that, to set out a strategy for human
resource management, HR experts need a thorough
awareness of their firm, as well as the ability to take into
account different elements. Seven essential elements in the
planning process may be used depending on the specifics of
an enterprise: Determining the organization’s goals is the
first step, compiling a list of current employees is the second
step, and the third step is to predict your human resources
(HR) requirement; counting the number of skills gaps and
their magnitude is the fourth step, making a plan of action is
the fifth step, putting the strategy into action and integrating
it with other aspects of your life is the sixth step, and
monitoring, measuring, and providing feedback represent
the final step.

Analyzing objectives is the initial step, inventory current
human resources, forecast demand, estimate gaps, formulate
plans, implement plans, monitor, control, and give feedback.
Accurate forecasts of demand for HR may assist contem-
porary businesses to identify vacant or overstaffed positions
and guide the logical distribution of HR. Because of this, it is
important for the long-term viability of companies. It has
resulted in various HR information systems developing
decision-support functions and exploring ways to use
existing HR data to enhance the allocation relationship
between the internal staff and post requirements to solve a
problem with HR allocation and provide scientific and ra-
tional support for the optimal positions [4]. A contemporary
company’s existence and resource development are de-
pendent on its HR and its most valuable asset. To use HR
effectively as well as the value and efficiency of HR is a key
indicator of whether an enterprise’s HR management has
been successful or unsuccessful. Employee career develop-
ment is becoming a more important aspect of HR growth in
the workplace [5].

The remainder of the article is organized as follows:
Section 2 provides a literature review and a problem
statement. Proposed techniques are shown in Section 3.
Section 4 contains the results. Section 5 is the discussion.
Section 6 is the proposed work’s conclusion.

2. Literature Review

According to study of [6], the notion of total quality (TQ)
has gained a lot of traction in North America. Line man-
agement has always been concerned with total quality, which
is based on the concept that firms may prosper by serving the
demands of their consumers. Human and industrial
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relations experts, on the other hand, have been advocating
some of the ideas advanced by total quality converters for
quite some time. In this context, their involvement in the
implementation of a comprehensive quality strategy can
only be beneficial. According to study of [7], TQM imple-
mentation was shown to be most influenced by “training and
education,” “incentive compensation,” and “employee de-
velopment” policies, according to research that examined
the relationship between various HRM practices and TQM
adoption. Human resource management adoption has the
greatest influence on TQM procedures such as satisfaction of
customers, statistical quality assurance, and cultural change
and innovation. Also investigated were human resources
management and total quality management as part of the
research. In organizations that implemented HRM and
TQM, “customer satisfaction” and “staff happiness” were
strongly linked. According to study of [8], the HR sched-
uling model is based on the evaluation of HR data and the
determination of the job matching score. Afterward, based
on the job matching score, workers are scheduled. Grouping
operations of neural networks are used as outputs in this
study to increase neural network performance. An upgraded
neural network is created once the data features are sorted
and processed. To get the best possible results, for network
configuration, we use a hierarchical paradigm. According to
study of [9], HR are an organization’s most important asset,
and accurate demand forecasting is essential to making the
most use of them. Predictive models are used to examine the
company’s human resource demands and define essential
components of human resource allocation, starting with
fundamental ideas of forecasting HR. This uses back-
propagation neural networks (BPNN) and radial basis
function neural networks (RBFNN). Two types of neural
networks are used to anticipate current human resource
needs based on past data. The outcomes of the predictions
may be used by the company’s managers to plan and allocate
HR in a way that maximizes productivity. According to
study of [10], the development of a country is heavily
influenced by its HR. To improve the adaptability of specific-
level strategy, forecasting demand for HR is done in both the
commercial and governmental sectors. In addition, regular
employment strengthens macroeconomic stability and
fosters a sense of urgency for long-term prosperity. As
outlined in this work, we use machine learning to predict the
demand for human resources. According to study of [11],
both a neural network-based dynamic learning prediction
algorithm and an algorithm for optimizing resource allo-
cation are proposed in this article; HR may be organized
around just two shifts thanks to these two algorithms, which
lessen the unpredictability of ship arrivals. The opposite is
also true: operators can be optimally distributed throughout
the day, taking into consideration real demand and the
terminal’s operations. In addition, because these algorithms
are based on universal variables, they may be used at any
transshipment port. According to study of [12], HR for
health planning should be in sync with health scheme re-
quirements for an efficient health system. To support HRH
programs and policies, it is necessary to create strategies for
quantifying the requirements and supply of health workers.
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Secondary data on service use and population projections, as
well as expert opinions, were the primary sources of in-
formation for this investigation. Using the health demand
technique, the HRH requirements were estimated based on
the anticipated service utilizations. The staffing standard and
productivity were used to transform into HRH require-
ments. According to study of [13], multiskilled HR in R&D
projects may be allocated using an optimization model that
considers each worker’s unique knowledge, experience, and
ability. In this approach, three key characteristics of HR are
taken into consideration: the various skill levels, the learning
process, and the social interactions that occur within
working groups. There are two approaches to resolving the
multiobjective problem: The optimal Pareto frontier is first
explored to find a collection of nondominated solutions, and
then, armed with new knowledge, the ELECTRE III ap-
proach is used to find the best compromise between the
various goals. Each solution’s uncertainty is represented by
fuzzy numbers, which are then used to calculate the
ELECTRE IIT’s threshold values. The weights of the objec-
tives are then calculated based on the relative importance of
each objective to the others. According to study of [14], a
multiagent approach for allocating HR in software projects
that are distributed across many time zones is introduced by
work. When a project needs HR, this mechanism takes into
account the context of the project participants, the re-
quirements of the activities, and the interpersonal interac-
tion between those people. Contextual information provided

by the participants includes things like culture, language,
proximity in time, prior knowledge, intelligence collection,
and reasoning, and allocation of HR falls within the purview
of this system. According to study of [15], the design and
implementation of flexible information systems rely heavily
on knowledge of how businesses work. There are a variety of
procedures that companies go through daily. To carry them
out, a series of interconnected events and actions or tasks
must be completed. Additionally, it incorporates key deci-
sion points and the individuals involved in carrying out the
process to provide a final deliverable that comprises one or
more outputs. According to study of [16], allocating re-
sources at design time and runtime is a common task for
business process management systems to undertake. This
study aims to fill up the knowledge gap. User preference
models for semantic web services have been proven and
versatile; therefore we provide a method to define resource
preferences. In addition, we show the approach’s practicality
by implementing one. According to study of [17], an or-
ganization’s operations are orchestrated with the help of
business process management systems. These systems use
information about resources and activities to determine how
to distribute resources to accomplish a given task. It is
commonly accepted that resource allocation may be im-
proved by taking into account the characteristics of the
resources that are being considered. The Fleishman taxon-
omy may be used to identify activities and HR. To allocate
resources throughout the process runtime, these specs are



employed. We demonstrate how a business process man-
agement system may implement the ability-based allocation
of resources and assess the technique in a realistic situation.
According to study of [18], one of the most important as-
pects of an organization’s viewpoint is allocating the most
appropriate resource to carry out the operations of a
business process. The business processes may benefit from
increased efficiency and effectiveness if the resources re-
sponsible for carrying out the activities are better selected.
On behalf of enterprises, we have defined and categorized
the most important criteria for resource allocation meth-
odologies. Criteria about HR were the primary focus of our
investigation. It is our aim that the proposed classification
would aid those in charge of process-oriented systems in
discovering the sort of information needed to assess assets.
As a result of this categorization, additional resource-related
information may be captured and integrated into BPMS
systems, which might improve the present support for the
organizational viewpoint. Additional criteria for evaluation
will be added, and we intend to investigate the effects of
those factors on resource allocation and codify the criteria
for resource allocation identified in taxonomy of resource
allocation criteria. According to studies of [19, 20], human
resource allocation is further complicated by the presence of
team fault lines, which are detailed in this work. Using the
information value, we first examine resource characteristics
from a demographic and business process viewpoint before
selecting essential qualities and assigning a weight to them.
This is followed by qualitative and quantitative analysis of
team fault lines based on the clustering results of HR. The
base and ensemble performance prediction model is built
using a multilayer perception. Subsequently, the allocation
model and flow are developed. In a real-world scenario, the
rationality and efficacy of our human resource allocation
approach employing team fault lines were examined, with
findings showing that our method can effectively distribute
HR and optimize business processes. According to study of
[21], an on-the-fly allocation of HR using Naive Bayes is
proposed in this paper. Resource allocation plans are said to
be updated and performed “on the fly” in this context,
meaning that current human resource performance is taken
into account while they are being implemented. Our re-
search shows that the suggested methodology takes less time
overall to complete than existing methods of allocating
resources. The researchers hypothesized, using a numerous
constituency perspective of the HR function, that organi-
zational financial investment in their HR functions will have
an impact on labor productivity and that this relationship
will be moderated by the presence of professional HR staff
and the adoption of high performance work systems [22, 23].
Selection, training, working conditions, and assessment were
included as independent variables in this study’s analysis of
HR planning while job satisfaction as a proxy for organi-
zational performance was used as the dependent variable. A
self-rated questionnaire has been issued to the organization’s
top level, medium level, and lower level managers who have
read current and prior extensive literature on the impor-
tance of human resource practice in organizations [24].
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2.1. Problem Statement. Nonlinearity and unpredictability in
each component’s relationship to the demand for HR are
considerable, as are the incompleteness and inaccuracy of
corporate human resource data. However, the workforce
planning process reveals that many organizations are un-
satisfied with their ability to convert company strategy into
the particular numbers of personnel needed to fulfill busi-
ness objectives. It was commonly thought that demand
forecasting, or figuring out how many employees are needed,
was one of the most difficult aspects of managing labor
shortages. Disaster relief organizations have several chal-
lenges, including limited human and financial resources and
unpredictability in disaster assistance environments. Despite
this, no single demand forecasting model has been estab-
lished to address the aforementioned issue.

3. Proposed Methodology

In this phase, we examine the human resource demand
prediction and configuration model based on grey wolf
optimization and recurrent neural network. Figure 2 depicts
the overall methodology used.

In Figure 2, the data is collected, and the data can be
preprocessed using normalization. Principal component
analysis (PCA) is used for feature extraction. A recurrent
neural network is used for prediction and grey wolf opti-
mization is used for human resource demand prediction.

3.1. Data Collection. The 9,855 unique employee users in our
dataset represent nearly 15% of the workforce. Over a year and
a half, we gathered all 15,200 communications with clear reply
links. We have cleaned up the message content by using a
stemming step; after normalization phase, we were able to
extract 4,384 unique terms from the text of all communica-
tions. Additionally, we have collected information on the
companies in which the employees who have signed up for our
corporate micro blogging platform have been employed (a
subset of the total business hierarchy). We create a profile for
each person that provides data on their present and prior roles
within the organization, as well as a timeline of their previous
work history, projects they worked on, and so on [25].

3.2. Data Preprocessing Using Normalization. Typically,
healthcare databases are made up of a range of heteroge-
neous data sources, and the data extracted from them are
different, partial, and redundant, all of which have a sig-
nificant impact on the final mining outcome. As a result,
healthcare data must be preprocessed to guarantee that they
are accurate, full, and consistent and have privacy protec-
tion. Normalization is a preprocessing approach in which
the data are scaled or altered to ensure that each feature
contributes equally to the total. It is possible to construct a
new range from an existing one using the normalization
procedure. Predictions or forecasts based on this informa-
tion may be very valuable. Each feature contributes the same
amount of data whether the raw data are rescaled or
transformed. Outliers and dominant features, two
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FIGURE 2: Overall methodology used.

significant data problems that impede machine learning
algorithms, are addressed here. Based on statistical mea-
surements from raw (unnormalized) data, several ways for
normalizing data within a specified range have been devised.
We normalized our data using the Min-Max and Z-score
methods. According to the way raw data statistical char-
acteristics are used to normalize the data, these techniques
are categorized.

Min-Max normalization is a technique for converting
data linearly at the start of the range. Using this method, the
relationship between different pieces of information is
preserved. Predefined borders with predefined boundaries
are a crucial strategy that can correctly fit information.

Following this approach to normalization,

O - O — min value of O
" \ maxvalue of O — min value of O

>* (R-D+1. (1)

Min-Max data is included in O, and one of the
boundaries is [I, R].

The range of the real data is denoted by O, while the
mapped data is denoted by O.

In the Z-score normalization procedure, the mean and
SD of the data are used to obtain a normalized value from
unstructured information. As can be seen in (2), the un-
structured data may be normalized using the Z-score
variable.

I fl_z
f " std(2) 2)

where f; shows the standardised Z-score values and f,
shows which I™ column’s row Y the value is in.

1 n —2
m;(fz—z)

std(Z) =
(3)

f;or mean value.

I
—_

N
I
3=
Mz

In this example, the variables or columns that begin
with “I” are found in each of the rows D, E, F, and G through
H. Z-score approach may be used in each row since every
value in a row is equal, resulting in zero standard deviation,
and every value in that row is set at 0 to generate standard
data. Min-Max normalization is similar in that it shows the
range of values between 0 and 1, as is the Z-score.

Scaling by decimal points is the method that allows for
the range of —1 to 1. In line with this strategy,

1_ 9
=L 4
f=Z )
Here, f! indicates the values scaled, g represents the value
range, and s denotes the smallest integer Max (| f° Ih<1.

3.3. Feature Extraction Using Principal Component Analysis
(PCA). In this study, we extract features using principal
component analysis (PCA), which yields encouraging
results.

3.3.1. Principal Component Analysis (PCA). PCA is a
technique for reducing the number of dimensions in a dataset.
When a high-dimensional dataset is reduced to a smaller
dimension, PCA transforms it into a least-squares projection.
Datasets can be reduced in dimensionality by discovering a
new collection of variables smaller than the original set that
represents the significant primary variability in the data. Most
of the sample’s information remains intact as PCA extracts
essential details from complex datasets. It is a straightforward,
nonparametric approach to reducing dimensions. As a result,
data compression and categorization can benefit from it. In a
wide range of industries, principal component analysis has
been utilized. Pattern recognition and other data reduction
techniques are good examples of picture processing and
compression. Computer-Aided Discrepancy Analysis is a
technique for finding the direction of the highest variation
within a given input space and calculating the covariance
matrix’s principal component.

The following is the algebraic definition of PCA.

Calculate the covariance of Y and the mean of Y for data
matrix Y.

y = F{Z}, (5)
Then compute the correlation coefficient.

$=COV(Y) = F{(Y - w}(w (Y - ). (6)

In order to count the eigenvectors f1, f>, . . .. fo, j=1,2, . . .,
O and eigenvalues A ; of the covariance S eigenvalues, sort the
values in decreasing order.

Solving the equation for S, the covariance

AJ =S| =0. (7)

Get the eigenvalues by decomposing using SVD.
MZ2A2A 2A,20. (8)

With the corresponding eigenvectors, f; (j = 1,2,A,q).



Counting the first N eigenvalues is used to pick A; to
retrieve the principal components.

N
2 h

5

k=14

The first N eigenvalue that increased the cumulative
percentage by 85 percent is selected as the major component.

The data are projected into a smaller subspace with fewer
dimensions.

(9)

Q= Xx"y. (10)

We may minimize the number of variables or dimen-
sions from o to N (N < o) by utilizing the first N respective
eigenvectors.

The principal component analysis aims to identify linear
combinations of factors that best describe the data. We are
experimenting with PCA as a tool for extracting features and
shrinking dimensions. We may now experiment with a wide
range of various classification or grouping methods based on
the data we have acquired.

3.3.2. Recurrent Neural Network (RNN). We look at prob-
ability distributions defined over discrete sample space, with
a single configuration consisting of & = (a, a,, . . ., &) list
of O variables a, and a, € {0,...,¢e, — 1}. The input di-
mension e,, denotes the number of potential values for each
variable «,. Figure 3 shows that.

In circumstances when variables &, have high correla-
tions, one of the most important tasks in machine learning is
to infer probability distributions from a collection of em-
pirical data. We utilize the product rule for probabilities to
describe the likelihood < of a configuration o as

Q(a) = Q(ay, ay, ..., an).
Q(a) = Q(a)Q(ezlery) ... Qe l ey - - -

where Q((leocj_l, e 0, 0) = Q(ocjla<]-) is the conditional
distribution of «; given a configuration of all a; with k <j.

RNNs are a kind of correlated probability distribution of
the form (11), in which Q(«) is defined by the conditionals
Q(ocjla<]-). A recurrent cell, which has appeared in many
forms in the past, is the basic building unit of an RNN.

A recurrent cell is a nonlinear function that transfers the
direct sum (or concatenation) of an incoming hidden vector
i,_, of dimension d; and an input vector «_, to output is
hidden vector i, of dimension d; in the simplest form
possible.

,(x2,(x1), (11)

io = g(X [io—l; ao—l] + C)' (12)

A nonlinear activation function is g.

The weight matrix X € R%* (ete) the bias vector ¢ € R,
and the states iy, that initiate the recursion are the pa-
rameters of this basic RNN (“vanilla” RNN). We set i, and o,
to constant values in this study. Vector «, encodes the input
a,, in a single pass. The whole probability Q (&) is computed
by successively calculating the conditionals, beginning with
(), as follows:
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p(‘xolao—l’ e “1) = Za"xa’ (13)

where the right-hand side has the standard scalar product of
vectors and

z, =T (Vi, +d). (14)
V € R%*% and d € R® are the weights and biases of a

Softmax layer, respectively, while T'is the Softmax activation
function.

o) = S0
ZjexP(Wj)

In (13) 2, = (2}, .., zy4) is an e, -component vector of
positive, real values that add up to 1.

(15)

z, = 1. (16)

Thus, a probability distribution over states «, is formed.
The entire probability Q («) is given by

O
Q(a) =[ [z (17)

n=1

Note that Q(«) is already properly normalized to unity
such that

Q(a); = 1. (18)

The hidden vector i, encodes information about prior
spin configurations «_,, as shown in (12) and (13). History
a ¢ is important for predicting the probability of subse-
quent a, for correlated probabilities. The RNN is capable of
simulating tightly linked distributions by transmitting
hidden states in (13) between sites. The dimension of the
concealed state will be referred to as the number of memory
units i,. Figure 3 shows the framework of RNN.

3.4. Grey Wolf Optimization (GWO). The grey wolf opti-
mization (GWO) algorithm is a new bio-inspired opti-
mization approach. The main goal of the GWO method is
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to find the best solution for a given issue utilizing a
population of search agents. The social dominance hier-
archy that creates the candidate solution in each iteration
of optimization distinguishes the GWO algorithm from
other optimization algorithms. Tracking, surrounding,
and assaulting the target are the three processes in the
hunting mechanism. Thus, GWO stands for the grey
wolf’s mathematical hunting approach, which is utilized
to tackle complex optimization problems. As a result, the
best solution to a problem has been deemed a victim.

The three upper levels’ movement represents the victim
being encircled by grey wolves, as stated by the following
formula:

—_

E = B.Yq (u) - Y (u). (19)

Y indicates the prey position vector, Y represents the
grey wolf location, and D is the coeflicient vector. Using
the following equation, the result of vector E is used to
shift a specific element closer to or away from the region
where the optimal solution, which symbolizes the prey, is
placed.

_

N _
yE+1) = y,(t)—??‘,wnh? =20m -7¢,  (20)

where s, is chosen at random from the range [0, 1], and over
a predetermined number of repetitions, an is decreased from
2 to 0 . If |B| is greater than one, this corresponds to ex-
ploitation behavior and replicates prey attack behavior. If |B]|
> 1, the wolf spacing from the victim is imitated. [-2, 2] are
the recommended values for A. Using the following
mathematical equations, three higher levels, a, b, and ¢, will
be calculated.

— —_—— = —

E, = | sz—Y|w1thY2—Yb—Yb(Eb>, (21)
— — — o el

E; =| 3.YC—Y|w1thY3=YC—YC.<EC>.

Assume that a, b, and ¢ have enough information about
the likely whereabouts of the victim to mathematically
imitate the grey wolf’s hunting method. Furthermore, the
top three best solutions are preserved, forcing the other
agents to update their positions following the best agents g,
b, and c. The pseudocode of the GWO is given in Algorithm
1, and this behavior is mathematically represented by the
following statement.

—_ - —
it Vot s
—

Y (u+1)= (22)

4. Result

In this phase, we examine the human resource demand
prediction and configuration model based on grey wolf
optimization and recurrent neural network. The parameters
are in-demand analytics skills, human resource satisfaction
index (HRSI), prediction rate, and error rate. The existing
methods are convolution neural network (CNN [26]),
double cycle neural network (DCNN [27]), whale optimi-
zation (WO [8]), and particle swarm optimization (PSO
(28]).

4.1. In-Demand Analytics Skills. In demand analytics skills,
we assessed the employee experience, people analysis, in-
ternal recruiting, and multigenerational workforce. The in-
demand analytics skills are depicted in Figure 4.

Figure 4 explains employee experience with a score of 94
percent, people analytics with a score of 85 percent, internal
recruitment with a score of 82 percent, and a multigenerational
workforce with a score of 74 percent. While comparing the
employee experience, people analytics, and internal recruiting
with a multigenerational workforce, it is shown that the mul-
tigenerational workforce is lower than the others.

4.2. Human Resource Satisfaction Index (HRSI). In HRSI, we
assessed the employer image, employee expectations,
perceived HR service quality, value perceived by the em-
ployee, employee satisfaction, employee loyalty, and HRSI.
The human resource satisfaction index is depicted in
Figure 5.

Figure 5 shows employer image with a score of 34.94
percent, employer expectations with a score of 51.62 percent,
perceived HR service quality with a score of 71.35 percent,
value perceived by the employee with a score of 70.43
percent, employee satisfaction with a score of 54.45 percent,
employee loyalty with a score of 42.23 percent, and HRSI
with a score of 54.17 percent. While comparing employer
image, employer expectations, perceived HR service quality,
employee satisfaction, employee loyalty, and HRSI, it is
shown that perceived HR service is higher than the others.

4.3. Prediction Rate. In other words, if an early warning
system can accurately predict a need for HR, then it has a
high predictive value. Figure 6 represents the prediction rate.

In Figure 6, we evaluate the convolutional neural net-
work with a prediction rate of 73 percent, the double cycle
neural network with a prediction rate of 63 percent, the
whale optimization with a prediction rate of 85 percent, and
the particle swarm optimization with a prediction rate of 58
percent, and we propose RNN + GWO with a prediction rate
of 95 percent. The results of the comparisons reveal that the
suggested approach is superior to each of the four methods
that already exist.
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Set the grey wolf population Yj (j=12,...,0)
Set up b, B, and d.
Compute the search agent’s fitness
The most effective search agent=Y,
An agent with the second-best search=Y,
the third most effective search agent=Y
while (1 < maximumno of iteration)
for every search agent
Change the current search agent’s position.
end for
Improve g, A, and ¢
Adjust the current position of the search agent
Improve Xa,XI;, and X,
t=t+1

end while
return X,

ALGORITHM 1: Grey wolf optimization (GWO).

Percentage (%)

FIGURE 4: In-demand analytics skills.

4.4. Error Rate. It is the percentage of incorrect units of data
transferred in comparison to the overall number of units of
data. Figure 7 shows the error rate.

In Figure 7, we evaluate the convolution neural network
with an error rate of 93 percent, the double cycle neural
network with an error rate of 85 percent, the whale opti-
mization with an error rate of 80 percent, and the particle
swarm optimization with an error rate of 75 percent, and we
propose RNN+GWO with an error rate of 50 percent.

The results of the comparisons demonstrate that the sug-
gested approach is inferior to each of the four other strat-
egies already in use.

5. Discussion

In CNN (existing), this model presents several problems,
the most significant of which are overfitting, inflating
gradients, and class unbalances. The effectiveness of the
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FiGure 6: Comparative analysis of prediction rate for suggested and
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model may suffer as a result of these concerns. Negative
aspects of the DCNN (existing) include the following:
the lifetime of the network is uncertain; the working of
the network is not described, and it is difficult to dem-
onstrate the issue to the network. The whale optimiza-
tion (existing) suffers from some flaws, the most notable
of which are its sluggish convergence, poor solution ac-
curacy, and the ease with which it might fall into the
local optimum solution. The particle swarm optimiza-
tion (PSO) technique has several drawbacks, the most
notable of which are that it is simple to become stuck in
a local optimum in a high-dimensional space and that
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FIGURE 7: Comparative analysis of error rate for suggested and
traditional methods.

it has a slow convergence rate throughout the repeated
process.

6. Conclusion

The key to an enterprise’s long-term success is its ability to
effectively use its HR. There will be a great amount of data on
HR created inside the firm as the company continues to grow
and expand. Data on corporate HR are often inadequate or
inaccurate since the demand for HR is impacted by so many
factors. As a result, there is a high degree of nonlinearity
between various components and demand for HR. Human
resource demand may be forecasted using a recurrent neural
network (RNN) and grey wolf optimization (GWO) which is
a revolutionary quantitative forecasting approach of tre-
mendous theoretical significance. The first step is to get the
data and normalize it. Principal component analysis (PCA)
is used to identify the characteristics, and the suggested RNN
with GWO can accurately estimate human resource re-
quirements. To make forecasting more relevant, flexible, and
accurate, the human resource demand prediction model was
developed and it might help organizations better manage
their HR to meet their priorities. El Health employs IoT
sensors in particular to monitor employee demand, which is
analyzed as a time-series data and utilized to forecast future
need.
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A growing number of studies have been conducted over the past few years on the positioning of daily massage robots. However,
most methods used for research have low interactivity, and a systematic method should be designed for accurate and intelligent
positioning, thus compromising usability and user experience. In this study, a massage positioning algorithm with online learning
capabilities is presented. The algorithm has the following main innovations: (1) autonomous massage localization can be achieved
by gaining insights into natural human-machine interaction behavior and (2) online learning of user massage habits can be
achieved by integrating recursive Bayesian ideas. As revealed by the experimental results, combining natural human-computer
interaction and online learning with massage positioning is capable of helping people get rid of positioning aids, reducing their
psychological and cognitive load, and achieving a more desirable positioning effect. Furthermore, the results of the analysis of user
evaluations further verify the effectiveness of the algorithm.

1. Introduction

As health care has aroused the rising attention of people, it
has become a trend to integrate intelligent massage robots
into people’s daily lives to help them achieve massage and
relaxation anytime and anywhere. Massage positioning is
recognized as the first task of an intelligent massage robot,
and numerous existing research results have been achieved
relating to massage positioning.

Three main types of massage systems have been used on
the market over the past few years. The first one is the larger
massage chair, which is the most common and requires the
operation of a remote control or control panel to give the
massage positioning instructions. This positioning mode of
operation, however, is not friendly to the elderly and has a
rigid division of massage areas. The second type refers to a
small regional massager (e.g., a neck massager). The above
type of massager is focused and can only be applied in one

area. The third type refers to the professional type massage
robot arm, which is primarily employed in professional
massage hospitals or massage shops. The user should lie in a
fixed position after completing the diagnosis, and the
massage position is set by the professional massage prac-
titioner independently. This massage robot is characterized
by strong professionalism and high precision, whereas the
system requires external support staff for massage posi-
tioning. Accordingly, this positioning model runs counter to
the goal of integrating massage robots into daily lives. In
brief, current massage positioning systems are always de-
pendent on external conditions (e.g., massage manipulation
boards and professional doctors) and are not intelligent.
Accordingly, understanding the natural way in which people
express themselves in the massage area can help the user
disengage from the above external dependencies.

It is generally known that the ability to express intentions
through physical movements is the most basic and common
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ability among people [1]. It has been found that when people
express something or an area, they usually use gestures or
words to direct the attention of others to the target, thus
enabling them to gain insights into their intentions [2]. In
the case of gestures, people usually use pointing actions to
express the target when they are far away from it, that is,
indicating behavior [3], which is commonly achieved by
extending the index finger and flexing the rest of the fingers
[4]. If the target is close, people usually express it in a contact
manner, for example, by holding or touching it directly with
their hand. Likewise, the above results can be applied to
people’s representations of the massage area. People typi-
cally use static pointing expressions for areas of the body that
are distant from the hand. For closer areas, on the other
hand, direct contact with the fingertips of the index finger is
generally used for expression. On that basis, pointing ges-
tures have become one of the most natural ways of
expressing the massage area, and verbal expressions are also
one of the most natural ways. Thus, a correct understanding
of the above natural expressions can help people disengage
from the operating board and reduce memory and opera-
tional load. Moreover, people’s negative attitudes toward
robots can be reduced.

Furthermore, unlike professional massage, daily home
massage is characterized by nonspecialist positioning and an
unspecified range of massage. As such, autonomous massage
positioning faces numerous unique challenges: (1) the sys-
tem should track information on key points of the human
skeleton in real-time, such as the shoulders and waist, as well
as hands, to enable massage tracking and (2) the system
should identify massage zones and massage points based on
an understanding of people’s natural expressions.

Accordingly, to solve the above application pain points
of intelligent robots, this study focuses on the vital issue of
massage area positioning and proposes a method based on
natural human-robot interaction with online learning

capability.

2. Related Work

2.1. Positioning of Acupuncture Points. Existing research on
massage localization has focused on the identification of
body acupoints, and localization is primarily achieved using
two methods, including manual-assisted finding and neural
network training. The first type of manual assistance requires
the marking of the target acupuncture point before the
massage, mainly through the posting of the colored origin or
2D codes, after which the system locates the point by
identifying the location of the marked point [5, 6]. The
manually assisted methods all require a prior manual setting
of the reference point and are both less intelligent. The
second method, requiring the use of deep learning, is
progressively becoming the focus of relevant research.
Xiangping and Yudan [7] adopted a neural network model
based on particle swarm optimization to train a predictive
model of the relative coordinates of acupoints. Later, Sun
et al. [8] located two acupuncture points on the human arm
with more accuracy using a deep convolutional neural
network. Chen et al. [9] used migration learning to transfer
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the learned facial landmark location network to the acupoint
localization network, so as to further increase the accuracy of
acupoint localization. The incorporation of location accu-
racy metrics further increased the accuracy of positioning.
The above methods have all produced satisfactory results,
whereas the positioning of specific acupuncture points re-
quires professional guidance and planning to achieve the
desired results. These methods are contrast to the goal of
home-based daily massage, which is primarily aimed at
relaxing certain tired areas and does not exert a therapeutic
effect. Thus, it is important for intelligent massage posi-
tioning systems to understand people’s intentions and needs
through their behavior.

2.2. Intent Understanding with Natural Interaction.
Natural human-computer interaction aims to eliminate the
boundaries between humans and machines to achieve
smooth and natural communication between humans and
computers. As research progresses, HCI tends to evolve from
the initial passive interaction (e.g., command line interaction
and graphical interface interaction) toward active interac-
tion (e.g., machines actively sensing and predicting people’s
behavior and inferring the user’s mental intent) [10, 11].
Human-computer interaction research is committed to
achieving intelligent applications. To achieve this goal, a
wide variety of sensors are adopted to observe people’s
physical behavior; human expressions, gestures, gazes
[12-14], and other behaviors have also been analyzed in
depth. The massage positioning of an intelligent daily
massage robot is primarily dependent on the operator’s
intention, which can be expressed in various ways (e.g.,
pointing, speech, and gesture). Accordingly, the above
modalities need to be considered together to analyze human
intentions using contextual information [15-17]. In addi-
tion, Liu et al. [18] proposed a multitask model combining
STGCN-LSTM and YOLO to recognize human intentions.
Batzianoulis et al. [19] proposed the idea of determining
control attribution based on people’s personal preferences.
Kim et al. [20] have proposed a method to identify patterns
in people’s daily lives that combines intention and event
algorithms. Duncan K et al. [21] proposed a Markov model
based on a “goal-action-intention network” through itera-
tive Bayesian updating of the network to give it the ability to
learn people’s habits. Inspired by the above studies, this
study adopts a recursive Bayesian algorithm to equip the
system with the ability to learn.

2.3. Intent Understanding with Natural Interaction. To ac-
curately identify finger-pointing, Smari and Salim Bouhlel
[22] implemented fingertip tracking and recognition by
contour detection on Kinect depth maps. Shukla et al. [23]
proposed an appearance-based probabilistic target detection
framework that enables the recognition of pointing gestures
and the estimation of pointing directions. Barbed et al. [24]
proposed a fine-grained variation of long-range pointing
behavior detection using network training. However, it is
not possible to obtain highly accurate, real-time finger-
pointing information using the above methods. Thus, the
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focus of research has gradually shifted to the recognition of
key points on the body and in the hands. Although Kinect
can acquire human skeletal points, it cannot be adopted for
accurate pointing since it can acquire a small amount of key
information. Simon et al. [25] developed a method to obtain
a finger-pointing fine-grained detector through training
with a multicamera system to achieve high accuracy in hand
keypoint detection. Zhang et al. [26] built a multihand
tracking system capable of running on the device in real time
and achieving a high degree of accuracy.

In brief, existing massage systems suffer from the above
key problems: (1) the system requires auxiliary conditions
for manual massage positioning of massage points; (2) the
system is unable to learn the massage habits of the user
autonomously; and (3) the system is unable to achieve
massage at any specific location. In this study, the above key
scientific problems are solved by placing a focus on a
multimodal intent fusion understanding approach. Com-
bining natural pointing and speech representation, the
major elements of intelligent massage systems are investi-
gated (e.g., precise positioning and natural human-machine
interaction).

3. Materials and Methods

The interaction device of the intelligent massage positioning
system primarily comprises a xArm robotic arm, a Kinect
perception device, a voice input device, and a computing and
processing device, as illustrated in Figure 1. The difficulty of
the implementation of the massage positioning system lies in
how the system is capable of naturally and accurately sensing
the location of the massage area expressed by people with the
use of natural pointing gestures and speech. This study
proposes an online learning massage positioning algorithm
to solve the above difficulty. First, the idea of redundancy is
used to extend the intersection of the pointing line and the
body into a pointing intersection line to determine a
massage candidate area. Second, an interrogative interaction
is performed for the massage candidate area using roulette
selection to determine the massage center point and the
massage point generation model. Lastly, according to the
massage area and center point, the selection probability and
the central probability of the respective zone under the part
are updated. After multiple selections of the same part, the
system is capable of learning people’s massage habits on the
part, thus decreasing the number of interrogation interac-
tions for the next center point confirmation.

To gain insights into the user’s intention expressed
through speech, a speech intention database, KWLib, should
be first created, which describes the correlation between
speech and possible intentions. The system uses real-time
keyword detection for speech recognition and intent
matching. In addition, to understand the user’s pointing
information, this system detects key points on the body and
hands in real-time to achieve pointing recognition. For the
intelligent massage positioning system in this study, the two
modalities of speech and pointing can be either parallel
inputs or single inputs. The input is assigned to three cases:
the first is two modalities for parallel input, when it is

necessary to determine whether there is a contradiction
between the information transmitted by both; if there is, the
system will actively remind the user and ask him to re-
express it. The second is when two modalities are inputted in
parallel, and there is no contradiction identified between
them, or only pointing serves as a single modal input. As a
result, the system will turn on the OLMP algorithm to
massage the localization function. Third, with voice only as
the single input, the system will perform a full-area massage
on the body part expressed by voice.

Pointing expressions can fall into two types, including
contact and noncontact. For the first type of contact ex-
pression, the system directly employs the contact point as the
center point of the massage. The understanding of the
second type of noncontact expression is the difficulty and
focus of this study’s research. Theoretically, the intersection
of the pointing line and the body can be used as the center
point of the massage area. However, inaccurate detection of
the skeletal points of the body and the user’s own reasons
(e.g., inability to raise the arm) can cause greater disturbance
to the position of the intersection point. Hence, there is an
error in using the intersection point as the center point of the
massage. It is noteworthy that if the hand is far from the
target area, a small deviation in pointing may cause the
intersection point to be far from the target point. Fur-
thermore, intelligent massage positioning requires the
identification of a massage area rather than just a massage
center point. The intelligent massage positioning system
proposed is capable of solving the above problems of
noncontact expression, and its structure is illustrated in the
following diagram:

The system structure consists of three main parts (Fig-
ure 2). The first part is the area of number. 1: Through the
user’s basic input data to understand the intention, to de-
termine the range of the massage candidate area, its main
goal is to select a general massage area and reduce posi-
tioning errors; the second part is the area of number. 2:
Through the roulette selection method to determine the
interrogation point within the massage candidate area, its
main goal is to determine the location of the massage center
point, massage point two-dimensional (2D) distribution
model, and massage The third part is the area of number. 3:
Based on the user’s selection results, the selection probability
and central probability of the relevant body parts are con-
stantly updated, and its main aim is to reduce the number of
human-computer interactions when positioning the mas-
sage center point. The main three sections are elucidated
below.

3.1. Voice Detection to Determine the Massage Part. We first
build a voice intent database KWLib, which stores the set
pairs of voice keywords and body part numbers. In addition
to body part keywords, the system also focuses on directional
words as well as negative words. Finally, all the obtained
keyword information is used as the input of the intent
database.

Among them, for speech recognition, we use the speech
recognition technology of Baidu API to perform real-time
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FIGure 1: Interactive device diagram for intelligent massage positioning systems: (a) Kinect 2.0 devices; (b) xArm robotic arm devices.
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FIGURE 2: Illustration of the structure of the massage positioning system.

speech detection. After the system performs the massage
positioning scenario, the system detects the user’s voice
expression in real time. When the body part keyword is
detected, the final body part number is obtained by com-
bining the before and after information. The identification
process is shown in Figure 3.

3.2. Natural Pointing to Identify Candidate Area for Massage.
After considering accuracy, stability, and real time, this
study uses the research results of Zhang F et al. and
Bazarevsky et al. [27] on hand and body key points as the
method of acquiring the base data. The underlying data are
processed to identify the candidate area.

First, it is considered that there may be irregularities in
user pointing gestures. To increase accuracy, pointing is
assigned to two cases. The first case is when the index finger
is bent during the pointing process; the second case is when
the index finger is not bent during the pointing process. The
system sets different pointing lines in accordance with the
different cases.

Second, once the pointing line, Line;, has been deter-
mined, we assume that there exists a surface a. The straight

line, Line,, lies within « and that « is perpendicular to the
ground (the xoz face in 3D space). This study translates the
above explicit conditions into mathematical form: the
normal n of the ground is known tobe (0 1 0) and let the
direction vector 1, of the line, Line;, be (a b c). With
geometric knowledge, the normal vector n,, of the surface «
is expressed as follows:

ijk
n,=nxl=|01 0| (1)

abc

The equation of surface « is obtained by combining the
normal vector n, and the coordinates of the fingertip point.
Afterward, the body plane a4, is obtained from the in-
formation on the coordinates of the key points pointing to
the body part where the intersection point p;iersection 1S
located.

Lastly, the length and width of surface a and surface
yody are defined by the position of the pointing hand, the
direction of pointing, and the body posture. Afterward, the
intersection line I between the two surfaces can be found
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setting the height of the massage candidate area T to the
length H of the projection of I on the y-axis.

When the user’s pointing action is not standard, the
system uses the second finger node and the tip of the index
finger as the key points of the pointing line, as shown in
Figure 4(a). However, when the user’s pointing action is
standard, the system uses the heel and tip of the index finger
as the key points of the pointing line, as presented in
Figure 4(b). The red dotted line in the diagram represents the
intersection line I of the two faces.

The width of the area T is obtained by d that changes
with the distance d; between the fingertip and pjyersection- 1f
the fingertip is farther away from p; . crection» the intersection
point determined by pointing may deviate significantly from
the actual target point. Thus, the width of the candidate area
T should be widened to maximally include the target point
within it. Through extensive experimental testing, this study
sets the value of d for three cases: first is 2cm <d; <8 cm;
that is, the distance between the fingertip and p;,ersection 1S
relatively close, and d is set to one quarter of the maximum
value L, of the width of the part where p;;ersection 15 located;
second is 8§ cm < dj <20 cm, where d is set to (1/3)L;; third is
d; >20cm; that is, the distance between the fingertip and
Pintersection 18 Telatively far, and d is set to (2/3)L,. Afterward,
the length of the projection of d and I on the x-axis is
compared, and the maximum value is selected as the width L
of T. The area framed by the dashed line in Figure 5(a) is the
candidate area T, and the black line within this area is the
intersection line I.

3.3. Determination of Massage Center Point and Massage
Point Generation Model in Candidate Area. The results and
discussion may be presented separately, or in one combined
section, and may optionally be divided into headed
subsections.

Before the system was run, this thesis first divided the
body into parts, such as the left and right arms, and the back.
Second, the respective part was then divided into more
refined zones. The respective small zone has a selection
probability value and a central probability value, and both
two probabilities of the respective small zone under the same
part sum to 1. The following is an example of area T falling
on the back, assuming that the back contains a total of 9
small zones. Then, the determination of the massage point
centroid and the massage point generation model is shown
below.

Suppose the area T contains a total of m sections with
area values of S, S,... S,,,, thus forming the set of areas S. The
selection and central probabilities are obtained for the re-
spective part, resulting in a probability set 6 and a probability
set y, as shown in Figure 5(b). Taking into account the

existence of user pointing bias and to avoid the smaller
combined probability sections being simply ignored, this
study used the roulette selection method to determine the
preferred interrogation points within area T

First, the system determines the combined probability
for the respective section in area T according to (2) and
calculates the cumulative probability value Q(P;) for the
respective section in order. The cumulative probability for
the respective section is the sum of its own probability and
the probabilities of all sections that lie before it. The
cumulative probability uses line segments of different
lengths to represent the probability of the respective
section. All sections are integrated to form a long line of
length 1.

P(PT,) = ot @
Zj:OSj X 0; xu;

Next, the system generates a random number in the
interval [0, 1]. The number is judged to fall within which line
segment, so the preferred section of the area T is determined.
Notably, the probability of a random number falling in a
longer line segment is relatively high. However, there is also
the possibility of shorter line segments being selected. Thus,
the phenomenon of a fixed range of massage center points is
avoided.

The above steps lead to the preferred interrogation
section and the position of its center (x', ') within the area
T. Afterward, the massage arm moves to this center point
and asks the user “whether the point currently touched is
included in the massage area.” If the system gets a negative
answer, the preferred interrogation part will be removed
from the candidate area T, and the remaining sections will be
used as a new candidate area T'. The system will then
recalculate the combined probability value for the respective
section of the area T'7 and use the above steps to reselect the
next section. If a positive answer is obtained from the user,
the point (x/, y1) is moved on the x-axis to the intersection
line I to get a new point (x,, ¥,), and the point serves as the
massage center point, as presented in Figure 5(c). In ad-
dition, the system sets a minimum area value § for the
candidate area. When the candidate area is being narrowed
down, if the area of the T/ is smaller than f, the system will
ask the user to re-express it.

Lastly, the position coordinates of the massage points are
set to be consistent with a normal distribution on the X and
Y axes, and the parameters x and y are independent of each
other. x, and y, are the means of the two normal distri-
butions, respectively, and the variances are determined by L
and H, respectively. In accordance with the 3¢ principle, the
variance of X and Y can be found as o, = (L/6) and
o, = (H/6), respectively. Accordingly, the equation for the
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FIGURE 4: Intersection line finding diagram with different pointing lines: (a) irregular pointing; (b) regular pointing.
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FIGURE 5: Schematic diagram of the massage center point determination process: (a) the area framed by the dotted line represents T; (b) the
area, central probability, and selection probability corresponding to each small section contained in the area T'is indicated; (c) the massage

center point is found by moving the interrogation point.

2D normal distribution that the massage point coordinates
obey is expressed as follows:

1 x—x2 -2
flop =5 exp( -2 y) 3)
xVy

o o)
The system is capable of generating the coordinates of
the massage points randomly according to equation (3). In
addition, the area enclosed by the four points x, - 20,,

Xg+20,, ¥y — 20, and y, + 20, is set as the target area T,
for this massage positioning, as shown in the area framed by
the dashed line in Figure 6.

3.4. Updating the Central and Selection Probabilities Using
Recursive Bayes. To make the results of intention under-
standing more accurate, the system should be able to learn
continuously. In the case of massage positioning,
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intelligence means that after a number of positions, the
system should learn the operator’s preferences to achieve
more accurate and rapid positioning. To achieve this, this
study requires that the system learn the user’s historical
massage area and massage frequency and be able to auto-
matically update the selection probability values and the
central probability values for each small zone under the
relevant part. The above goal can be achieved using a re-
cursive Bayesian approach. Suppose that the Rth part of the
body is selected N times and that the part covers a total of K
small zones. The result x, of the ith selected massage po-
sitioning is expressed as
Xp=(Qp =0,Qp =0,...,Qp =1,...,Qpg = 0), with Qy;
representing the ith small zone under the Rth part. A value of
0 for Qp; means that the central point of massage does not
fall in the ith small zone; a value of 1 for Qp; means that the
central point of massage falls in the ith small zone. In ad-
dition, each of the K small zones has a central probability
value and a selection probability value, which can form the
probability set 0R = {PRl—center’ PRZ—center’ R PRK—center} and
Hr = {PRl—selection’ ceo PRK—selection :

Online learning aims to update the central and selection
probabilities of the respective small zone under the relevant
part using the results of the user’s massage positioning
selection, that is, to update the probability set 0 and ug.

Using Bayes’ formula, the posterior probability of the
central probability can be written as follows:

P(61x") oc P(x'65) - P(Bglx" ). (4)

According to (4), the system is capable of understanding
user preferences based on continuous learning. The prior
function P (6g|x'~!) can be obtained by iterating step by step
through P (6g|x"2),..., P(6g|x°), that is, P(0y). P (6y) is the
initial probability distribution for the small zone. We set it to
obey the Dirichlet distribution, and hence, the posterior
probabilities also obey the Dirichlet distribution. The like-
lihood function P(x’|6;) can be obtained by the following
equation:

P(x'16) = [ ] P(x16x) o [ ] 657 (5)
j J

j=1

Hence, the maximum a posterior estimate of 0 is given
by the statistically large amount of positioning data, as
shown in the following equation:

— Qgj +ag;—1

0. =
K Zfil Qpi + Zfil(“Rj - 1)

where ag; is a Dirichlet parameter that records the prior
counts of the observed massage centroids falling in the jth
zone.

Finally, the selection probabilities are progressively
updated according to the way the central probabilities are
updated, as shown in the following equation.

) (6)

Cp;j + HSpg;j + sp;j
K K K
Yin1 Cri+ Xis HSpi + 202 spi

(7)
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FIGURE 6: Schematic diagram of the massage area determination.

where HSg; denotes the sum of the areas of the jth small
zone contained within the target area of the historical
massage; Cp; represents the area of the jth small zone
contained within the current target massage area; and sg; is
the area of the jth small zone. Thus, the selection probability
value pi; for the respective small zone on the Rth part will be
progressively updated as an increasing amount of interac-
tion information is added.

3.5. Online Learning Massage Positioning Algorithm.
Based on the above discussion, the basic idea of the online
learning massage positioning algorithm (OLMP) is eluci-
dated below. (1) When the system detects the noncontact
pointing gesture, it exploits the redundancy idea to extend
the pointing intersection as the intersection line to deter-
mine the massage candidate area T. (2) The system deter-
mines the massage center point using the roulette selection
method and then determines the 2D normal distribution
model of the massage point in accordance with the height
and width of the area T. (3) In accordance with the massage
target area, the selection and central probabilities of relevant
body parts are updated to progressively realize the function
of learning the user’s massage habit. The algorithm in this
study is defined as Algorithm 1.

3.6. Algorithm Analysis. The main features exhibited by the
OLMP algorithm are elucidated below. (1) The OLMP al-
gorithm can understand the user’s representation of any
body’s position under natural pointing. The system deter-
mines the user’s pointing direction in accordance with the
key point of the finger. If the pointing line does not intersect
with the body (e.g., the pointing line points to the outside of
the body), the system will actively remind the user and ask
him/her to re-express it. If there is an intersection between
the pointing line and the body, the system will be consistent
with the steps in Section 3.1 to find the candidate area T and
determine the center point of the massage within the area T
according to Section 3.2. During the above process, the
system records the position of the massage point in relation
to the body’s key points. All the above settings ensure that
the massage point is always found when the pointing
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the respective part of the body.
Output: The collection P of massage points.
(1) Computer n, using the formula (1);

(2) H =height(I); L =max(Length(I), d).

*/

(5) IF Numl = @ and Num2 + &
num = Num?2
IF Numl # @ and Num1 N Num2 + &
num = Numl N Num?2.
/* determine the number of the target part. */

0—0um NT5 p—phpy N T
(7) Compute F(PT;) using formula (2).

(9) Compute f(x, y) using the formula (3).

(11) Update 0, using the formula (6).
(12) Update p,,,, using the formula (7).
Output P

END

Input: The user’s voice: voice; the key points of fingers; the key points of body; the collections of two types of probability for

aen, and Line;; ohyogy < Pingersection a1d the key points of body;
I—a and ay,,q,./" calculate the intersection of the surface a and ap,q4y-*/

(3) T (H,L,I) /*determine the massage candidate area T.*/
(4) Numl« KWLib(voice);/*match the user’s voice to the speech intent library to find the number of the target body part

Num2«T./* determine the number of the body part where the candidate area T is located. */

(6) The sets of initial probabilities for the respective part within T

(8) Center point (xg, ¥o)«PToeeq— roulette selection (F(PT;))./* finding the section PT .4 through the roulette
selection method. Determining the center point (x,, y,) of target massage area by PT,

(10) P, Ty—f (x, y)./* determine the set of massage points P and the target area for massage T,. */

*/

chosed*

ALGORITHM 1: Online learning massage positioning (OLMP).

information is correct. (2) The selection and central prob-
abilities of the respective zone under the body part can be
constantly updated online to learn the user’s massage habits.

The main differences between the OLMP algorithm and
existing methods are elucidated below. (1) The algorithm is
capable of achieving massage localization without the need
for other auxiliary conditions by analyzing the user’s non-
contact pointing expression of the massage area under
natural conditions. The above function reduces the user’s
memory and operational load. (2) The algorithm can update
the probability value of the respective small zone under the
relevant part based on the target area obtained from the
localization. This function allows the system to find the
massage center point from the massage candidate area T
more rapidly in the next positioning, reducing the number of
times the system asks the user. (3) In the positioning process,
the user can move his body as he pleases without being
restricted to a single posture. The above system will achieve
real-time tracking of the massage points based on the
recorded location of the massage area points in relation to
the key points of the body.

4. Experimental Results and Analysis

The proposed OLMP algorithm is integrated with the xArm
robotic arm for intelligent massage positioning. In this
section, the effectiveness and reliability of this proto-type
system are further verified, and the intention understanding
rate and cognitive load of the algorithm are evaluated.

4.1. Experimental Settings. The intelligent positioning sys-
tem in this study comprises a Kinect device, a computer with
an I7-10875H CPU, an RTX2060 GPU, 16G of RAM, and the
xArm 7-axis robotic arm. To be specific, the arm was fixed to
the table, and the Kinect camera was fixed to the right of the
arm, which was approximately 1.2 m away from the user. 20
volunteers between the ages of 35 and 65 were invited to the
experiment at a male to female ratio of 1:1.

Since the massage arm has a limited range of movement,
to achieve effective massage positioning, the area in which
the user intends to express himself should be limited, and the
user should choose the posture in which the massage can be
performed. Moreover, due to the difficulty of expressing the
back area by pointing, a special condition was set; that is, the
experimenter could point to the front chest, instead of
pointing to the back area, and the system would automat-
ically map the front area to the back. However, the exper-
imenter should first verbalize the part of the body that he or
she wants to massage. Indeed, the experimenter can also
express his or her intention directly to an area of the back.

Furthermore, the types of user responses are classified
into positive and negative responses. The keywords of
positive responses consist of “yes,” “right,” “correct,” and
others, while the keywords of negative responses comprise
“no,” “ negative,” “none,” etc.

» <«

» « » «

no,” “not in,

4.2. Experimental Procedure. The respective experimenter
should perform 20 repetitive massage area selections with
natural pointing. When the experimenter enters the
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designated area to express their intention using pointing, if
there is a problem with their pointing (e.g., pointing in a
direction unrelated to their body), or if there is a contra-
diction in the parallel input of speech and pointing, the
experimenter is asked to repeat the expression, and no count
is made in either case. The experimenter can point in a
variety of postures (e.g., standing and sitting), as illustrated
in Figure 7. If the experimenter is in an area that is out of
reach of the robotic arm, the system will alert the user to
make position adjustments.

Figure 8 illustrates the whole process of massage lo-
calization. Once the pointing gesture is detected and the
body posture is stable, the system will determine the can-
didate area T, which has a height of 200 pixels and a width of
110 pixels, as shown in Figure 8(a). To prevent the body from
moving, the system records the position relationship be-
tween the massage candidate area points and the rest of the
body’s key points. Afterward, the OLMP algorithm is used to
detect which parts of the area T contain small zones and to
determine the preferred interrogation point, as shown in
Figure 8(b). The robotic arm moves to this point and initiates
the interrogation: does this contact location fall within the
target area, as shown in Figure 8(c). When an affirmative
answer from the user is detected, the point is moved to the
intersection line to obtain the massage center point, and a
2D distribution model of the massage point coordinates is
obtained according to equation (3) as follows:

9(x—574)° 9(y-394)° )
3025 10000

(x7) = uoooneXp(

The system determines the massage target area and the
set of massage points based on the 2D distribution model
above, as shown in Figure 8(d), and records the location of
the massage points in relation to key points on the body.
Ultimately, the probability values for the selection and the
central of the respective small zone under the relevant part
are updated during the positioning process, the experi-
menter can move or change posture, and the system can
achieve real-time tracking of the massage.

4.3. Experimental Results. In this study, the proposed OLMP
algorithm was validated and evaluated in terms of three
metrics, including accuracy, number of interactions, and
user cognitive load.

4.4. Accuracy. The accuracy of massage positioning can be
derived by the following equation:

Count
Accuracy Rate = (;gn , 9)

where Count denotes the number of correct massage points
in the set p of massage points. The counting method is that
the robot arm moves to the position of the massage point in
p> respectively, and asks: “Is the current contact point lo-
cated in the area you want to massage.” If the answer is
positive, the count of Count increases by 1. Otherwise, the
count of does not increase.

FiGure 7: Collection of massage positioning charts.

The results were recorded for 20 experimenters’ 20 lo-
calization massages, that is, 400 times of intention under-
standing. The accuracy rate under 400 selections was
counted, and the results are presented in Figure 9.

As depicted in the figure, 291 out of 400 intention
comprehension tasks achieved a correct rate of 70% or more,
for a total of 72.5%. In addition, the cases where the correct
rate was below were counted and analyzed, and it was found
that the case mainly occurred when the user points directly
at the back area with their finger. Due to the limitations of
people’s limb range of movement, the experimenter’s
pointing direction and the target area can deviate signifi-
cantly. The above phenomenon decreases the correct rate of
intention understanding.

4.5. Number of Interactions. The main innovation of the
OLMP algorithm is that the system is capable of learning the
user’s massage preferences online and decreasing the
number of queries for the next massage positioning.

To verify the effectiveness of this innovation, two vol-
unteers were randomly selected and asked to make ten
repeatable choices for their back and waist distributions, and
the choices should meet their massage needs. To avoid in-
terfering between choices, the experimenter was asked to
rest for 10 min after the respective selection was made. When
the experimenter is changed, the system resets the initial
probability values for the respective area to learn the user’s
massage habits more rapidly. Furthermore, the system is set
to contain 16 small zones on the back of the body and 9 small
zones on the waist.
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FIGURE 8: The massage area determination process: (a) the candidate area T is determined by pointing lines; (b) the area, selection
probability, and central probability of the small area contained in area T are found; (c) the robot arm moves to the preferred point
determined by Equation (2) and initiates a query to the user; (d) a positive response is obtained from the user, which leads to the de-

termination of the massage area and the massage point.
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FiGgure 9: Distribution of correct rates.

The number of interactions in Figure 10(a)-10(c) implies
the number of times the system controlled the robot arm to
move to the target point to initiate a query to the user when
the center point of the massage within T'is being determined.
As revealed by the graphs, both experimenters performed a
relatively high number of interrogation interactions during
the first positioning process. With the increase in the
number of times the experimenter positioned the same part,
the number of interrogations required decreased. The av-
erage number of interactions (c) suggested that after six
selections, only one interrogation interaction was generally
required to locate the center of the massage. For the random
selection model, the number of interrogation interactions
does not decrease with the increase in the number of ex-
perimenter orientations. Thus, the OLMP algorithm can
decrease the number of human-machine interactions during
the positioning process by learning the user’s massage habits
online.

4.6. NASA-TLX User Reviews. All 20 experimenters were
invited to complete a NASA Task Load Index questionnaire
after the experiment was performed. The questionnaire
consisted of six evaluation indicators below, including time

demand (TD): the efficiency with which time is man-aged
during the experiment; physical demand (PD): the level of
physical effort demanded by the experiment; personal
performance (OP): the level of self-satisfaction in com-
pleting the experiment; energy (E): the amount of effort
required to achieve the self-assessed level; and frustration
(F): how you feel throughout the experiment.

The NASA-TLX generally comprises two steps. Step 1: a
two-by-two comparison of the six indicators in 15 sets. The
experimenters were allowed to weigh in and select one
indicator at a time to calculate the relevance of the indicators
to the task. The results are illustrated in Figure 6 as data
widths. Step 2: the respective indicator was scored, where the
respective indicator was divided into 5 equal intervals, the
respective in increments of 1, with 5 as the maximum. The
mean values of the correlations between the factors in the 20
questionnaires were derived, as well as the mean value of the
respective factor score. The mean variance was obtained as
0.9 for the mental factor, 0.592 for the physical factor, 0.943
for the time factor, 0.843 for the satisfaction factor, 1.122 for
the energy factor, and 0.81 for the frustration factor, as il-
lustrated in Figure 11.

As revealed by the statistical results, the OP factor has the
highest effect. On the basis of the above factor, the OLMP
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F1Gure 10: Collection of experimental results plots for the online learning function: (a) statistical plots of the number of interactions for #1
experimenter for 10 back and lumbar massage orientations, respectively; (b) statistical plots of the number of interactions for #2 ex-
perimenter for 10 back and lumbar massage orientations, respectively; (c) change of the number of interrogative interactions required

during online learning.

algorithm is slightly better than the positioning mode of the
massager. This finding can be explained below. Since
massage chairs have a relatively fixed massage area, they are
not sufficiently flexible to target a small area in accordance
with the user’s wishes. However, the positioning of the
massage under natural pointing can be more consistent with
the psychological needs of the user, so the OLMP algorithm
can bring a higher level of satisfaction to the user. Moreover,
as depicted in the graph, the natural pointing and voice
expressions carry less load than the operating panel or the

remote control. Lastly, a weighted calculation of the six
factors gives a total load value of 1.92 for the OLMP al-
gorithm positioning and 2.00 for the massage chair posi-
tioning. In brief, the OLMP algorithm positioning has better
application prospects than the operator board positioning
and also illustrates the effectiveness of the OLMP algorithm.
Furthermore, in this study, the age-segmented statistics of
the questionnaire was analyzed, and it was found that the
OLMP algorithm positioning was much more favorably
received by the elderly than the massage chair positioning in
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FIGURE 11: NASA-TLX user evaluation graphs: (a) statistical graph of user evaluations for OLMP algorithm positioning; (b) statistical graph

of user evaluations for massage chair positioning.

terms of the mental factor and the self-satisfaction factor,
while the young people’s evaluation of the two methods was
mixed. As revealed by the above analysis, the OLMP algo-
rithm’s core concept can be integrated into elderly assistance
and escort robots for intelligent applications.

5. Conclusions

In this study, existing massage positioning methods are
analyzed, and the OLMP algorithm is proposed by com-
bining the concepts of natural interaction and precise po-
sitioning. The OLMP algorithm is to essentially integrate
iterative Bayesian online learning of people’s daily massage
habits for accurate positioning of the massage area with a
small amount of interaction. As revealed by the results of the
experiments, massage positioning based on the OLMP al-
gorithm can be achieved naturally and in real time without
the need for any auxiliary tools and can reduce the memory
and operational load on people.
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Digital twin (DT) is an important method to realize intelligent manufacturing. Traditional data-based fault diagnosis methods
such as fractional-order fault feature extraction methods require sufficient data to train a diagnosis model, which is unrealistic in a
dynamically changing production process. The ultrahigh-fidelity DT model can generate fault state data similar to the actual
system, providing a new paradigm for fault diagnosis. This paper proposes a novel digital twin-assisted fault diagnosis method for
denoising autoencoder. First, in order to solve the problem of limited or unavailable fault state data for machines in dynamically
variable production scenarios, a DT model of the machine is established. The model can simulate a dynamically changing
production process, thereby generating data for different failure states. Second, a novel denoising autoencoder (NDAE) with Mish
as the activation function is proposed and trained using the source domain data generated by DT. Finally, in order to verify the
effectiveness and feasibility of the proposed method, the method is applied to a fault diagnosis example of a triplex pump, and the
results show that the method can realize intelligent fault diagnosis when the fault state data are limited or unavailable.

1. Introduction

As intelligent manufacturing becomes increasingly auto-
mated, digitized, and intelligent, more attention is paid to
manufacturing process reliability and safety [1-3]. Minor
failures in the production process can cause irreparable
damage. Therefore, fault diagnosis is an important aspect of
intelligent manufacturing [4-6]. Among the current ma-
chine learning methods, support vector machines, decision
trees, and fractional order have been successfully applied in
the field of fault diagnosis [7, 8]. In recent years, deep
learning methods such as Bayesian networks, long short-
term memory, and convolutional neural networks have been
very popular in fault diagnosis due to their powerful
modeling and representation capabilities [9-12]. The
methods mentioned above can significantly improve the
accuracy and efficiency of fault diagnosis under certain
conditions. However, in order to obtain high fault diagnosis
accuracy for deep learning methods, the primary condition

is that the source domain data should be sufficient and
contain comprehensive fault diagnosis information. In
practical industrial applications, machines are often in a
dynamically changing production environment, and the
health and fault information collected at this time are un-
certain. Therefore, in the dynamically changing production
process, it is difficult to collect a large amount of labeled fault
data [13]. In addition, the machine is time-consuming and
laborious to complete the degradation process, and the cost
of marking a large amount of fault data is high. In order to
prevent catastrophic accidents, many enterprises and fac-
tories do not allow machines to run to failure. Therefore, the
above intelligent fault diagnosis methods are difficult to play
a role in the dynamic changing production process [14].
In order to solve the above problems of insufficient
training data and incomplete diagnostic information, some
scholars have thought of transfer learning methods. This
method can transfer a large amount of diagnostic infor-
mation collected on a specific experimental platform to
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dynamically changing production scenarios, solving the
problem of insufficient training data [15]. For example,
Zhang et al. proposed a first-layer wide convolutional deep
neural network (WDCNN), the key of which is to use large
convolution kernels in the first layer of convolution to ex-
tract short-term features. The convolution kernel parameters
of the remaining convolutional layers except the first layer
are reduced, which is conducive to deepening the network
and suppressing overfitting [16]. Zhang et al. proposed a new
CNN model, the advantage of which is that it does not
require signal denoising preprocessing, which can realize
fault diagnosis in noisy environments and variable working
conditions [17]. Ren et al. proposed a new fault detection
and classification method (DRCNN), which designed an
important module “multiscale summation” for deep feature
extraction. This method can combine features of multiple
scales and different levels from unequal layers, which en-
sures the completeness of information [18]. However, the
robustness of the diagnostic performance of transfer
learning suffers in scenarios where working conditions and
system characteristics are not fixed. Parameter transfer
learning methods can assume that some parameters are
shared between source tasks and target tasks, or the prior
distribution of model hyperparameters is shared. Then, we
use a small number of samples in the target domain to fine-
tune the pretrained model, improve the overall performance
of the model, and achieve a more robust fault diagnosis
effect. However, the parameter transfer learning method also
faces the problem of incomplete diagnostic information in
the source domain [19].

With the rapid development and application of infor-
mation technology, in recent years, digital twin (DT)
technology has received more and more attention in various
fields, such as product design and manufacturing, medical
analysis, engineering construction, process optimization,
and job shop scheduling. [20-22]. Also in the field of in-
telligent manufacturing, DT technology has also played a
pivotal role and has become a powerful weapon to promote
the development of intelligent manufacturing. It makes full
use of physical model, sensor update, operation history, and
other data, integrates multidisciplinary, multiphysical,
multiscale, multiprobability simulation process, and com-
pletes the mapping in virtual space, thereby reflecting the full
life cycle process of the corresponding physical equipment.
DT technology can not only reduce design and maintenance
costs but also improve manufacturing efficiency and quality.
Ultrahigh-fidelity DT models can generate simulated data
close to real systems, providing new opportunities for in-
telligent fault diagnosis. Wang et al. proposed a DT reference
model for rotor system fault diagnosis. The requirements for
building a digital twin model are discussed, and a model
update scheme based on parameter sensitivity analysis is
proposed to improve the adaptability of the model [23]. Jain
et al. constructed a digital twin that can estimate the
measurable characteristic output of a photovoltaic energy
conversion unit (PVECU) in real time. A PVECU consists of
a photovoltaic source and a source-level power converter
[24]. Qin et al. proposed a full life cycle rolling bearing DT
model driven by a combination of data and models. Through
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an improved CycleGAN neural network, the simulated data
in the virtual space are mapped to the physical space, and the
results of the DT model are compared with the measured
signals in the time and frequency domains to verify the
effectiveness and feasibility of the proposed model [25]. Xu
et al. proposed a two-stage DT fault diagnosis method
(DFDD) based on deep transfer learning, which realizes fault
diagnosis in the development and maintenance stages [26].
Qin et al. proposed a digital twin convolutional neural
network model with multidomain input (DTCNNMI) in
order to realize the misfire diagnosis of the diesel engine in a
strong noise environment and different operating conditions
[27]. However, most of the current research focuses on the
conceptual model and key technologies of DT, and few
people conduct more specific research on the fault diagnosis
framework, mechanism, and algorithm to overcome the
practical problem of limited diagnostic data.

In this paper, a novel digital twin-assisted fault diagnosis
method for denoising autoencoder is proposed for the
problem of machine intelligence fault diagnosis. The DT
model can simulate a dynamically changing production
process, thereby generating data of different fault states, and
solving the problem of limited or unavailable fault state data
for machines under dynamically variable production con-
ditions. The main contributions of this paper are as follows:

(1) A DT-assisted deep transfer learning fault diagnosis
method is proposed, which is mainly used for fault
diagnosis experiments of triplex pumps. A DT model
of the machine is established to simulate the dy-
namically changing production process, thereby
generating data for different failure states. The DT
model is continuously updated during this process.
The method solves the problem that the fault state
data are limited or not used when the working state
of the machine changes and the system characteristic
changes.

(2) A novel denoising autoencoder (NDAE) with Mish
as the activation function is proposed, which has the
properties of no upper bound, lower bound,
smoothness, and nonmonotonicity compared with
other activation functions.

(3) A sparse penalty term is introduced to fully combine
the advantages of sparse autoencoders and denoising
autoencoders to effectively learn sparse feature
representations from noisy samples.

2. Theoretical Background of Autoencoders

Convolutional neural network (CNN) is a commonly used
network structure in deep learning methods and is currently
widely used in the field of intelligent fault diagnosis of
mechanical systems. However, the structure of CNN is
relatively complex, and the amount of computation is rel-
atively large compared with other deep learning methods.
Compared with CNN, autoencoder has a simpler structure
and stronger operability, which can train the model more
easily and effectively. A type of neural network, after
training, attempts to copy the input to the output. At
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present, many improved forms have been derived from the
autoencoder. On the basis of the autoencoder, the noise
reduction autoencoder adds noise to the input data of the
input layer in order to prevent the overfitting problem, so
that the learned encoder is more robust. A sparse autoen-
coder is a special three-layer neural network with sparse
constraints added to the general neural network. From the
input layer to the hidden layer, the high-dimensional data
are mapped to the low-dimensional data, and the projected
low-dimensional data are restored to the original high-di-
mensional data from the hidden layer to the output layer
[28]. Assuming that x = [x,,x,,...,x,,] is a labeled m-di-
mensional real sample, the formula for noise sample X =
[X> X35 . X,,] is defined as follows:

% =x+N(0,6°I), (1

where N (0, 8°I) represents Gaussian noise with noise level 6.
_ Then, the formulas of the feature vectors
h=1[h,hy, ... h,] and reconstruction vectors
Z = [Z,,2,, ..., Z,,,] of the noise samples are as follows:

h=fu(w®x+bY),

- (2)
z=fo(w?h+b?),

where f; and f, are the activation functions of the hidden
layer and the output layer. (w»,b") is the weights and
biases of the input and hidden layers. Similarly, (w®,b®) is
the weight and bias of the hidden layer and the output layer.
The formulas of the loss function [;, sparse penalty term

l,, and weight decay term I; of MSE are expressed as follows:

I =

N | =
Mz

(Ei - xi)2>
1

lz:ﬁ<2rlog;+(1—r)logll__;>, (3)

j=1 J J

where f is the sparse penalty factor. r is the sparse constant. A
is the weight decay factor. w(»il) is the connection weight
between the ith input unit and the jth hidden unit. Similarly,
w'? is the connection between the jth hidden unit and the
itfll output unit connection weight.

Then, the overall loss function can be expressed as

follows:

(Lg =1, +1, +15). (4)

3. Proposed Method

3.1. NDAE Method. The NDAE method proposed in this
paper is inspired by reference [28]. Based on the combi-
nation of sparse autoencoder and denoising autoencoder
into sparse denoising autoencoder, a sparse penalty term is
introduced, which can effectively learn the sparse features of

noise samples. In addition, inspired by reference [29], the
Mish activation function with stronger learning ability is
adopted. The ReLU activation function is the most widely
used activation function in neural networks, and it mainly
has the characteristics of having no upper bound and having
a lower bound, which greatly limits its learning ability.
Compared with ReLU, the Mish activation function has the
characteristics of smoothness and nonmonotonicity. The
smooth characteristics can make the network easier to
optimize and improve the generalization performance, and
the nonmonotonicity characteristics can improve the in-
terpretability of the network. Comparison results on several
datasets verify that Mish’s metrics outperform ReLU and
other activation functions for most tasks [29]. The waveform
of the Mish function is shown in Figure 1. It can be seen from
the figure that it allows a small negative gradient to flow in
when it is negative, thereby ensuring information transfer
and eliminating the dying ReLU phenomenon. The math-
ematical expression of the Mish activation function is as
follows:

fm (%) = x tanh (softplus (x))
= x tanh(In(1 +€")),
(e"-¢e™) (5)

softplus (x) = log (1 +¢*).

tanh (x) =

Mish is unbounded above and bounded below, and its
first derivative can be defined as follows:

X

f(x) = 68—2‘" (6)

where (0 =4(x+1) +4e** + ¥ + ¥ (4x +6)), (8 =2+
e +2).

The Mish activation function adds smoothness and
nonmonotonicity to the ReLU activation function. These
features can effectively retain the negative information of the
data, make up for the deficiencies of ReLU, help information
transfer, and have better expressiveness. It can be seen from
formula (6) that the first derivative of the Mish activation
function is differentiable; that is, the Mish activation
function is continuously differentiable. This feature avoids
singularities and thus avoids unwanted side effects when
performing gradient-based optimization problems using the
Mish activation function. In order to make the reconstructed
output of the NDAE method infinitely close to the original
input, a sigmoid activation function is selected at the output
layer to normalize the input to the range of [0, 1] into
account. So the hidden and reconstructed outputs using the

Mish activation function are
Fm (w5 4 b))
_ (7)
z=fs(w?h+p?),

where f,; and fg are the Mish and sigmoid activation
functions, respectively.
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FiGure 1: Mish activation function waveform.

To ensure that the real samples and the samples gen-
erated by the NDAE reconstruction are as similar as possible,
the difference between the real samples and the recon-
structed samples is reduced. To further measure the local
similarity between the two, use the maximum correlation
entropy instead of MSE, and use the gradient descent al-
gorithm to adjust w and b, the correlation formula is as
follows:

oL
Wy = Wq ~ fq<w—N> +e(wy —wy),

q

aLy,
by = by~ fq(z,_) + s(bq - bq—l)’

q

where g is the current number of iterations. Ly is the total
loss function of the proposed method NDAE. ¢, is the
current learning rate. ¢ is the momentum factor. Then, the
NDAE total loss function is as follows:

(Ly =-ly+ L +1), 9)
where I, is the formula of maximum correlation entropy,

which is more effective in local similarity measurement of
complex signals than MSE. The formula for I, is as follows:

1 = 1 iex _(Ei_xi)2
UV g\ T 2 )
(10)
3
EqH:;q’

where 7 is the kernel width adjustment parameter. p is the
decay factor. Using multiple NDAEs with softmax classifiers
can be constructed to stack NDAEs to improve learning
ability.

3.2. DT-Assisted NDAE Method. To solve the problem of
limited or unavailable fault state data for machines under
dynamically variable production conditions, a DT-assisted
NDAE method is proposed in this paper. The overall
framework of the method is shown in Figure 2. The green
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part is the construction part of the DT model of the triplex
pump. First, the simulation model of the real machine needs
to be established, and then, the simulation model needs to be
continuously updated to adapt to the dynamic and variable
production environment. This paper updates the simulation
model by minimizing the difference in system response
between the simulation model and the measured data. The
adaptively updated DT model is then used to simulate the
fault state of the machine, generating comprehensive fault
data required for fault diagnosis. The blue part in Figure 2 is
the parameter transfer learning part of the new denoising
autoencoder. First, the stacked NDAE model is constructed
using the Mish activation function and maximum correla-
tion entropy in 3.1, and then, a large amount of fault state
data generated by the DT model are used as the training data
in the source domain, which is input into the stacked NDAE
model for pretraining. Finally, parameter transfer learning
can greatly improve the training efficiency of stacked NDAE,
so the parameter transfer learning method is used to realize
machine fault diagnosis. It is worth noting that this paper
selects a sample in the target domain to fine-tune the pre-
trained stacked NDAE to further adjust the model
parameters.

The shared parameters for parameter transfer learning in
this paper are all hyperparameters, weights, and biases. It is
worth noting that all weights and biases are pretrained
before fine-tuning to ensure the effectiveness of parameter
transfer learning.

4. Case Analysis

4.1. Experimental Description. In order to evaluate the ef-
fectiveness and feasibility of the proposed method, the
method is applied to a fault diagnosis example of a triplex
pump. The DT model of the triplex pump is shown in
Figure 3. Inspired by reference [30], this paper imitates
reference [30] and uses the Simscape module in Matlab to
create a simulation model of a triplex pump. Triplex pumps
have a crankshaft driving three plungers. Compared to
single-piston pumps, one air chamber of the plunger is
always vented, resulting in smoother flow and less pressure
variation, thereby reducing material strain. The parameter
values were then automatically tuned using Simulink design
optimization so that the model produced results that
matched the measured data to simulate the system behavior
of a triplex pump in a dynamically variable production
environment. Simulink design optimization selects param-
eter values for simulation, calculates the difference between
the simulation curve and the measured curve to update the
simulation model, and generates a simulation model with
the system response function of modifying model param-
eters. Based on this difference, new parameter values are
selected for a new simulation. The gradient of the parameter
value is calculated to determine the direction in which the
parameter should be adjusted. The DT model update of the
triplex pump in this study is implemented through Simulink
design optimization and automatically tunes the parameter
values so that the model generates results that match the
measured data.
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FiGure 3: DT model of triplex pump.

The DT model of the triplex pump can simulate three
typical pump failures, including seal leakage from the
plunger, inlet blockage, and increased friction due to bearing
wear. These fault conditions can be configured and toggled
through the pump module dialog or commands. This paper
collects data for seven fault states, including healthy state,
three single faults, and three composite faults. Dataset A and
dataset B are collected by simulating two scenarios. Dataset
A is simulation data with original parameters. Dataset B is

simulation data collected when working conditions and
system characteristics change, that is, actual situation data.
Table 1 shows the detailed description of dataset A and
dataset B, 125 samples are selected for each fault state, and
each sample contains 1200 data points. Table 2 shows the
detailed settings of the DT-assisted NDAE parameter
transfer learning task. Table 3 shows the hyperparameter
settings for stacked NDAE. The size of the first, second, and
third hidden layers and other network structures are
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TaBLE 1: Seven working states of triplex pump.
Datasets Working status Number of Labels
samples

Healthy 125 1

Seal leak 125 2

Blocked inlet 125 3

A/B Bearing wear 125 4

Seal leak and blocked inlet 125 5

Seal leak and bearing wear 125 6

Blocked inlet and bearing 125 7

wear
TaBLE 2: Detailed settings of parameter transfer tasks.

Method Source domain Number of training/

training/test samples testing samples

Parameter transfer

. Dataset A/B
learning

75/50

TaBLE 3: Hyperparameter settings for stacked NDAE methods.

Hyperparameters Value Hyperparameters Value
The size of the first hidden 450 Kernel width 12
layer
The size of the third hidden Sparse penalty

100 5
layer factor
Number of iterations 60 Initial learning rate  0.01
Weight decay coefficient 0.004 Decay factor 1.1
Noise level 0.08 Momentum 0.8

determined by experiments and experience. The number of
iterations, initial learning rate, decay factor, and momentum
are determined empirically, respectively. The selection of
other hyperparameters is mainly based on reference [25].

4.2. Comparison Method. To verify the effectiveness and
feasibility of the proposed method, it is compared with
several state-of-the-art methods. Both the comparison
method and the proposed method are tested using the fault
data generated by the DT model.

(1) SVM. The SVM algorithm is used to realize the fault
classification of the triplex pump. SVM is a binary
classification model that maps feature vectors to
points in space, and its purpose is to find a line to
better distinguish these points. Before the advent of
deep learning, SVM was considered to be the better-
performing algorithm in machine learning.

(2) Stacked SDAE method. Stacked denoising autoen-
coders with ReLU as activation function.

(3) LeNet-5 CNN. Fault classification of triplex pumps
using a classic LeNet-5 convolutional neural network.

4.3. Experimental Results and Analysis. In this experiment,
the effectiveness and feasibility of the proposed NDAE
method are verified by the parameter transfer learning
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FIGURE 4: The fault diagnosis accuracy of the proposed method in
ten experiments.

method. First, 75 samples are randomly selected from the
125 samples of dataset A as training samples in the
source domain, and these 75 samples are input into the
NDAE network for pretraining. Then, one sample is used
from dataset B to fine-tune the pretrained network. This
is because the DT model of the triplex pump can generate
the data of the fault state,so just select a sample from the
target domain to fine-tune the pretrained stacked NADE,
and further construct the deep structure NADE to obtain
better fault diagnosis results. Finally, 50 samples are used
from dataset B for testing. In order to reduce the in-
fluence of random factors, the experiments were repeated
six times; that is, six independent experiments were
carried out using random samples for each method. The
fault diagnosis accuracy of six experiments is shown in
Figure 4. It can be seen from Figure 4 that the diagnostic
accuracy of the six experiments exceeds 90%, and the
average fault diagnosis accuracy is 92.4%.

To verify the effectiveness and feasibility of the pro-
posed method, it is compared with SVM, stacked SDAE
method, and LeNet-5 CNN method. To reduce the in-
fluence of random factors, the experiments were repeated
six times; that is, six independent experiments were
performed using random samples for each method. The
experimental results are shown in Figure 5. The average
accuracy of the SVM method, stacked SDAE method, and
LENet-5 CNN method is 76.5%, 87.8%, and 88.6%, re-
spectively. It can be seen from the experimental results
that the proposed method has higher fault diagnosis ac-
curacy and is more conducive to the fault classification of
the triplex pump.

5. Conclusion

In this paper, a DT-assisted NDAE parameter transfer
learning fault diagnosis method is proposed, which is mainly
used in the fault diagnosis experiment of the triplex pump.
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FIGURE 5: Fault diagnosis accuracy of four methods.

This method is designed to achieve high-accuracy fault
classification when measurement data are insufficient or
unavailable. We use the digital twin model of the machine to
generate fault state data similar to the actual system to make
up for the lack of data. In addition, the stacked autoencoder
is improved, and the Mish activation function has no upper
bound, lower bound, nonmonotonicity, and smoothness to
increase the generalization performance of the network and
the interpretability of the network. This ensures information
transfer and eliminates the dying ReLU phenomenon. Fi-
nally, by generating simulation data of the triplex pump
under various fault conditions, the effectiveness of fault
diagnosis of the proposed NDAE method is verified. The
results show that the ultrahigh-fidelity DT model can gen-
erate simulated data close to the real system, providing new
opportunities for intelligent fault diagnosis. The DT-assisted
NDAE parameter transfer learning fault diagnosis method
can realize intelligent fault diagnosis of mechanical systems
in dynamically changing production environments.

Although the DT-assisted NDAE parameter transfer
learning fault diagnosis method can effectively improve the
fault diagnosis accuracy of the model, the construction of the
machine’s DT model is a difficulty of this method. Therefore,
the following research focuses on making full use of the main
mechanism of DT to build DT models of other basic
components such as bearings and combining deep transfer
learning methods to improve fault diagnosis performance.
How to further combine DT and deep transfer learning is the
focus and difficulty of the next research.
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At present, virtual-reality fusion smart experiments mostly employ visual perception devices to collect user behavior data, but this
method faces the obstacles of distance, angle, occlusion, light, and a variety of other factors of indoor interactive input devices.
Moreover, the essence of the traditional multimodal fusion algorithm (TMFA) is to analyze the user’s experimental intent serially
using single-mode information, which cannot fully utilize the intent information of each mode. Therefore, this paper designs a
multimodal fusion algorithm (hereinafter referred to as MFA, Algorithm 4) which focuses on the parallel fusion of user’s
experimental intent. The essence of the MFA is the fusion of multimodal intent probability. At the same time, this paper designs a
smart glove based on the virtual-reality fusion experiments, which can integrate multichannel data such as voice, visual, and
sensor. This smart glove can not only capture user’s experimental intent but also navigate, guide, or warn user’s operation
behaviors, and it has stronger perception capabilities compared to any other data glove or smart experimental device. The
experimental results demonstrate that the smart glove presented in this paper can be widely employed in the chemical experiment

teaching based on virtual-reality fusion.

1. Introduction

Many secondary school chemistry experiments currently
contain damaging, costly, and sometimes dangerous ex-
perimental qualities, preventing students from doing
practical operations for many of them. Simultaneously,
because teachers have a finite amount of teaching energy,
some students are prone to overlooking the most important
aspects of experimental operation and exhibiting irregular
operation behavior when conducting experiments. As a
result, developing an intelligent, operable, and low-risk
experimental platform system for secondary school exper-
iments has become a pressing issue.

Three popular and effective technical solutions are
available. The first is to create a virtual experimental plat-
form [1] using virtual modeling software, which solves the
problem of high costs and risks associated with teaching real
experiments. However, most existing virtual experimental
platforms use a mouse, a keyboard, and a monitor for

experiments, reducing the user’s sense of operation signif-
icantly. The second is the use of virtual-reality (VR) and
augmented reality (AR) technologies, which allows people to
have the same experience as if they were participating in a
real experiment but require more memory. The third is to
build a virtual-reality fusion experimental platform [2].
Because the existing platform relies on several cameras or
indoor interactive input devices like KINECT to monitor the
user’s actions, issues like occlusion and the inability to
observe minor experimental phenomena are common.

In light of the shortcomings of the previous three
technical solutions, this paper finds that just one or two
sensors can be employed to detect the user’s hand position
and movement in the study of the smart glove. As a result,
this paper designs a smart glove and a mixed reality (MR)
experiment system that can fuse multimodal data and, using
a multimodal fusion algorithm, determine the user’s ex-
perimental intent and direct the experiment, as well as
correct and remind the user of any incorrect or unsafe


mailto:ise_fengzq@ujn.edu.cn
https://orcid.org/0000-0002-7704-4197
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3545850

procedures. The experimental intent of this paper refers to
the experimental steps of user operation. By obtaining the
real-time experimental intent of the user, the smart glove
system can advise the user in time or correct and remind the
user of incorrect and harmful steps. And the foundation for
completing the experiment is understanding the user’s ex-
periment intent.

Therefore, the following are the primary innovations in
this paper:

(1) This paper designs a smart glove system based on MR
experiment teaching, to overcome the limits of
existing interaction devices and tools. Using multi-
sensing fusion technology, the smart glove can
complete complex user experiment intent analysis
using only some simple sensors. In this study, a
monocular camera is integrated at the wrist of the
smart glove to solve the problems of visual occlusion
and observation of subtle phenomena. Not only can
the device capture data about the user’s behavior
throughout the experiment, but it can also detect the
user’s experimental intent and demand for the ex-
perimental scene.

(2) Under the background of intelligent experiment, this
paper proposes a multimodal fusion algorithm
(MFA) which fuses the user’s experimental intention
in parallel at the intention level, and solves the
limitations of the traditional multimodal fusion al-
gorithm (TMFA) which is used to analyzing the
user’s behavior in serial. After acquiring the intent
probability in the user’s voice, visual, and sensor
channels, this paper employs information weight
method to fuse the user intent probabilities. The
essence of MFA is to convert the user’s abstract
intent which is difficult to understand into a cal-
culable probability problem.

This paper is organized as follows. Section 2 compre-
hensively discusses related work. Section 3 describes the
prototype design of smart glove and construction of MR
virtual-reality fusion laboratory. Section 4 introduces the
overall framework and MFA. Section 5 analyzes and dis-
cusses the experimental results. Conclusions are presented
in Section 6.

2. Related Work

2.1. Experimental Teaching of Virtual-Reality Fusion. The
virtual-reality integration experiment is an experiment in
which users interact with the virtual world using real-world
experimental objects to interact with the virtual objects in a
computer-simulated virtual environment.

Virtual experiments were first proposed by William
Wolfe in 1989, and as computer multimedia graphic picture
technology advanced, virtual experiments were gradually
included in educational training. At the beginning of the
development of virtual experimental teaching mainly based
on Web technology, Aljuhani et al. [3] developed a virtual
laboratory platform based on the Web platform, and users
can conduct virtual experiments using a mouse.
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Virtual-reality technology has progressively become
popular as research progresses. Bogusevschi et al. [4] used
virtual-reality technology to recreate the water cycle system
in nature, and students were able to observe and study
according to the program’s principles. Salinas and Pulido [5]
used AR technology to create a virtual platform to help
students better understand conic curves. With the ad-
vancement of AR technology, the use of MR technology for
teaching and learning has entered our vision. MR is a
computerized virtual-reality technology that allows the real
and virtual worlds to be presented and interacted within the
same visual area. Lenz et al. [6] designed an MR speech lab
that combines real and virtual classrooms, which can real-
istically portray the number of students and other noises that
may be generated, while the teacher simulates daily teaching
in a virtual environment using MR displays. Hu et al. [7]
proposed a vision-based dynamic head posture tracking
system, which improved the driving simulator’s immersion
and engagement.

In comparison with genuine trials, the virtual-reality
fusion experiment not only increases users’ interest in
learning and aids their comprehension of knowledge, but
also reduces consumables and risks. Virtual-reality fusion
studies, as opposed to virtual experiments that divide the real
from the virtual, provide an interactive feedback pathway
between the virtual world, the real world, and the user,
increasing the realism of the user experience. Researchers are
gradually mixing MR technology with experimental edu-
cation instruction, and MR technology has therefore become
a popular study direction because it possesses the features of
virtual-reality fusion and real-time interaction.

2.2. Understanding the Intent of Multimodal Fusion.
Originally, multimodal fusion meant combining various
senses. The use of more than one input channel (e.g., gesture,
speech, visual, haptic, etc.) to communicate with a machine
in a system is referred to as multimodal interaction. As a
result, adopting multimodal input interaction in virtual-
reality settings might improve the naturalness and efficiency
of interaction compared to using unimodal [8].

Ismail et al. [9] merged voice and gestures in the context
of virtual-reality interaction, making the user’s operation of
dealing with virtual items in an AR environment more
natural. Kadavasal and Oliver [10] created a virtual-reality
driving system for autistic individuals that included phys-
iological signals, brain signals, and eye gaze information, to
improve autistic patients’ driving abilities. Due to the lack of
practical utility and popularity of virtual-reality experi-
mental teaching, Xiao et al. [11] developed a multimodal
interaction model that integrates voice and sensor infor-
mation. Liu et al. [12] proposed a deep learning-based
multimodal fusion model that combines three modal data
sets: voice commands, hand gestures, and body movements,
using various deep neural networks. In the field of automatic
driving, Hu et al. [13] introduced contrastive learning ap-
proach to train a feature extractor with good representation
ability in order to improve driving performance and avoid
possible fatal accidents. In the field of speech recognition,
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Ondas et al. [14] proposed a combination of modified LIMA
framework and iterative spectral subtraction algorithm to
improve the robustness of speech recognition in noisy
environment.

In short, the multimodal fusion interactive approach can
solve the problems of input incomprehension, incom-
pleteness, and misunderstanding caused by unimodal in-
teraction with the system, as well as the ambiguity caused by
relying on only one modality’s input information to un-
derstand the user’s intent. Existing multimodal fusion al-
gorithms, on the other hand, primarily use a variety of
single-channel information to assess user intent serially, but
they are unable to fuse multichannel information to analyze
user intent in parallel.

2.3. Smart Glove. The interaction method of keyboard and
mouse combination has the attribute of having a weak sense
of genuine operation in the field of human-computer in-
teraction. Using traditional indoor interactive input devices
for behavior detection, on the other hand, will result in the
problems of occlusion and inability to observe subtle ex-
perimental phenomena. As a result, the above two human-
computer interface methods each have their drawbacks.
However, the advent of the smart glove gives a more natural
human-computer interaction tool. It can interact with real
objects using its presence of sensing devices and is not
limited by the camera’s field of vision, and it has respon-
siveness, good real-time, and high precision. Therefore, the
smart glove is widely employed in a variety of applications,
including sign language recognition, robot manipulation,
and rehabilitation training.

Lokhande et al. [15] developed a glove that uses flex
sensors and attitude sensors to transform gestures into text
format in the field of conducting sign language recognition.
Abhijith Bhaskaran et al. [16] created a smart glove that can
recognize behaviors, gather hand position data, and trans-
form recognized sign language into speech broadcast.
Kumar Mummadi et al. [17] integrated an IMU module
inside the glove’s fingers, and the experimenter detected the
wearer’s hand posture and motion trajectory to perform
French sign language recognition.

In the realm of robot manipulation and rehabilitation,
the smart glove has also played an essential role. To enable
remote manipulation of a robot, Roy et al. [18] designed a
glove with flex sensors. Ma et al. [19] developed a smart glove
to assist patients with weak hands in performing certain
actions based on the direction and strength of fingertip
movements during the rehabilitation process. Liu et al. [20]
created a smart glove that uses inertial and magnetic
measurement unit sensors to reconstruct hand movements
accurately. Ge et al. [21] created a data glove that uses flex
sensors to forecast the final gesture at the conclusion of the
user’s hand motion in real time.

In conclusion, the current virtual experiment platform
primarily completes experiments by playing virtual ani-
mations, and users lack real-world experience with the
platform. Simultaneously, other experiments rely primarily
on unimodal interaction, which lacks an effective

understanding and feedback of user intent. Although a
traditional data glove can collect user data, it lacks knowl-
edge of the user’s intent and perception of external infor-
mation during human-computer contact, and most of them
only employ a single channel for interaction. Therefore, this
paper proposes a smart glove with cognitive capabilities
based on multimodal fusion, in which a multimodal fusion
algorithm fuses user intent from visual, sensor, and voice
channels in parallel at the intention level. The smart glove
system can also employ MR technology to show the cor-
responding experimental phenomena and achieve the
functions of guidance and error correction for the user after
acquiring the user’s final experimental intent.

3. Design of Virtual-Reality Fusion
Experimental System Based on Smart Glove

3.1. Hardware Equipment. This paper designs a new smart
glove with multisensing fusion in the context of a secondary
school experiment. This smart glove can collect multimodal
data about the user and then detect the user’s operational
intent, which is characterized by convenience, operability,
and flexibility. Figure 1 depicts a physical prototype of the
smart glove.

Flex sensors, attitude sensors, pressure sensors, vibration
motor modules, a monocular camera in the wrist part of the
glove, and an indoor binocular camera applied to an MR
experimental system make up the hardware element of the
smart glove system. Different sensors can gather different
information about the user’s hands. To improve the tradi-
tional data glove which seriously affects the user’s operation
due to the complicated wires, this paper improves the data
transmission between the smart glove and the computer to
Bluetooth wireless transmission mode. The following is the
functional design of each of its components.

(1) Flex sensor: This sensor (Flex Sensor 4.5) is posi-
tioned in the smart glove’s finger section and is used
to obtain the degree of bending of the user’s finger.
The smart glove can map the bending changes of the
sensor to the virtual hand in the Unity virtual scene,
which is then utilized to restore the user’s finger’s
bending state in real time.

(2) Attitude sensor: This sensor (MPU6050) is posi-
tioned in the back of the smart glove’s hand and is
used to restore the user’s hand’s real-time posture by
measuring the three-axis angle, velocity, and accel-
eration of the user’s hand movement.

(3) Pressure sensor: This sensor is located at the end of
the smart glove’s finger and is responsible for
monitoring the user’s finger end movements during
operation.

(4) Vibration motor module: The sensor is positioned in
the back part of the smart glove’s hand, and it can
provide vibration feedback when the user grasps a
real or virtual object.

(5) Monocular camera: The camera is fixed in the wrist
part of the smart glove, which can obtain the
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FIGURE 1: A physical prototype of the smart glove.

information of objects in experimental scene in real
time and observe the subtle experimental phenom-
ena. Its appearance solves the occlusion problem of
traditional indoor input devices when identifying
objects.

(6) Indoor binocular camera for virtual-reality fusion:
This camera is different from the occlusion-causing
indoor camera. This binocular camera and Unity’s
Vuforia plug-in are used by the MR experimental
system to provide a conduit between the actual world
and the virtual world, allowing real experimental
objects to interact with virtual experimental objects.
Simultaneously, it can track the smart glove’s real-
time motion trajectory.

Trajectory Acquisition of Smart Glove Based on SGBM
and YOLOv5 Fusion

During the experiment, the smart glove needs to acquire
the user’s hand movement trajectory and map it to the
virtual experiment scene built by Unity in real time. The
purpose is to enable the smart glove to interact with the
experimental objects in the virtual-reality fusion experi-
mental scene, which is the foundation for determining the
user’s experimental intent.

This paper incorporates the indoor binocular camera’s
binocular range function into the YOLOV5 target recogni-
tion procedure, while the smart glove is moving. The depth
coordinates of the smart glove are obtained using the bin-
ocular stereo matching algorithm SGBM, with camera
calibration, stereo correction, stereo matching, and range as
the primary experimental steps. This fusion technique allows
YOLOVS5 to obtain not only the smart glove’s position in the
plane direction (i.e., x-axis and y-axis), but also the smart
glove’s depth value z, which is one of the paper’s more
difficult issues.

In this paper, the position of the indoor camera is used as
the coordinate origin to obtain the 3D position of the smart
glove in real time, as shown in Figure 2.

The coordinate information is processed using equation
(1) based on the coordinate mapping relationship between
the virtual scene and the camera position once the user’s
hand movement trajectory is collected. It is worth men-
tioning that (Pos,, Pos , Pos,) is the smart glove’s 3D po-
sition mapped to the virtual world, and k is the coordinate
transformation’s scale factor. Finally, the data are transferred
to the Unity platform through a socket connection.

Pos, x
Pos, | =k| y | (1)
Pos z

z

3.2. MR Experiment Scene Building. The majority of virtual
laboratories are provided in the form of augmented reality
(AR) or virtual-reality (VR), with participants immersed in a
purely imaginary scenario of the experiment without being
able to observe their actions in detail. As a result, this paper
uses Unity’s Vuforia plug-in and an indoor binocular
camera to create an MR lab. This lab can integrate virtual
sceneries and the actual world using AR technology,
allowing them to cohabit and interact. MR is divided into
two components in its practical application. The virtual
object exhibited outside the screen is one component, and
the real scene displayed inside the screen is the other.

The footage from the indoor camera is combined with
the virtual world, creating a new visualization of the ex-
perimental environment. This fusion process allows users in
the MR lab to genuinely watch their operations as well as
observe the experimental phenomena that arise as a result of
those operations as shown in Figure 3.

The smart glove system incorporates a speech recogni-
tion module to better conduct the virtual-reality fusion
experiment teaching and collect the user’s intent. The Baidu
voice SDK is used in this study to continually monitor and
recognize the user’s voice information. And the MFA is used
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FiGure 3: Comparison between traditional AR chemistry laboratory and MR chemistry laboratory.

to calculate the intention probability after the effective in-
formation in the experiment is obtained; at the same time,
the module uses the Unity’s SpVoice plug-in to provide users
with voice guidance or explain experimental phenomena,
reducing the user’s memory burden.

4. Design of Intelligent Cognitive Module

4.1. Overall Framework. To guide and correct users” experi-
mental operations, this paper uses the cognitive-behavioral
theory [22], which refers to altering bad cognition by modifying
the user’s thinking and behavior. Users™ thinking and actions
should be tightly interwoven in the ideal situation. However, in
real-world situations, users’ cognition formation will be influ-
enced by their automatic thinking; i.e., some users” actions will
perform certain incorrect operations without thinking about it.
As a result, the development of cognitive behavior theory can
assist users in rationally correcting their unthinking conduct.
Based on this, this paper constructs a general framework of a
smart glove system based on multimodal fusion, as shown in
Figure 4.

In the input layer, the smart glove acquires multimodal
information from the user’s voice, visual, and sensor channels,
and passes the data into the recognition layer. The recognition
layer and the fusion layer are critical components of the smart
glove’s overall framework. Under the background of intelligent
experiment, the TMFA has the flaw of user experiment intention
obtained by serial fusion of single-mode information. To
overcome this challenge, the intent probability models for the
voice, visual, and sensor channels in the recognition layer are

established, and they are utilized to update the intent probability
of their respective channels in real time. By studying user be-
havior, these intent probability models convert the abstract
intent of user behavior under each channel into a computable set
of intent probabilities by analyzing the user behavior. In the
tusion layer, this study ingeniously proposes the MFA, which
dynamically updates the associated weight of each channel using
the information weight method, fuses the intent probability set
produced by the recognition layer in parallel, and finally de-
termines the user’s experimental intent.

In summary, the essence of the model and algorithm
proposed in this paper is to convert the abstract intent,
which is difficult to speculate, into a mathematical language
that can be computed.

4.2. Model of Visual Channel Based on YOLOv5. The mon-
ocular camera on the smart glove can perceive the entire
experimental scenario through the visual channel. To obtain
the user’s experimental intent under the visual channel, this
model uses the incremental change of the bounding box area
of the experimental object in YOLOVS5 to infer the proba-
bility of the user’s experimental intent. The target object obj;
will be dynamically updated each time the user performs an
experimental operation. The visual channel intent proba-
bility acquisition algorithm (hereinafter referred to as
VSIPAA) is based on YOLOVS5, as shown in Algorithm 1.

Different experimental items correspond to one or more
experimental intent in the visual channel. When the VEI-
PAA algorithm updates the usage probability of the
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FIGURE 4: The overall framework of smart glove system based on multimodal fusion.

(1) While OBJ ! = Empty do

[X () min> ¥ (V) min> X (O maxo ¥ (D ax] = getPosition ( (obj;, t)

getArea (obj;, t)

(7) End

Input: Collection of experimental objects captured by the smart glove’s monocular camera OB]J.
Output: Experimental intent probability set Visual under the visual channel.

(2) YOLOV5 obtains the output coordinates of the bounding box of object obj; in the object set OBJ at frame t of the smart glove,

(3) When the smart glove moves, YOLOV5 gets the output coordinates of the bounding box of object obj; in the object collection OBJ
at frame t+ 1, [x(t+ 1), V(€ + 1) i, X (6 + 1) o Y (E+ 1) 0. ] = getPosition ((objg, t + 1)

(4) Calculate the area of object obj; at frame t, S(t); = getArea (obj, t)

(5) Calculate the area increment of object obj; in the object set OBJ between two frames, S(t,t+ 1); = getArea(obj;, t +1)—

(6) Calculate the probability of object obj; in the object set OBJ, P (Visual,,) = P(obj,) = (S(t,t + 1),/ Z;l:1 [S(t,t+ l)j]).

ALGORITHM 1: VSIPAA algorithm.

experimental items, the probability of one or more exper-
imental intents corresponding to them is also updated in real
time.

4.3. Probability Model of Sensor Channel Based on Euclidean
Distance. Distinct experimental actions correlate to differ-
ent experimental intents in the sensor channel. During the
experimental operation, the user dynamically generates a
huge amount of complex sensor data, so this paper sets up a
seven-dimensional vector y to establish the mapping rela-
tionship among the three flex sensors, pressure sensors, and
attitude sensors. On this basis, this paper designs the Eu-
clidean distance sensor channel based intent probability
acquisition algorithm (hereinafter referred to as SRIPAA) in
the seven-dimensional space, as shown in Algorithm 2.

Under the sensor channel, different actions correspond
to one or more experimental intents, and when the prob-
ability of the current user action is updated by the SRIPAA
algorithm in this paper, the probability of the corresponding
one or more experimental intents behind it is also updated
simultaneously in real time.

4.4. Probability Model of Voice Channel Based on Task Slot.
Users can enter speech information at any point during the
experiment in the voice channel. This study divides speech;
into verb s, and nouns s, using Baidu voice recognition and

lexical analysis technology, and put them into the task slot to
get the instruction V, as shown in Figure 5. Simultaneously,
the voice command V performs similarity matching with the
system speech library SPEECH task slot.

Under the voice channel, this paper designs a voice
channel intention probability acquisition algorithm based
on task slot (hereinafter referred to as VCIPPA), as shown in
Algorithm 3.

4.5. Multimodal Fusion Algorithm. Multimodal fusion refers
to the overall merging of all input information before the
system confirms the user’s intent in the context of a virtual-
reality fusion experiment. The TMFA completes the ex-
periment by applying the rule that one channel’s input
information corresponds to one experimental intent, which
essence is that the serial integrates the diversity of single-
mode information, rather than the parallel fusion of all
modal intent at the intention level.

Therefore, this paper inventively proposes MFA based
on the smart glove system, which calculates the coeflicient of
variation of each channel using the information weight
method and obtains the weights of each channel by nor-
malization, and then the joint intent probability of multi-
modal fusion is calculated and generated and achieves the
function of fusing user multimodal intent information in
parallel on the intent layer in the following steps:
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Input: Fingertip pressure threshold ¢, curvature value 8, pressure value vector group Pressure, curvature vector group Curvature,
rotation angle 6 and movement velocity v generated by the posture sensor, action library ACTION.
Output: Experimental intent probability set Sensor under sensor channel.

(1) While Pressure! = Empty and Curvature! = Empty and 6 and v do.

(2) Vectorization of the pressure value information for each finger in Pressure = {pressure;} (1<i<5), if (Pressure; >¢) —
pressure;r =[1,1,1,1,1] if (Pressure; <¢) — pressure;r =1{0,0,0,0,0].

(3) Vectorization of the curvature value information for each finger in Curvature = {curvature;} (1 <i<5). The curvature dimension
of the five-dimensional vector a is divided into [-180°, —90°), [-90°, —30°), [-30°, 30°), [30°, 90°), [90°, 180°), and when the curvature
value §; of finger i is obtained, §; can be placed under the corresponding dimension of vector curvature;.
curvature; = Vectorization (6;).

(4) Establishing the mapping between Curvature and Pressure, pressure] curvature; = Mapping (Curvature, Pressure).

(5) Establishing  the mapping of Curvature, Pressure, 0 and v, y( alB, aif, arfs aif, aips 6 v) =
Mapping (Curvature, Pressure, 0, v).

(6) Using the Euclidean distance formula in multidimensional space to find the distance between the vector y and the action vector y
in the action library ACTION, /Y., (y; — ;)* = Di stance E, (y;, ;).

(7) Calculate the probability of the user performing action i in the action library Action, P(Sensor,) =P (action,) =

© (DjlstanceE7(yi,yi)/ZACTIONDistanceE7 (i 4)-
8) En

ALGorITHM 2: SRIPAA algorithm.

Verb Noun

Ficure 5: Task slot.

Input: User-inputted voice speech, the system speech library SPEECH.
Output: Experimental intent probability set Voice under voice channel.
(1) While speech! = Empty do.
(2) Use the speech recognition and lexical analysis function to divide speech into verb s, and noun s,, s,,s, = participle (speech).
(3) Fill s, and s, into the task slot to get the command V, V = slot(s,, s).
(4) Match the similarity between the instruction V and the system speech library SPEECH, and obtain the intent probability under the

voice channel P (Voice) = { 1,V =SPEECH,

(5) End 0, V!=SPEECH,

ArGoriTHM 3: VCIPAA algorithm.

Input: Intent probability set Sensor, intent probability set Voice, intent probability set Visual.
Output: User’s current intent Intention.
(1) While (Visual, Sensor, Voice)! = Empty or (Visual, Sensor)! = Empty do.
(2) Using the VSIPAA algorithm to obtain the intent probability set Visual under the visual channel, Visual = VSIPAA (OB]J).
(3) Using the SRIPAA algorithm to obtain the intent probability set Sensor wunder the sensor channel,
Sensor = SRIPAA (Pressure, Curvature, 6, v).
(4) Using the VCIPAA algorithm to obtain the intent probability set Voice under the voice channel, Voice = VCIPAA (speech)
(5) Calculate  the  probability ©— mean  of the set of  probabilites of each  channel intent,
Svisual> Ssensors Svoice = Mean (Visual, Sensor, Voice).
(6) Calculate  the  probability = variance of the set of  probabilities of each  channel intent,
Tyisual> Tsensors Tvoice = Variance (Visual, Sensor, Voice).
(7) Using Algorithm 4 to calculate the coefficient of variation for each channel D, D; = S;/T;.
(8) Normalize the coefficient of variation to obtain the weights of each channel,
Wvisual> Psensor> PVoice = Normalization (DVisual’ DSensor’ DVoice)'
(9) Calculate the joint probability of the real-time intent of the three channels, and the final intent is the intent with the highest joint
probability, as shown in Algorithm 4. Intention = max{wy;g,, Visual; + Wgeneor SENSOT; + Wyyice VOice; }.
(10) End

ALGORITHM 4: MFA.



4.6. Algorithm Analysis. Algorithm validity means that when
the input value satisfies the condition, the algorithm should
work properly and output the corresponding result; i.e.,
whether the breakpoint is set in the voice channel, the visual
channel or the sensor channel will output the corresponding
intent. In the real experiment, the user may not input the
information of three channels at the same time; for example,
the user may not input the voice during the operation. In
that case, the algorithm will update the coefficient of vari-
ation of the visual and sensor channels in real time and
flexibly to calculate the final intent probability.

When the user perceives the experimental scene infor-
mation using the smart glove’s camera on the wrist, the MFA
employs YOLOV5 to identify the experimental objects in the
scene and calculates the increase or decrease of the area of
the experimental object between two frames in real time.
This algorithm feeds the area increment change value of the
experimental object’s bounding to the VSIPAA algorithm,
and the probability set Visual of the experimental intent is
obtained under the visual channel.

When users use the smart glove to operate real or virtual
experimental objects, the smart glove will continuously
generate a large amount of unavailable and independent
complex data in the process of operation, so the SRIPAA
algorithm sets up a seven-dimensional vector y to establish
the mapping relationship between the three sensors, so the
intent inference problem of the sensor channel can be
converted into a problem of calculating the distance between
vectors in the high-dimensional space. To acquire the ex-
perimental intent probability set Sensor under the sensor
channel, the MFA utilizes SRIPPA algorithm to calculate the
Euclidean distance of the vector in the high-dimensional
space.

Under the voice channel, users can input different speech
information speech at any time. And the MFA utilizes
VCIPAA algorithm to generate input speech task slot V. By
matching with the similarity of system speech library
SPEECH, the intent probability set Voice under the voice
channel can be easily calculated.

Throughout the experiment, the MFA changes the value
of each channel’s intent probability set in real time, as well as
the corresponding weight value, i.e., the coefficient of var-
iation, in response to the change in the probability value.
Finally, based on the normalized coefficients of variation, the
MFA performs an intention-level fusion of the probability
sets of the three channels to produce the user’s final intent.

The MFA efficiently handles two theoretically suggested
problems in this paper: (1) the MFA provides an unob-
structed real-time perception of scene information using the
visual channel at the wrist of the smart glove compared to
the indoor interactive input devices; (2) the MFA can fuse
the user’s multimodal intent in parallel at the intention level
and improves on the TMFA serial processing of modal
information.

5. Analysis of Experimental Results

5.1. Setting. The computer used to conduct the research in
this paper had an i7-10875H processor with a 2.30 GHz
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processor and 16 GB of RAM. The virtual-reality fusion lab
was designed using Unity with version number 2018.3.8. To
evaluate the effectiveness of the smart glove system with
multimodal fusion in improving the teaching of MR ex-
periments, 30 volunteers were invited to participate in the
experiments while designing the comparison experiments in
this paper. The volunteers included 10 elementary school
students and 20 secondary school students with a male-to-
female ratio of 1:1. The ages of these students were con-
centrated between 8 and 16 years old, and none of them had
ever used the smart glove MR experiment system.

5.2. Experiment: Reduction of Iron Oxide by Charcoal. In this
paper, a multimodal fusion of smart glove was utilized for
the charcoal reduction of iron oxide experiment. And the
system speech library of this experiment is shown in
Figure 6. There are 11 user intentions in the whole exper-
imental system: pick up the distilled water (I1), pour distilled
water (12), check air tightness (I3), pick up the clarified lime
aqueous (I4), pour clarified lime aqueous (I5), pick up the
spoon (16), take out the charcoal powder (I7), add charcoal
powder (I8), take out the iron oxide powder (I9), add iron
oxide powder (I10), and turn on the alcohol burner (I11).

Meanwhile, according to the experimental requirements,
this paper sets up the experimental intent library to analyze
the user’s experimental intent, as shown in Table 1.

The smart glove system receives the user’s multimodal
data in real time and converts it into the intent probability
set of each channel throughout the user experiment oper-
ation. Next, Algorithm 4 performs a parallel fusion of in-
tention levels on the intent probability set, before finally
displaying the user’s current experimental intent. As illus-
trated in Figure 7, this study establishes a multimodal output
module [23] based on phenomenon visualization and speech
output according to user intention information. After
obtaining the user’s intent, the module simulates the cor-
responding experimental phenomena, and guides and
corrects the essential steps or incorrect steps to help the user
through the experiment.

In this experiment, the second step is to pour distilled
water. The user wears a smart glove, pours liquid from a real
beaker into a virtual beaker, and inputs the voice “pour
distilled water.” Through Algorithm 4, the system deduces
that the user’s present behavior intends to “pour distilled
water.” The MR experiment system gives real-time feedback
on the user’s current behavior through the experiment scene
animation, as shown in Figure 8(a). When the smart glove
senses the user taking up the hot towel and covering the
virtual beaker’s wall, the system may still utilize Algorithm 4
to infer that the user’s present behavior is “check air
tightness” even without the voice input of “check air
tightness.” The experiment uses information augmentation
technology to display the bubbles formed in the virtual
beaker to demonstrate that the apparatus is well gasketed, as
shown in Figure 8(b). As the operation proceeds, when the
smart glove detects that the user picks up the medicine
spoon to take chemicals from the fine mouth bottle con-
taining iron oxide powder and enters the voice “take out iron
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TaBLE 1: Experiment library under voice channel, visual channel, and sensor channel.

Intent System speech library task slot Corresponding recognition object Corresponding recognition action
n [Pick up, distilled water] Beaker with water Pick up
2 [Pour, distilled water] Beaker with water Pour
I3 [Check, air tightness] Hot towel Grasp
I4 [Pick up, clarified lime aqueous] Wide mouth bottle with clarified lime water Pick up
I5 [Pour, clarified lime aqueous] Wide mouth bottle with clarified lime water Pour
I6 [Pick up, spoon] Medicine spoon Pinch
17 [Take out, charcoal powder] Fine mouth bottle with charcoal powder Pinch
I8 [Add, charcoal powder] Fine mouth bottle with charcoal powder Pinch
19 [Take out, iron oxide powder] Fine mouth bottle with iron oxide powder Pinch
1o [Add, iron oxide powder] Fine mouth bottle with iron oxide powder Pinch
111 [Turn on, alcohol burner] — Poke

Multimodal output module

Sound simulation module

Sound of pouring solution Solution quantification

d lime water
turbidity

Particle tracking

Sound of taking chemicals

Sound of lighting

Solid red disappears

Experimental phenomenon simulation module Voice module
Solid quantification

Bubble generation

The phenomenon is the

Your current intention is ... . E
lime water becomes turbid

The distilled water
you poured is 25 ml

The charcoal powder
you takeis 12 g

Then you can check
the air tightness

FIGURE 7: Multimodal output module.

oxide powder,” the smart glove system obtains the current
operation behavior of the user as “take out the iron oxide
powder.” The virtual iron oxide powder pellet in the ex-
perimental system follows the tip of the medication spoon, as
shown in Figure 8(c). In the last step, after the user places the
iron oxide powder and charcoal powder into the test tube,
operates the virtual alcohol blowtorch, and at the same time
enters the voice “light the alcohol blowtorch,” the system will
get the current behavior of the user as “turn on the alcohol
blowtorch.” As shown in Figure 8(d), the MR experiment
system shows the virtual flame of the alcohol torch burning
and the clarified lime water turning cloudy.

5.3. Speech Instruction Verification. The smart glove system
can evaluate various speech information of users for voice

input. The VCIPAA algorithm translates the user’s speech
information into instruction V and performs similarity
matching with the system speech library, so as to update the
intent probability set of the voice channel. Although users can
input varied speech information into the smart glove system
at any time, the intent probability of voice channel will change
only when they input speeches similar to the system speech
library. Consequently, to verify the stability of the voice
channel, a comparative experiment is set up and 10 volunteers
are invited to input the 11 instructions of the system speech
library and irrelevant instructions, and the consequences of
their recognition accuracy are tallied, as shown in Table 2.
Instead of wearing smart glove throughout the recog-
nition process, the user can only input speech information,
preventing information from other channels from inter-
fering with the verification of voice channels. It should be
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FIGURE 8: (a) A diagram of the user wearing a smart glove to pour distilled water. (b) A diagram of the user picking up a hot towel for gas
tightness test. (c) A diagram of the user removing the iron oxide powder after the grains follow the movement of the tip of the spoon. (d) A
diagram of the experimental phenomenon after the user ignites the alcoholic blowtorch.

TaBLE 2: Relevant instructions and irrelevant instructions.

Relevant instructions .Irrelevgnt
instructions
Total times 110 110
Effective times 107 0
Recognition accuracy 97.27% 0%

highlighted that a successful recognition instruction indi-
cates that the MR experimental system will display the re-
lated experimental phenomenon when the user inputs the
corresponding speech.

As shown in Table 2, the MR system will not respond if
the user enters irrelevant instructions. However, the rec-
ognition accuracy reaches 97.27% when users input the
relevant instructions of the system speech library, but it is
also affected by network delay or nonstandard user pro-
nunciation. To summarize, the speech channel has a high
level of stability, which is one of the foundations for MFA
accurately identifying the user’s experimental intent.

5.4. Occlusion Handling. One of the biggest issues with
traditional indoor interactive input devices in the context of
intelligent experiments is occlusion. The instruments and
devices in the experimental scenario are often occluded
due to different placements, making the input device
unable to perceive and recognize key information, es-
pecially difficult to recognize tiny objects and observe
subtle phenomena. Traditional virtual-reality fusion
chemistry experiments [2] used KINECT for user gesture
channel information acquisition and a binocular camera

for visual channel information acquisition. As a result, it
is easy to have a problem during the experiment with
improper recognition or occlusion of experimental ob-
jects and gestures, which impacts the impression of the
user’s intent, as shown in Figure 9. Therefore, this paper
uses the camera at the wrist of the smart glove for
proximity perception of the scene to solve the problems
existing in the traditional virtual laboratory.

In this paper, 30 volunteers were invited to participate in
a comparative experiment in which they completed several
key steps of both the traditional virtual-reality fusion ex-
periment and the MR experiment based on smart glove
system. Each volunteer conducted 3 times, their recognition
accuracy was counted (the recognition success here means
that the virtual-reality fusion platform can show the correct
experimental phenomenon), and the results are shown in
Figure 10.

As can be learned from Figure 10, compared with the
traditional virtual-reality fusion experiment, the smart glove
system has a significant advantage in terms of observation of
tiny objects, subtle movements, and minute phenomena.

For the action of picking up a medicine spoon, it is
difficult for KINECT to respond to it because the spoon is
small and not easy to recognize, but the wrist camera of
smart glove system can easily recognize the object in the
experimental scene. For the action of turning on the alcohol
burner, the magnitude of the action is small, so the KINECT
device can easily recognize the gesture as other actions.
However, the smart glove system can employ MFA to fuse
multichannel information to recognize the action.

In summary, the smart glove system can solve the
problem that it is difficult to cope with subtle actions and
micro-phenomena in the traditional virtual-reality fusion
experiment.
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5.5. Verification of Multimodal Fusion. Users can complete
the MR chemical experiment by using a single-mode in-
teraction with an independent voice channel or by com-
bining two or three modes. However, during the experiment,
the visual and sensor channels will continuously collect data
from the user, while the voice channel will be input
according to the user’s choices, allowing the user to choose
the number of channels to employ based on the current
experimental steps.

In order to verify that multimodal fusion can better
identify user experimental intent than single mode, 20

volunteers were invited to complete the experiment 4 times
using (1) voice channel, (2) dual-mode fusion of visual
channel and sensor channel, and (3) multimodal fusion of
three channels, and counted the relationship between the
average completion rate, average completion time (in sec-
onds), and user satisfaction (10-point scale) to verify that
multimodal fusion can better identify users’ intentions than
single-mode fusion. (The completion experiment here means
that the MR platform displays the operation’s reaction out-
comes in real time.) Table 3 displays the validation findings.

Table 3 can be used to draw the following conclusions:
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TaBLE 3: Comparison of three methods.

Intent name Voice channel

Dual-mode fusion Multimodal fusion

Average completion rate 97.5%
Average completion time 71
User satisfaction 3.9

88.75% 95%
274 201
6.05 8.9

(1) When the user uses the voice channel alone, the
experiment completion rate is 97.5% since the input
voice information is rather constant. Users, on the
other hand, are unable to operate genuine experi-
mental objects, which result in the user experience is
terrible.

(2) Because an experimental object in the visual channel
and an action in the sensor channel might both
correspond to separate experimental intentions at
the same time, the average completion rate drops,
but the user’s score improves significantly when
compared to the single voice channel. Because the
data from the sensor and visual channels are com-
plicated, the temporal complexity of dual-mode
fusion increases, resulting in a longer average
completion time for users.

(3) Due to the nonstandard operation of the user in the
multimodal fusion process, the average completion
rate of the experiment will be lower than that of
utilizing only the voice channel, but the user score
will be the highest in the comparative experiment.
Furthermore, when compared to dual-mode fusion,
after the addition of a voice channel, the average
completion time of a multimodal fusion experiment
is lowered. So, it is shown that the experimental
interaction mode of multimodal fusion can suit
users’ needs and can better comprehend their ex-
perimental intentions.

5.6. Verification of MFA Algorithm. Although the TMFA
[11] uses multichannel data information in the experimental
process, its essence is serial fusion of multimodal infor-
mation, which means that only one channel of information
is used in each intent recognition. The essence of MFA is the
parallel fusion of multimodal intent probability. In order to
verify if the MFA has a superior intent recognition impact
than TMFA, 15 volunteers were invited to complete ex-
periments of iron oxide reduction with charcoal 5 times
using the two algorithms in a comparison study. Figure 11
shows the average intention recognition rate and the cost
time (in seconds) of the experiment.

Figure 11 shows that the average intent recognition rate
of the two algorithms in each experiment is more than 90%,
demonstrating that the two algorithms can accurately
identify the user’s intention and that the user’s cost time to
complete the experiment with the help of the two algorithms
decreases as the experiment progresses. However, when
compared to the TMFA, the MFA has a higher average intent
recognition rate and reduces the time to complete the ex-
periment by around one minute, demonstrating that the

MFA can assist users in accurately and efficiently completing
the experiment, and can be applied to middle school
chemistry experiment education.

5.7. Cognitive Burden Assessment. To highlight the ability of
the smart glove to perceive the behavioral intent of users, a
comparison experiment was designed in this paper. First,
volunteers conducted experiments on a virtual experi-
mental platform using the Noitom data glove [24] and the
KINECT device; second, volunteers perform the same
experiment on the NOBOOK platform [1], which is
dominated by keyboard and mouse operations; third,
volunteers use the traditional virtual-reality fusion ex-
perimental platform [2] to conduct experiments; at last,
volunteers perform the same experiments using the smart
glove. 30 volunteers were required to take turns in con-
ducting experiments on the above four experimental
platforms during a day and to perform NASA evaluation
[25] of each experiment after completion. User evaluation
metrics were categorized into mental demands (MD),
physical demands (PD), time demands (TD), performance
(P), effort (E), and frustration (F). The NASA assessment
metrics were evaluated on a 5-point scale. 0 to 1 indicates a
low cognitive burden, 1 to 2 indicates a relatively low
cognitive burden, 2 to 3 indicates an overall cognitive
burden, 3 to 4 indicates a relatively high cognitive burden,
and 4 to 5 indicates a very high cognitive burden. The
results are shown in Figure 12.

Figure 12 shows that the MD and TD index scores of
smart glove are lower than those of other platforms, in-
dicating that the experimental process of smart glove is
simpler than that of others. This is because when using
other platforms for experiments, volunteers need to un-
derstand the various functions of the platform in advance,
such as the construction of the NOBOOK experimental
platform. The smart glove system and the virtual-reality
tusion experimental platform scored higher on the P index.
When it came to running the experiment, volunteers in-
dicated they spent the majority of their time learning how
to utilize other two platforms. When they wear smart glove
for the experiment, they pay more attention to the phe-
nomenon and results of the experiment. The experimenter
can deepen their understanding of the experimental
phenomenon by observing the phenomenon on the screen
and the system’s explanation of the experimental mech-
anism. At the same time, the smart glove system will also
correct the nonstandard behavior in the experimental
process, so that they will have a deeper impression of the
key points of the experimental operation.

In conclusion, as compared to existing experimental
platforms, the smart glove system developed in this paper
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allows users to conduct experiments more intelligently and
naturally, as well as improves users’ experimental immersion
and operation ability.

6. Conclusions

Some middle school experiments currently have issues with
powerful destruction and expensive costs, while the tradi-
tional experimental platform suffers from a poor sense of
operation and a significant memory burden. As a result, this
paper develops a smart glove using the MFA to detect the
user’s experimental intent and then direct the user to ex-
periment, or correct and remind the user’s incorrect and
harmful actions.

To address the aforementioned issues, this study pri-
marily performs the following two original contributions:

(1) This study designs and implements a smart glove
system. The smart glove can address the issues of (a)
the lack of cognitive ability of traditional data gloves
and (b) the occlusion phenomenon caused by too
many indoor interactive input devices in the tradi-
tional virtual-reality fusion chemistry experiment.
The traditional data glove can only gather the user’s
hand data and cannot capture the user’s experi-
mental intent; thus, several indoor interactive input
devices are required to aid the user during the
perception process of scene information in real time,
which can easily cause occlusion in object recogni-
tion. However, the smart glove system can realize the
observation of tiny objects, subtle movements, as
well as minute phenomena, increase interaction ef-
ficiency, and decrease memory pressure. However,
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the smart glove’s hardware arrangement is unrea-
sonable, and it is difficult to wear when the user’s
palm is large; the MR system is currently just for
chemical research. As a result, future research should
focus on improving the smart glove’s structure and
expanding the experiment library so that users can
complete a wide range of experiments in order to
achieve the goal of virtual-reality education [26].

(2) A parallel MFA integrating sensor, voice, and visual
channels is proposed in this paper to address the
problem that the TMFA only integrates user modal
information in serial. The essence of TMFA is the
serial fusion of users’ multimodal information, and it
does not support the simultaneous analysis of users’
intentions using multimodal data. However, the
MFA is a multimodal fusion algorithm based on
multichannel intention probability fusion, which can
accurately and efficiently obtain the user’s intent and
guide user’s behavior based on that intent. Based on
the user’s intent, future research should be devoted
to predicting the user’s intent in the following stage
and building a human-computer cooperation model
so that the user can wear the smart glove and co-
operate with the computer to complete experiments.
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Athlete balance control ability plays an important role in different types of sports. Accurate and efficient evaluations of the balance
control abilities can significantly improve the athlete management performance. With the rapid development of the athlete
training field, intelligent and automatic evaluations have been highly demanded in the past years. This study proposes a deep
learning-based athlete balance control ability evaluation method through processing the time-series movement pressure
measurement data. An end-to-end model structure is proposed, which directly analyzes the raw data and provides the evaluation
results, which largely facilitates practical utilization. A multi-scale feature extraction scheme is employed, by exploring the learned
features in different scales. A residual connected neural network architecture is further proposed. By using the short-cut
connection, the deep neural network model can be more efficiently trained. Experiments on the real athlete balance control ability
tests are carried out for validations. Through comparisons with different related methods, the results show the proposed deep
multi-scale residual connected neural network model is well suited for the athlete balance control ability evaluation problem, and

promising for actual applications in the real scenarios.

1. Introduction

Balance control ability is of great importance for athletes. A
number of sport areas with precise movement require ac-
curate and efficient evaluations of the balance control ability
for the athletes, such as freestyle skiing aerials, skating, and
so forth [1]. Good evaluations of the balance control ability
can well support the management of the athletes, including
selection, training, competition, and so on. Accurate eval-
uation of the balance control ability remains a quite chal-
lenging issue, since a large number of factors are included,
and the underlying ability cannot be well reflected. Signif-
icant expert knowledge and human labor are also highly
required for this task, which makes it difficult to be carried
out in the practical scenarios [2].

In the recent years, with the rapid development of the
sensing technologies and data analysis methods, data-driven
athlete balance control ability evaluation becomes feasible
[3]. Specifically, the movement pressure measurement
machine, such as a balance meter, can be used to collect the
athlete subtle movement when they are standing on the
machine. The collected signal can be used to evaluate the
athlete balance control ability, since smaller movement
pressure generally indicates better balance control ability,
while larger movement pressure means the balance control
ability is at lower level [4].

With respect to the collected data, typical statistical
features can be used for balance control ability evaluation,
such as mean, root mean square, and so forth [5-7]. In
the past years, many signal processing methods have
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been proposed for better feature extraction [8-10], in-
cluding wavelet analysis, stochastic resonance techniques,
and so on. Some machine learning and statistical inference
techniques are also developed for solving the pattern
recognition problem, such as artificial neural networks
(ANN) [11], support vector machines (SVM), random
forest, fuzzy inference, and so on [12-14]. However, the
collected movement pressure data usually contain much
noise, which makes it difficult to use the conventional
features for evaluations. Furthermore, for the high-level
athletes, the difference between different levels of athlete
on balance control ability is quite small. The typical
features cannot well reflect the difference. Therefore,
the traditional data-driven methods on athlete balance
control ability evaluation are facing great challenges at
present.

Deep neural network has been the emerging technolo-
gies of artificial intelligence in the past years [15-23], and it
has achieved great successes in many applications such as
image recognition [24-26] and speech recognition [27].
Driven by big data, deep neural network can well learn the
mapping function between the input data and the output
pattern automatically [28-30]. High prediction accuracy can
be usually obtained. In addition, deep neural network is
generally a black box tool for automatic computations,
which requires little prior knowledge on signal process or
domain expertise [31]. Therefore, it is quite promising for
solving the challenging athlete balance control ability
evaluation problem.

The recent studies [32-35] show the time-series data
can be well processed by the deep neural network
model, and higher feature extraction efficiency and better
effects can be generally obtained using deep learning
[36, 37]. Different types of time-series data have been
successfully processed using deep learning, including
the medical data, financial data, condition monitoring
data, and so on. Miao [38] proposed a deep learning
framework for continuous blood pressure measurement
using one-channel ECG signal. Promising effects have
been obtained for processing the pressure data. An end-
to-end intelligent morphological classification method
for intracranial pressure pulse waveforms was proposed
in the studies [39], where the deep learning method was
applied for automatic feature extraction and pattern
learning.

However, the typical deep neural network model suffers
from many factors. For instance, the training efficiency is
generally weak with the deep architecture [10, 40-45].
Traditional model establishment approach basically loses
feature information in the feed-forward manner with a
single-scale feature extraction scheme. The limitations
hinder the development of the deep neural network
methods.

In this study, a novel deep multi-scale residual con-
nected neural network model is proposed to address the
athlete balance control ability evaluation problem, as well
as the remaining problems of deep neural networks. The
main novelties and contributions of this study are listed as
follows:
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(i) A new multi-scale feature extraction scheme is
proposed, which consists of automatic feature
learning in different scales. The integration of multi-
scale features further enhances the information
fusion performance and leads to better results.

(ii) A deep residual connected module is proposed,
which introduces short-cut connection between
different convolutional layers in the deep neural
network model. In this way, the training efficiency
can be largely enhanced.

(iii) The athlete balance control ability evaluation
problem is investigated, and an intelligent method is
proposed to achieve automatic feature extraction
and evaluation. This has been seldomly studied in
the current literature, and this study provides new
insight in this task.

(iv) Experiments on the real athlete under-feet move-
ment pressure measurement data are used for
validations of the proposed method. The results
show that the proposed method can achieve high
evaluation accuracy, and promising for applications
in the real scenarios.

This study starts with the description of the preliminaries
in Section 2. The proposed deep multi-scale residual con-
nected method is presented in Section 3. Experiments are
carried out for validations of the proposed method, and the
results are shown in Section 4. We close the study with
conclusions in Section 5.

2. Preliminaries

In this section, the preliminaries that are used in this study
are presented, including the convolutional neural network,
pooling, and softmax function. The concerned problem in
this study can be formulated as learning a mapping function,
which projects the raw collected athlete time-series data to
the corresponding balance control ability level. The rela-
tionship is complex, and the traditional methods cannot well
address this problem. Therefore, we propose a deep learning-
based approach for modeling the highly nonlinear
relationship.

2.1. Convolutional Neural Network. Convolutional neural
networks (CNNs) have been one of the most popular neural
network structures in the current literature. The effectiveness
of CNNs has been widely validated in many application
scenarios, such as the image classification tasks, speech
recognition problems, and video processing tasks [46]. The
variable and complicated signals can be automatically
processed using CNNs, and high-level features can be ef-
fectively extracted. In the recent years, many researches have
been carried out using CNNs and achieved significant
successes [43, 47].

The most representative features of CNNs are the local
receptive fields and shared parameters in signal processing.
The data shift of the input data can be efficiently filtered out
during feature extraction, and the spatial sub-sampling



Computational Intelligence and Neuroscience

algorithm can well extract the most remarkable features
from the collected data. In this study, CNNs are used as the
main framework for the data-driven intelligent feature ex-
traction of the signal.

To be specific, the convolutional layers are placed to
convolve different filters with respect to the raw data, and
high-level features can be obtained accordingly. In most
cases, the pooling operations are used after the convolutional
operations, which can further extract the most significant
features for the following processing. Meanwhile, the feature
dimension can be also well reduced, which benefits the
processing costs.

In this study, the data are a sequence of the time-series
collections. Therefore, the 1-dimensional (1D) CNN is
mostly adopted for the data processing, and that will be
presented in the following. Let x = [xy,x,, ..., xy] denote
the input data, where N represents the dimension of the
input data sample. The convolutional computation can be
defined using the filter kernel w, w € R, where F; rep-
resents the size of the filter kernel, defining the dimension of
the local receptive field. The concatenation vector x
can be defined as

i: i+F -1

X jap,-1 = X © X @ -+ ® X s (1)

where the item x;. ;.5 _; is defined as the window with F
sequential data points starting from the i-th data point. The
operation @ is for concatenating the concerned data into a
larger information entity. At last, the convolution compu-
tation can be expressed as

ki = W(WTXi: ivF -1 T m). (2)

In this equation, m and # denote the bias vector and the
neural network activation function, respectively. The feature
map output k; is known as the obtained features with respect
to the filter kernel. Through applying the filter kernel from
the first data point to the end on the input data sample, the
learned feature representation can be calculated as
k; = [k}, k5. k. (3)

The expressions above represent the learned features. In
the actual applications of the CNNs, a number of con-
volutional kernels can be used in one layer to obtain richer
information from the raw data.

2.2. Pooling. In the typical neural networks, after the
convolutional layer, a pooling layer is usually used for
further feature extraction with respect to the learned fea-
ture maps. There are mainly two reasons for the utilization
of pooling operations. First, the most significant features
can be usually extracted by using the simple pooling
functions, which provides an easy way for efficient learning.
Second, the dimension of the feature maps can be largely
reduced, which can help increase the processing efficiency.
In this study, the max-pooling function is used, which has
been popularly adopted in the literature for the related
classification problems. Let p denote the size of the pooling
opeartion. With respect to the extracted feature maps from

the convolutional layers, the pooled features can be
expressed as

q; =[a) 943,

z _ (z-1)p+1 7 (z-1)p+2 zp
qj—max(kj ,kj ,...,kj ),

(4)
where q; represents the obtained features from the pooling
operation on the j-th feature map that has the size of s.

2.3. Softmax Function. Softmax function is a popular
function in the data-driven neural network-based classifi-
cation tasks. It is usually adopted at the end layer of the deep
neural network. The values of the neurons can be trans-
formed to the predicting probabilities by using the softmax
function [25]. Specifically, after multiple combinations of
convolutional and pooling layers in the deep neural network,
the final extracted features are the input of the softmax
function. Let xV denote the training samples, and r @) denote
the corresponding class labels of the training samples.
i=1,2,...,N,, where N, represents the training data
sample number. We also have x® e RNl and
r® € {1,2,..., B}, where B represents the total number of
concerned classes in the problem. With respect to the input
data sample x*, the softmax function can well predict the
class probability p(r) = jlx?), j=1,2,..., B for different
class labels. The calculated probabilities of the data samples
for each class can be computed based on the hypothesis
function

—p(r(i) = 1|x(i);}\) ]

' M = @A
O Ll

_p(r(i) = le(i); )\) ]

(5)
r /llTx(i) 1
e
/\gx(i)
1 e
= B ATx® >
Dp1€”
ATx @
Le™™ ]

where A = [A,A,,...,A5]" represents the function coeffi-
cients. It can be noted that the softmax function classifier
guarantees that the output values are all positive and the sum
of them is one. Therefore, the softmax function is able to
transform the outputs of the deep neural network to be the
predicted probabilities for different concerned classes.

3. Proposed Deep Multi-Scale Residual
Connected Model

In this study, a novel deep learning-based multi-scale re-
sidual connected model is proposed for time-series data
processing and athlete performance evaluation. In this
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FiGure 1: The proposed residual connected scheme in the deep
neural network framework.

section, the proposed method is illustrated in detail, which
consists of residual connection, multi-scale feature extrac-
tion, and end-to-end relationship model.

3.1. Residual Connection. In the traditional deep neural
network, the back-propagation optimization method is
usually used for model parameter updates. However, as the
model architecture is typically deep with multiple layers, the
optimization efficiency is not satisfactory in most cases due
to the gradient vanishing problem, which makes the deep
neural network difficult to achieve the optimal performance.
Therefore in this study, a residual connected neural network
scheme is proposed, which is illustrated in Figure 1. The
residual connected module generally consists of three main
characteristics.

(i) A short-cut connection is used, which makes the
information of the data can propagate through
different layers, and directly into the subsequent
layers in the network.

(ii) With the residual connected module, deep neural
network architecture can be adopted, since the
gradient vanishing problem can be largely solved.

(iii) The residual connected module is a relatively in-
dependent module with respect to the deep neural
network structure, which can be readily added and
removed from the existing architecture. Limited
additional costs will be introduced for using the
residual connected module.

Specifically, the residual connected module can be de-
fined as

¢=R(x {vi}) +x (6)

where x and ¢ denote the input data and output data for the
layer, respectively. The function R represents the residual
connected operation. For example, R = v, (vIx) can be
used for a simple structure with the weights v;. The practical
implementation of the residual connected operation is re-
alized by the short-cut and element-wise sum. The non-
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linear activation function can be used either before the sum
or after the sum.

3.2. Multi-Scale Feature Extraction. In this study, a multi-
scale feature extraction scheme is proposed to better learn
the new features from the raw collected data. Specifically, the
filter size in the convolutional operation plays an important
role in the automatic feature learning process. Large filter
size indicates that the learned features are more general and
global with respect to the input data. Correspondingly,
smaller filter size means the model pays more attention on
the local features. In the current literature, there is no general
consensus of the optimal selection of the filter size.
Therefore, in this study, we propose to use multiple filter size
for the feature extraction, in order to both take advantage of
the global and local features from the input data.

In the deep neural network structure, three data and
feature streaming approaches are proposed as shown in
Figure 2. In each approach, a certain size of the convolutional
filter is utilized. The common range of the filter sizes is covered
in this study, and they are set as 3, 10, and 20, respectively.

In this way, a single scale of the high-level features is
obtained in each approach. After data processing with
multiple residual connected blocks, the learned features are
concatenated, and further connected with a fully connected
layer for information aggregation. Therefore, the final fea-
tures are in multiple scales and hold richer information from
the raw data.

3.3. Deep Neural Network Structure. In this study, a deep
convolutional neural network structure is used, with the
residual modules and the multi-scale feature extraction
method. In the proposed framework, the raw measured data
are directly used as the input of the deep neural network,
which means no prior expertise on the signal processing is
required, which largely facilitates the practical utilization of
the proposed method in the real scenarios.

Specifically, the neural network architecture is shown in
Figure 2. The proposed model consists of multiple residual
connected blocks. Each residual connected block typically
has two convolutional layers with multiple filters of different
sizes. The feature extraction scheme in three scales is gen-
erally considered. Correspondingly, three sizes of the con-
volutional operation are adopted in different feature
extraction modules.

After feature extraction of two residual blocks in each
module, the learned high-level features of different mod-
ules are concatenated for information fusion. Afterward,
one fully-connected layer with 128 neurons are used, as
well as the final fully-connected layer. Each neuron in the
last fully-connected layer represents the predicted confi-
dence value for each class. The softmax function at the end
of the structure interprets the confidence values into the
probabilities.

In the practical implementations, zero-padding opera-
tion in the convolutional layers is adopted to keep the feature
map dimension unchanged. The max-pooling is also utilized
in the deep model for accelerating the training process and
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FIGURE 2: Architecture of the proposed deep multi-scale residual connected neural network model.

obtaining the significant features. Throughout the deep
neural network, the leaky rectified linear unit (Leaky ReLU)
activation function is adopted after the layers, which are
generally stable with respect to the gradient vanishing or
gradient diffusion problems and can lead to better perfor-
mance. The popular cross-entropy loss function is utilized
for optimization of the neural network model [48]. The
back-propagation algorithm is applied for the specific
changes of the model coeflicients in each optimization it-
eration. The widely used Adam optimization method is
employed for model training.

3.4. General Implementation. Figure 3 shows the flowchart
of the proposed deep multi-scale residual connected model.
First, the measured time series raw data are prepared into
multiple samples. Specifically, in this study, the movement
pressure data in two directions are used, i.e., x and y di-
rections. Therefore, the raw data have two dimensions. The
sample dimension in one direction can be defined as N,
and we can prepare the samples accordingly with dimension
[2,N;,]. The raw data can be directly used as the model
inputs, and no prior knowledge on signal processing is
needed, which shows that the applicability of the proposed
method in the real scenarios is strong.

Next, with respect to the specific dataset information, the
proposed deep multi-scale residual connected neural net-
work architecture is established, and the detailed configu-
rations are determined, including the number of neurons in
the hidden layers, number of convolutional filters, and so on.
In order to start the model training process, the data samples
are fed into the network. Through multiple layers of feature
extraction, high-level representations are obtained, which
are used for the final classification. Back-propagation al-
gorithm is used for the updates of the model parameters.

Afterward, when the model training process is finished,
the testing samples are fed into the deep neural network to
test the model performance with respect to the unseen data.

4. Experimental Study

4.1. Dataset and Task Description. In this study, a real athlete
balance control ability evaluation dataset is used for the
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l

Training data

]
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F1GURE 3: The flowchart of the proposed method in athlete balance
control ability evaluation.

validation of the proposed method. Specifically, multiple
freestyle skiing aerials athletes of different balance control
levels are asked to stand still on a balance meter under feet.
The area of the balance meter is 65cm x40cm, and the
balance meter can collect the movement pressure data in the
anteroposterior and mediolateral directions.

Three levels in balance control of freestyle skiing aerials
athletes are considered, which are denoted as high-level (H),
medium-level (M), and normal people (N), respectively.
Each level includes two athletes, who are represented by
numbers of #1 and #2, respectively. The athletes are required
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TaBLE 1: Information of the athlete movement pressure measurement dataset used in this study.

Athlete level No. of athletes

Code names Sampling frequency

H (High-level athlete) 2
M (Medium-level athlete) 2
N (Normal people) 2

H#1, H#2 100 Hz
M#1, M#2 100 Hz
N#1, N#2 100 Hz

Athlete

FIGURE 4: The scenarios of the freestyle skiing aerials athlete
movement pressure data collection experiments.

to keep balance at their best when they are standing on the
balance meter. Their upper bodies are supposed to be sta-
tionary, and the noise of the environment is kept at the
minimum level. The athletes use two of their feet for standing
with their eyes closed to focus on the data measurement. The
movement pressure data sampling frequency is 100 Hz. Ta-
ble 1 presents the information of the dataset used in this study,
and Figure 4 shows the scenario of the experiment.

In this study, different athlete balance control ability
prediction tasks are considered in order to fully examine the
performance of the proposed method. Specifically, with
respect to the dataset, four tasks are implemented, where
different training and testing data are used. The tasks are
demonstrated in Table 2. Different athletes in each levels are
used for validation, which cover a wide range of the ex-
perimental settings and provide fair evaluations of the
performance of the proposed method.

4.2. Model Establishment. In this study, mini-batch data
samples are used to implement the stochastic gradient descent
(SGD) optimization method for updating the deep neural
network parameters. In each epoch of the training process, the
training data samples are divided into different mini-batches
in a random manner. Eight samples are included in each
mini-batch with the corresponding label information.
Afterward, the deep neural network parameters are
updated with the popular cross-entropy loss function with
respect to each mini-batch. It is worth noting that the di-
mension of the data samples plays an important role in the
model performance. Larger dimension indicates more

TaBLE 2: Information of different athlete balance control ability
evaluation tasks used in this study.

Task name Concerned No. of training  No. of testing
Athletes Samples Samples

T1 H#1, M#1, N#1 1200 600

T2 H#2, M#2, N#2 1200 600

T3 H#1, M#2, N#1 1200 600

T4 H#2, M#1, N#2 1200 600

TABLE 3: Parameters of the proposed method used in this study.

Parameter Value Parameter Value
Batch size 8 Sample dimension 200 * 2
Epoch number 100 Convolutional filter size 3, 10, 20

Learning rate 1x107*

information is included in each sample. However, higher
computational burden usually exists. Therefore, this is
generally a trade-off in the practical applications.

The deep neural network model architecture is shown in
Figure 2. The model performance can be affected by some key
factors, such as the convolutional filter size and number. Those
will be further investigated in the following sections in this
study. Specifically, for the experiments, the parameters used in
the proposed method are listed in Table 3, which are selected
based on the performances on the validation data in this case.

4.3. Compared Approaches. The proposed deep multi-scale
residual connected neural network model offers a new
perspective for big data-driven intelligent athlete balance
control performance evaluation. In this study, similar
methods in the existing literature are also implemented for
comparisons, in order to examine the effectiveness and
superiority of the proposed methodology. Specifically, the
following approaches are considered, which cover a wide
range of popular techniques for data-driven studies.

4.3.1. NN. The basic neural network (NN) model is firstly
considered, which follows a typical pattern for neuron con-
nections [23]. Specifically, a multi-layer perceptron structure
is used, which includes one hidden layer with 1000 neurons.
Similar configurations are used as the proposed method, such
as the Leaky ReLU activation function and dropout operation.

4.3.2. DNN. The deep neural network (DNN) is an exten-
sion of the basic neural network structure [49]. Three hidden
layers are considered in the DNN method in this study,
which consists of 1000, 1000, and 500 neurons, respectively.
Similarly, the Leaky ReLU activation function is also
employed, as well as the dropout technique.
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FIGURE 5: The experimental results of different compared methods in different athlete balance control ability evaluation tasks.

4.3.3. DSCNN. The deep single-scale convolutional neural
network (DSCNN) method is implemented [50], which
share the similar architecture with the proposed method,
except for the multi-scale feature extraction scheme. Spe-
cifically, only one data processing approach is considered in
the network. Correspondingly, one convolutional filter size
is employed for the feature extraction. No feature concat-
enation is used at the fully-connected layers. The other
settings are similar with the proposed method.

4.3.4. WORes. The WORes method represents the deep
multi-scale convolutional neural network architecture,
which does not have the residual connected schemes [40].
Specifically, the short cut connections between the con-
volutional layers are removed from the proposed method.
This approach is a comparison to show the benefits of the
proposed residual connected scheme.

With respect to all the compared methods in this study,
the cross-entropy loss function is used for classification of
the athlete balance control performance. The Adam opti-
mization method is adopted for the model updates with the
mini-batch data sample selections. The same learning rate is
used as the proposed method.

5. Experimental Results and
Performance Analysis

In this section, the experimental results of the proposed
method on different athlete balance control ability evalua-
tion tasks are presented, as well as the results of different
compared methods. Ablation studies are also extensively

carried out to evaluate the influence of different key pa-
rameters of the proposed method on the model perfor-
mance. In order to provide fair results and comparisons,
each experiment is implemented for three times, and average
results are presented.

Figure 5 shows the general experimental results using
different methods in different tasks. It can be observed that
in general, the neural network-based methods are able to
achieve good evaluation results, and the testing accuracies
are high. The testing accuracies of the basic NN method are
not competitive in different tasks, and less than 80% ac-
curacies are obtained. This indicates that the shallow net-
work structure cannot well capture the underlying pattern of
the massive data. The DNN method achieves significantly
higher testing accuracies in different tasks, and the accu-
racies are basically higher than 90%. The results show that
the deep architecture can well learn the highly nonlinear
relationship between the movement pressure measurement
data and the athlete balance control ability. The DSCNN and
WORes methods are quite competitive in this problem, and
the testing accuracies in different cases are mostly higher
than 95%. However, the optimal performance is generally
achieved by the proposed deep multi-scale residual con-
nected model. Close to 100% testing accuracies in different
tasks can be obtained. Noticeable improvements can be
observed compared with the DSCNN and WORes methods.
This implies that the proposed multi-scale feature learning
scheme and residual connected structure can well enhance
the learning performance of the deep neural network ar-
chitecture, and they are well suited for the athlete balance
control ability evaluation problem by processing the time-
series pressure data.
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FiGure 6: The influence of the number of convolutional filters on
the model performance in the tasks T1 and T2.

5.1. Effect of Convolutional Filter Number. The number of
convolutional filters in the layers throughout the deep neural
network plays an important role in affecting the model
performance. Fewer convolutional filters are generally less
effective in learning the complicated patterns from the data,
and more convolutional filters will basically lead to better
performance with enhanced learning capacity. However, the
overfitting issue may occur since larger model architecture
and more parameters are included. In this section, this issue
is investigated, and the effects of the convolutional filter
number on the model performance are presented in Fig-
ure 6. The tasks T1 and T2 are used for investigation.

It can be observed that in general, the influence of
the convolutional filter number on the testing accuracies is
not quite significant when the number is not very small.
When only one convolutional filter is used, remarkably low
testing accuracies are obtained, which are lower than 90%.
However, when more convolutional filters are applied, the
testing accuracies are generally stable and higher than 95%.
When 20 convolutional filters are employed, slight perfor-
mance drops are observed. Nonetheless, this does not have
noticeable influence on the general model performance.
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Figure 7: The influence of the sample number on the model
performance in the tasks T1 and T3.

Therefore, when the number is not too small with a rea-
sonable value, promising results can be basically achieved.

5.2. Effect of Sample Number. In this section, the effects of the
sample number on the model performance are investigated.
The number of training samples is also an important pa-
rameter in the data-driven methods. Generally, more
training samples lead to better performances. However,
since the data are usually expensive in different areas, it is
always preferred to achieve good performance with mini-
mum data. The experimental results are presented in Fig-
ure 7. The tasks T1 and T3 are focused on in this section.

It is noted that the experimental results are basically in
accordance with our understanding in the literature. When
300 training samples are used, lower testing accuracies are
obtained in different tasks, which are lower than 87%. When
more training samples are employed, the results significantly
become better and higher than 92% testing accuracies are
basically obtained. When the sample number is larger than
600, small fluctuations of the testing performance are ob-
served. However, the performances are generally stable with
respect to different sample numbers. It is also noted that 600
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FIGUure 8: The visualization results of the learned features by
different methods in task TI.

training samples are mostly sufficient for building the deep
neural network model for this problem, which can be
considered as the minimum number that the model requires.

5.3. Visualization of Learned Representation. In this section,
the learned features by the deep neural network models are
visualized to show the effectiveness of the methods. Spe-
cifically, the high-level representations of the samples at the
last fully-connected layer are considered. The t-SNE method
is adopted for dimension reduction of the learned high-
dimensional features. Two new dimension can be obtained
and plotted for visualizations. The results in the tasks T1 and
T4 are shown in Figures 8 and 9 respectively.

It can be observed that using the proposed deep multi-
scale residual connected neural network method, different
classes are more separated with respect to the learned
features. Limited overlappings between different classes are
found, which validates that the proposed method can
achieve high testing accuracies for the classification tasks.
The DNN method is less competitive in the cases. No-
ticeable overlappings between different classes are observed
in the learned feature sub-space, and some data samples are
also located outside the clusters of their own classes. This
shows that the DNN method is less effective than the
proposed method in the tasks. It should be pointed out that
the NN method is far less effective in the case studies, and

Proposed method

DNN method

O Training data in different levels

/\ Testing data in different levels

FIGURe 9: The visualization results of the learned features by
different methods in task T4.

the visualization results do not carry sufficient information
for demonstrating the effects. The results in this section
validate the effectiveness of the proposed method in an
intuitive way, which shows that the proposed method is
quite promising for automatic athlete balance control
ability evaluation.

6. Conclusion

In this study, a deep multi-scale residual connected neural
network model for intelligent athlete balance control ability
evaluation. The time-series pressure measurement data
under-feet are processed and analyzed. The raw data are
directly used as the model input for automatic evaluations.
No prior knowledge on signal processing is needed, which
makes it easy for real applications. A multi-scale feature
extraction scheme is proposed, which utilize the learned
features from different types of convolutional filters. The
information fusion of the learned features further enhances
the model training ability. The proposed residual connected
blocks can effectively increase the model training efficiency
while keeping the training quality. This is well suited for the
deep neural network architecture and can be readily applied
in different network structures. Experiments on the real
athlete under-feet pressure measurement data are carried
out for validations. The results show that the proposed
method is promising for intelligent evaluations of the athlete
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balance control abilities, and offers a new perspective in
mining athlete measurement data.

The advantage of the proposed method lies in the end-to-
end modeling structure, which makes the balance control
ability evaluation task more straight-forward to implement.
On the other hand, despite the promising results, it should
be pointed out that main drawback of the proposed method
lies in the structure of the neural network model, since three
network approaches are considered in the model, which is a
little complex for the data-driven model. Further research
works will be carried out on the optimization of the deep
neural network architecture while retaining the model
performance.
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Previous studies widely report the optimization of performance predictions to highlight at-risk students and advance the
achievement of excellent students. They also have contributions that overlap different fields of research. On the one hand, they
have insightful psychological studies, data mining discoveries, and data analysis findings. On the other hand, they produce a
variety of performance prediction approaches to assess students’ performance during cognitive tasks. However, the synchro-
nization between these studies is still a black box that increases prediction systems’ dependency on real-world datasets. It also
delays the mathematical modeling of students’ emotional attributes. This review paper performs an insightful analysis and
thorough literature-based survey to draw a comprehensive picture of potential challenges and prior contributions. The review
consists of 1497 publications from 1990 to 2022 (32years), which reported various opportunities for future performance
prediction researchers. First, it evaluates psychological studies, data analysis results, and data mining findings to provide a general
picture of the statistical association among students’ performance and various influential factors. Second, it critically evaluates new
students’ performance prediction techniques, modifications in existing techniques, and comprehensive studies based on the
comparative analysis. Lastly, future directions and potential pilot projects based on the assumption-based dataset are highlighted
to optimize the existing performance prediction systems.

1. Introduction

Over the past few decades, students’ performance has been
predicted while evaluating the influence of different factors,
such as emotional attributes, family attributes, study
schedule, institutional attributes, and students’ scores in
assignments, quizzes, and final examinations [1-5]. Such
systems provide useful applications to a wide area in aca-
demia, i.e., students’ success and failure estimation due to
influential factors [6-10]. This study splits the earlier con-
tributions into two groups. The first group consists of in-
sightful psychological studies, data mining discoveries, and
data analysis findings that indirectly contribute to the op-
timization of students’ performance prediction systems. The

second group reports the optimization of existing prediction
systems based on the findings of the first group. However,
the extensive synchronization between the two groups is still
a black box that ultimately increases students’ performance
prediction systems’ dependency on a real-world dataset.
Such synchronization can provide useful ideas during the
optimization and data collection process. It also paves the
way for an assumption-based dataset to prove the viability of
pilot project implementations that will speed up modeling
students’ emotional attributes.

This review paper conducts an insightful study and
literature-based survey to draw a comprehensive picture of
the prior studies on student performance analysis and
prediction. The review consists of 1497 articles from 1990 to
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2022 (32years), which reported various information for
future researchers:

1. It explores and lists the research fields’ contributions
focusing on students’ performance optimization.
Psychology and data analysis fields pave the way for
effective solutions to the problems of data deficiency.
They provide qualitative findings that can be used for
creating an assumption-based dataset for pilot project
implementation.

2. It thoroughly considered new and modified algo-
rithms that predict students’ performance. Also, a
comparative analysis was performed between the
existing students’” performance prediction approaches
to provide better recommendations for optimization.

3. The study delivers a comprehensive picture of po-
tential challenges and research direction for future
researchers. The review also shows that very few
contributions have mathematically modeled emo-
tional attributes.

The remaining sections of this review are as follows:
Section 2 gives a detailed literature review. Section 3 elab-
orates the review methodology, and Section 4 produces data
evaluation. Section 5 presents future challenges, and Section
6 concludes the study.

2. Literature Review

Students’ performance prediction systems have enormous
applications in academia, such as predicting at-risk students,
course recommendation, and basic counseling against
negative emotions, highlighting the influence of institutional
attributes, family factors, etc. [11-14]. It is also needed to
advance the academic achievement of excellent students
[15-19]. Prior studies deliver qualitative and quantitative
results in extending students’ performance evaluation and
calculation, and highlighting the factors that influence the
performance [20-25]. For a few decades, psychology, data
mining, cognitive computing, and data analysis fields di-
rectly or indirectly contributed to the optimization of stu-
dents’ performance prediction systems [26-34]. Therefore,
related work is split into the following subsections.

2.1. Contributions of Psychology. Psychological studies re-
sults manifest that students’ performance is easily influenced
via emotional attributes, such as frustration, anxiety, stress,
over expectation of parents, and parents’ relationship
[35-37]. The results provide correlations statistics among
emotional factors and the expected performance of students
in cognitive activity, such as attempting the examination,
quizzes, assignments, class activities, and extracurricular
activities. These particular emotional factors can negatively
and positively impact the students’ performance. In such a
situation, emotional severity, family attributes, and insti-
tutional factors play a crucial role in influencing perfor-
mance [38-40]. It shows that performance is always very
sensitive and affected by the individuals’ surroundings.
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2.2. Contributions of Data Mining. The data mining evalu-
ates the relationship among various students’ factors, such as
the role of emotional factors, family attributes, institutional
factors, and class performance. Such studies provide good
opportunities for accurate estimations of expected students’
performance [41-47]. The meaningful patterns always
produce good directions for further exploration. The pre-
vious articles lack coordination between the students’ in-
fluential attributes and academic performance. The literature
lacks accurate techniques to simulate students” performance
due to the insufficient synchronization and coordination
among earlier studies on students’ factors. The mathematical
modulation of students’” performance needs to formulate the
function of student factors. However, it is inspiring to closely
examine the quantitative influence of several student factors
on academic achievements. The earlier studies show that
emotional, family, study schedule, and institutional attri-
butes are the significant factors that can easily influence
students’ academic performance in any critical cognitive
activity. Prior studies illustrate that educational data mining
practices contribute to students’ factor evaluation process
and performance prediction. Institutional factors involve
teaching methodology, engaging students in the classroom,
and the vision of instruction. According to literature studies,
teachers play an active role in institutional attributes
influencing students’ performance. They provide adminis-
trative assistance and assistance in ensuring discipline
[48-57].

2.3. Synchronization among Existing Studies. Accurate per-
formance prediction needs to examine students’ factors
beyond the computer science framework. The literature
studies are still limited in finding an authentic and ex-
tendable approach that overlaps psychology, data mining,
data analysis, and cognitive research. Articles have various
solutions to predict students’ performance using different
techniques that could have the potential to be escalated to
more general problems of predicting student performance
[58-62]. The primary objective of the current review attempt
is to efficiently explore the relationship between students’
factors (as mentioned earlier) and their performance.
Therefore, the literature is studied with the selected students’
attributes (emotional, family, study schedule, and institu-
tional) and effects. Articles show that most students do not
participate in extracurricular activities, believing extra ac-
tivities would negatively affect their academic achievements.
Earlier studies also focus on predicting college students’
performance by considering all the important aspects. They
delivered a prediction system to estimate performance by
assisting the university in selecting each candidate using past
academic records of students granted admissions
[29, 63-69]. Such efforts show that earlier studies contribute
to decreasing the number of at-risk students and advancing
the performance of excellent students.

Literature also attempted to perform a survey on
classroom learning in different environments. It analyzes
various aspects and factors influencing (positively or neg-
atively) performance in a classroom that interfere with
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learning. This paper presents a systematic review of nu-
merous studies on students’ performance in classroom
learning. For a few decades, the research has produced
numerous results in students’ performance evaluation;
however, the education system needs a complete and de-
tailed performance prediction system that can ensure in-
teraction and coordination between the aforementioned
students’ factors. Literature studies delivered various con-
tributions, such as the proposal of an innovative model that
targets modifying learning sustainability through smart
education applications and regression and correlation
among students’ factors, and logistic regression analyses
generated that being female, first-semester GPA, number of
courses per regular semester, and number of courses per
summer semester were imperative predictors of baccalau-
reate degree achievement [70-77].

2.4. Existing Models and Performance Prediction System
Optimization. Studies have focused on applying artificial
neural networks to predict performance in different envi-
ronments. Articles are also saturated with deep learning
techniques that deliver prediction and highlight at-risk
students. Few other technologies provide opportunities to
accurately evaluate the performance and reduce the failure
rates [78-82]. It also helps in counseling students in
alarming situations that can positively impact their academic
achievements, i.e., COVID-19. Thus, during the literature
survey, we have found many students’ prediction systems
which are interesting; nevertheless, they are failed to
mathematical model emotional attributes and synchronized
them with institutional attributes, study schedules, and
family attributes [31, 37, 83-98]. The objective of this study is
to identify the relationship between extracurricular activities
and students’ performances.

The articles deliver many results on the effects of in-
fluential students’ factors. This study explores performance
prediction beyond the scope of computer science and ma-
chine learning.

2.5. Related Performance Prediction Methods. As discussed
earlier, many studies solved meaningful challenges in stu-
dents’ performance prediction area of research for a few
decades. The earlier studies have many contributions in the
form of neural works, recommendation systems, course
recommendations, and students’ performance evaluation
systems [87, 99-109]. The prior studies demonstrate com-
prehensive work on students’ performance prediction sys-
tems that use information obtained during the interaction of
students with the institutional attributes. To mathematically
consider the expected actions of a students’ factors, such
information provides proper guidelines. The significant
characteristic is the identical structure of the information
processing system of students, which can be replicated to
construct a learning algorithm (cognitive architecture).
Literature studies are flooded with many findings that
primarily contribute to prediction algorithms and mathe-
matical models; nevertheless, modeling the relationship

between students’ emotions (frustration, stress, etc.) and
students’ performance is very little focused [110-115].

Also, the published studies on modeling emotion are not
extendable toward a matured prediction system. So, the dire
need is to assess the main framework of existing prediction
algorithms. Exploring the qualitative results of psychological
studies and data analysis discoveries is needed to estimate
students’ performance. It will also help in the iterative
calculation of emotional influence on performance during
critical cognitive activities.

Extraordinary academic performance is only possible
with excellent cognitive skills. Such skills are needed to
accomplish any task requiring problem-solving approaches,
reasoning, and memory management. However, with in-
adequate cognitive abilities, an individual cannot achieve an
excellent score in various cognitive tasks, i.e., assignments,
quizzes, and written examinations. They require students to
process new information, organize learning, and retrieve
that data (from memory) for later use. So, predicting per-
formance while calculating the intense impact of various
groups of factors is crucial not only for tutors to ensure
effective teaching methodology but also for students’
achievements and effective academic policies. Earlier studies
have delivered many approaches that predict students’
performance; nevertheless, they have paved the way for new
challenges for effective educational systems. The skills levels
of students are changing as they learn and forget. The ed-
ucational system needs such a system that can manage the
students’ dynamic behavior during cognitive activities.

Other studies have described the students’ personality
traits and the essential characteristics of personality. Results
reveal that performance prediction design can be broken
down into subsections that are more realistic in comparison
to other techniques. It also paves the way for the develop-
ment of performance prediction architectures which were
easy to understand. The current review illustrates that the
performance prediction system needs to coordinate among
prediction architecture, psychological experiments, se-
mantical investigations, statistical analysis, and mathemat-
ical formulation. This work provided an outstanding
opportunity for researchers belonging to performance

prediction, bioinformatics, data mining, and data
integration.
3. Review Methodology

The review process is started from the initial screening
within the scope of the current attempt. As elaborated
earlier, this review focused on recent and state-of-the-art
contributions to student performance prediction. Figure 1
illustrates the methodology of the review. We have divided
the complete review process into the following sections.

3.1. Review Process. 'This study reviews the earlier studies
thoroughly based on the procedures prescribed by Petersen
et al. [116] and Keele [117]. The methodology is adopted
from Keele while the study mapping method is copied from
Petersen et al. The review process is initiated with the
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FIGURE 1: Framework illustrated the main modules of the current review process.
TaBLE 1: Result obtained from the Google Scholar during keyword searching.
No Keywords IEEE ACM Springer MDPI Hindawi Elsevier Wiley Others Total
1 Student performance prediction 14 13 8 5 12 7 7 7 73
2 Student performance and negative emotions 9 8 4 3 12 9 7 6 58
3 Student emotional factors 9 7 1 2 2 4 6 2 33
4 Work experience and student performance 20 10 4 4 2 5 3 4 52
5 Student biological factor and academics 11 5 6 2 3 2 5 10 44
6 Student academic achievements prediction 11 7 8 6 3 5 1 6 47
7 Student frustration 4 2 5 2 2 2 3 7 27
8 Student performance and frustration 3 7 7 6 4 3 4 7 41
9 Student frustration severity 5 7 9 5 0 8 13 13 60
10 At-risk student prediction 6 9 6 11 11 7 7 11 68
11 At-risk student cognitive skills 3 5 3 8 4 3 8 2 36
12 Cognitive skills prediction 8 6 4 7 4 5 10 10 54
13 Emotional impact on student performance 6 9 7 5 2 9 7 5 50
14 Family impact on student achievements 7 2 5 9 8 4 11 5 51
15 Student anxiety 9 7 2 11 6 7 2 5 49
16 Student stress 2 9 8 11 9 7 2 7 55
17 Review on student performance 3 13 8 3 4 5 4 3 43
18 Student performance quantization 8 3 6 2 11 2 8 4 44
19 COVID-19, frustration, and student performance 7 5 5 3 9 8 11 4 52
20 COVID-19 and at-risk student 8 8 8 4 6 3 6 2 45
21 Impact of online classes 3 2 8 8 14 7 3 2 47
22 Online classes and student learning 7 11 2 6 9 8 10 8 61
23 Learning prediction 2 3 4 4 8 2 8 5 36
24 Student learning outcome prediction 6 5 5 4 9 6 6 9 50
25 Student performance measurement 2 12 4 4 8 4 9 7 50
26 Performance measurement algorithm 5 4 2 4 9 6 6 5 41
27 Performance prediction algorithm 11 4 5 6 6 2 9 11 54
28 Student performance evaluation algorithm 7 2 6 2 6 2 3 6 34
29 Student performance prediction algorithm 12 3 9 4 8 12 15 5 68
30 Student performance measurement algorithm 3 6 2 3 7 5 2 4 32
31 Cognitive skills prediction algorithm 3 7 5 7 4 5 6 5 42

modified procedure, which is demonstrated in Figure 1. For
better understanding, the review delivers a detailed meth-
odology of the prior work contributing to student perfor-
mance prediction directly or indirectly. Moreover, the study
put a list of research questions to demonstrate the main
objectives. These research questions enable us to choose
relevant research studies for screening and investigating the
main challenges in students’ performance predictions. Every
research question has a list of keywords to explore the lit-
erature and learn about a particular question. These key-
words are used to search publications, including peer-
reviewed book chapters, conferences proceeding, and
journal articles.

3.2. Research Questions

1. QI: what are the applications of student performance
prediction systems?

2. Q2: what are the factors that can optimize student
performance prediction?

3. Q3: what is the intensity of research findings in the
field of student performance prediction systems
optimization?

4. Q4: are the findings of psychological studies, data
mining, and contribution in algorithms synchronized
with each other for the viability of the pilot project?

5. Q5: how synchronization and coordination of prior
psychological, data mining, and algorithmic findings
contribute to the effective educational system via
student performance prediction algorithm.

3.3. Searching Keywords. The current study adopted a
manual review methodology introduced by Keele [117]. The
automatic review presented by Petersen et al. has a few
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disadvantages [116]. (1) The automatic search is not feasible
for the current review [118]. (2) The manual searching
strategy gives more relevant studies. Table 1 reflects the list of
keywords that have produced a variety of articles published
by various publishers, i.e., IEEE, Elsevier, Springer, Hindawi,
MDPI, ACM, Wiley, and others. It shows many articles,
including journals, book chapters, and conference
proceedings.

The keywords were searched directly on publishers’
websites and Google Scholar with a default setting. We have
evaluated all the articles and collected those that deliver
relevant findings for further screening. Furthermore, the
main factors, topics, and relevant studies, including journals,
conference proceedings, and book chapters, are given below:

. Emotional attributes

. Family factors

. Study Schedule

. Institutional attributes

O L O R S R

. Psychology, data mining, and data analysis findings
on the factors as mentioned earlier

6. Contribution of cognitive computing, deep learning,
and machine learning in students’ performance
prediction

7. Reviews and comparison

3.4. Screening. Screening of studies is performed with the
following terms and conditions:

1. The team selected the publications of the more rel-
evant journal, conference, and book chapter.

2. Second, we have focused on the relevant title with
impressive citations in Google Scholar.

3. Third, rapid reviews were performed for further
evaluation and data extraction. During the rapid re-
view, we have focused on the abstract and intro-
duction to get some idea about the challenges,
motivations, and contributions.

These three steps were performed to create a database for
further information extraction and data collection.

3.5. Information Collection. Various information was
extracted from the selected publications during the infor-
mation collection process, which are shown in Table 1 to 4
Also, a spreadsheet was used to record the various infor-
mation for further consideration of the research questions.
The recorded data are shown in the tables mentioned above.

4. In-Dept Analysis

4.1. QI: What Are the Applications of Student Performance
Prediction Systems. A performance prediction system is
essential to predict at-risk students to devise a solution for
successful graduation and goal achievements, such as special
treatment and counseling sessions. Such prediction systems
are more challenging due to the significant factors affecting

students’ performance. Thus, a systematic review of the
literature has been performed to highlight potential issues in
predicting student performance. The study also shows the
contributions of previous articles beyond the scope of ar-
tificial intelligence, i.e., data mining, data analysis, and
psychology techniques contributing to performance pre-
diction. Also, this study provides an overview of prediction
techniques that have been used to estimate performance. It
focuses on how the predictive algorithm can be used to
identify key attributes in influencing students’ academic
achievements. With the help of data mining and machine
learning techniques in education, the study could have a
more effective methodology in proposing a new prediction
algorithm and modifying existing students’ performance
prediction systems. The primary application outcomes of
students’ performance prediction are given below.

4.1.1. Prediction of At-Risk Student. Itis crucial to predict at-
risk students and devise an effective learning environment in
classrooms and laboratories. Although the literature studies
are saturated with tremendous results, it is still challenging
as the prediction system cannot synchronize and mathe-
matically model emotional attributes, family issues, study
schedules, and institutional attributes to develop a signifi-
cant prediction system. The current review’s first target is to
highlight the possibilities of predicting at-risk students while
coordinating between literature studies.

4.1.2. Advances the Students’ Academic Achievements.
The performance prediction system is essential for at-risk,
average, and excellent students. The influential factors that
drive academic achievement are an eternal global challenge
associated with students, families, teachers, and educational
policymakers. Exploring these factors benefits all those in-
terested in developing a system for students’ performance
prediction worldwide. Suppose the prediction system con-
siders a large number of influential factors. In that case, the
academic achievement of excellent students can also be
advanced, i.e., the prediction system could highlight prob-
lems due to various emotional, study schedules, family, and
institute-related attributes.

4.1.3. Monitoring Students’ Behavior. Student behavior plays
a significant role in improving academic achievements, such
as interaction and attitude with the teachers, seriousness,
and unseriousness in the classroom. Articles of psychology
and data analysis contribute to student behavior evaluation,
merits, and demerits of various aspects of behavior. We need
a prediction system that efficiently modulates the relation-
ship between behavior and students’ performance to
highlight, monitor, and improve students’ interaction and
engagement in the classroom. It is also essential for the
institution to devise effective controlling policies to counter
and control the demerit of various behaviors. Through such
a prediction system, teachers can easily guide their students
in setting and achieving academic goals. A teacher can also
help students understand their behavior and its impact on



others. The adverse effects of behavior can be overcome and
later on monitored by supervising students. Such a system
enhances the overall reputation of the institution. Other
benefits include preventing early school drop-ups and
building good relationships among students. According to
Kennelly and Monrad [119, 120], the behavioral problem
plays a key role in indicating students at risk and high-
lighting the individuals near to being dropped off at the
institute. Therefore, employing strategies to monitor and
control student behavior is extremely important for an ef-
fective educational system in a society.

4.2. Q2: What Are the Factors That Can Optimize Student
Performance Prediction? The literature studies indicate that
many factors influence students’ performance in cognitive
activities, such as quizzes, assignments, examinations, and
homework. It includes family-related factors, emotional
factors, gender description, and institution-related factors. A
brief description of these factors is given below.

4.2.1. Family-Related Factors. The parental involvement and
their particular influence are two-fold. First, the earlier
studies claim that the interaction of parents positively in-
fluences performance. It enhances the academic achieve-
ments of the student in critical environments. Research
results highlight that parents’ friendly attitudes positively
affect student performance, such as daily engagement in
cognitive activities. Positive parent involvement can advance
the performance, and that father or mother is the first
teacher who plays the role of an enduring educator. Such
research findings show that parents’ positive and active role
cannot be underestimated. Second, the overexpectation of
parents can push children towards frustration [121, 122].
Parent mostly observes remarkable achievement on social
media, so they also start demanding good grades from their
children. With such pressure, students are easily frustrated,
which negatively influences their academic outcome during
cognitive activities, such as assignments, quizzes, and mid-
and final-term examinations. So, the role of the parents
should be supportive and motivational, which would help
against unnecessary pressure.

To achieve a student performance prediction system, we
need to consider parental involvement and the aforemen-
tioned other attributes, such as the cohabitation status of
parents, the relationship among their parents, socioeco-
nomic situation, and the number of children. Prediction
systems need to quantize all these attributes to evaluate
future student performance properly. If we look into liter-
ature studies, a minimal contribution can be evidenced
toward mathematical modeling of student performance for a
better educational system.

4.2.2. Emotional Factors. Emotional attributes play a fun-
damental role in impacting student performance during
cognitive tasks. The current study discusses severity levels of
frustration, anxiety, depression, and stress. The impact of
frustration is the natural part of learning as well as the
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engaging session (for references, see the literature review
section). Such emotion is always found during compre-
hensive cognitive activities. Literature saturated with many
qualitative findings focused on the statistical association
between student performance and frustration. However, the
study has not been evidenced a comprehensive approach to
solve the challenges produced by frustration during cog-
nitive tasks.

We need to analyze the performance of excellent, av-
erage, and at-risk students while mathematically modeling
the relationship between institution-related attributes, stu-
dents’ emotional factors, and family-related attributes. Also,
the teacher can help frustrated students’ through collabo-
rative exercises, group activities, and group assignments
[123]. It will help students easily share their confusion and
problems with group members to overcome their frustra-
tions in a comprehensive learning environment. An indi-
vidual can learn better in offline mode with face-to-face
interaction as compared to online interaction [124]. Addi-
tionally, the COVID-19 outbreak has accelerated the in-
fluence of negative emotions on students’ performance.
COVID-19 has created a more critical situation for students’
learning and adjusted them to the online environment with
fewer resources. Thus, we are in dire need to evaluate the
academic development of students while statistically asso-
ciating the aforementioned factors and mathematically
modeling the proposed relationship to prepare for the
critical situation [125].

4.2.3. Gender Description. In the literature review section,
the study has shown that earlier studies statistically asso-
ciated students’ performance with emotional attributes and
gender description. Students perform differently while
considering aging and gender [126]. Both emotion and
gender need to evaluate differently during cognitive activ-
ities. Literature studies are evidenced with many contri-
butions on gender differences. They show that different
gender individuals perform differently during cognitive
activities, solving assignments, attempting quizzes, and
examinations. Earlier studies depict that gender difference is
an independent biological factor whose magnitude is
sometimes dependent on other factors such as cultures,
socioeconomic condition, language, age, etc. Gender dif-
ferences play a crucial role in influencing mental abilities and
cognitive processing in mathematical tasks, physics, re-
search, reading, and writing. These issues create a big gap
between male and female individuals, referred to as natural
and biological differences.

4.2.4. Institution-Related Factors. Different institutional
factors are directly or indirectly involved in influencing
students’ performance. These factors include but are not
limited to instructor teaching methodology, interaction with
a student advisor, extracurricular activities in the institution,
student complaint platform, the distance between the in-
stitution and students’ residence, transport facility, and the
behaviors of the friends. These all factors have merits and
demerits for student performance. The literature studies of
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psychology and data analysis have enormous contributions
to student performance analysis; however, insignificant
contributions have been reported in the form of algorithms
and mathematical models in students’ performance
prediction.

4.3.Q3: What Is the Intensity of Research Findings in the field of
Student Performance Prediction Systems Optimization?
Literature reported many challenges because the students’
performance prediction overlaps psychology, data analysis,
and mathematical and algorithmic contributions. The in-
tensity of publications in the student performance predic-
tion area is reported below.

4.3.1. Intensity of Psychological Findings. As discussed
earlier, we can find many psychological research contri-
butions in the field of student performance analysis, which
show that emotional attributes always affect students’ per-
formance during cognitive activities. So, to provide an ef-
ficient solution for student performance prediction, the
study must need to evaluate the psychological findings that
directly or indirectly focus on student performance
evaluation.

4.3.2. Intensity of Data Analysis Findings. Data analysis
contribution provides a quantitative measurement for stu-
dent performance prediction. Such research findings pave
the way for an accurate mathematical model to better
contribute to the performance prediction area of research.

4.3.3. Intensity of Students’ Performance Prediction Systems.
The literature is also saturated with student performance
prediction techniques focusing on students’ performance
prediction in critical cognitive tasks; nevertheless, these
findings are not synchronized and linked toward a signifi-
cant student performance model. So, the main objective of
this review paper is to provide an effective platform for
future researchers in student performance prediction. It will
pave the way for an effective system to predict at-risk stu-
dents and excellent student performances, which ultimately
provides us with the opportunity to enhance their skills and
performance.

4.4. Q4: Are the Findings of Psychological Studies, Data
Mining, and Contribution in Algorithms Are Synchronized
with Each Other for the Viability of Pilot Project? The in-
tensity of publications contributing to student performance
prediction is quite good, but these contributions are not
synchronized with each other to mathematically model
emotional, family, and institution-related attributes. One of
the main objectives of the current review is to highlight the
lack of coordination and synchronization of the literature
from different research fields. This review would allow future
readers of deep learning to collaborate with other research
fields.

4.5. Q5: How Synchronization and Coordination of Prior
Psychological, Data Mining, and Algorithmic Findings Con-
tribute to the Effective Educational System via Student Per-
formance Prediction Algorithm. Psychological literature
produces both qualitative and quantitative findings in stu-
dents’ performance prediction; nevertheless, the data anal-
ysis field highlights the association among students’ factors,
i.e., emotional, family, and institutional attributes. If these
findings are linked with the objective of qualitative data
repositories and algorithms, then, we can move toward an
efficient student performance prediction system. The psy-
chological work produces accurate students’ emotional data
focusing on their performance. On the other hand, the data
analysis field makes the meaningful statistical association
and correlation information. The data analysis field of re-
search provides a couple of tests to find the correlation
between student emotional attributes and their perfor-
mance, i.e., Pearson correlation and regression. These tests
verify the correlation among different factors.

We are in dire need to have the abovementioned psy-
chological and data analysis findings to propose a com-
prehensive algorithm. Every part of the student performance
prediction area of research is interlinked. The psychological
result verifies the emotional change during the evaluations of
the frustration, severity, anxiety, and stress. Second, the data
analysis findings associate the student attributes. Third, the
student performance prediction algorithm mathematically
model the statistical association among the student influ-
encing factors and their performance outcome.

4.6. Specific Keywords-Wise Publications. This section in-
tensively discusses the specific keyword-wise research out-
put focusing on students’ performance, emotional factors,
and prediction algorithms. The list of keywords is illustrated
in Table 1. The study collected articles based on these
keywords for further technical assessment. The specific
domain for the technical evaluation includes but is not
limited to new methods, modifications in prior work, data
analysis, psychological findings, application analysis, review
work, and comparison. The self-explanatory Table 1 illus-
trated the intensity of publications in the domain above
using the list of keywords.

4.7. Yearly Publications. Literature studies deliver thousand
of research findings that directly or indirectly contribute to
students’ performance analysis and prediction. As illustrated
in Figure 2, 37 published articles were evaluated (1990 to
1994). About 110 articles mainly focus on student perfor-
mance and students’ study-related factors assessment. They
have evaluated those factors that affect students’ perfor-
mance during cognitive activities (1995 to 1999). From 2000
to 2004, the study included 144 articles on students’ per-
formance and emotional attributes. The number of featured
articles increases with time. From 2005 to 2009, we have
assessed 310 articles that contributed to performance
prediction.

Furthermore, we have collected 557 research studies that
mainly focused on prediction algorithms. The researchers
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FIGURE 2: Yearly research contributions.
TABLE 2: Research domain-wise keyword searching results and evaluation.
New e Data Psychological . Analysis of Review Total number of
Modification . . Comparison S L
methods analysis findings application work publications
IEEE 15 23 68 65 24 10 9 214
ACM 14 16 65 70 13 14 9 201
Springer 11 17 87 32 4 7 8 166
MDPI 18 12 48 61 3 6 13 161
Hindawi 16 22 72 45 17 12 18 202
Elsevier 22 15 36 70 4 2 15 164
Wiley 8 9 66 32 14 56 17 202
Others 5 3 37 87 13 39 3 187
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FIGURE 3: Domain-wise and publishers-wise outcomes.
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TABLE 3: Research domain-wise and factors-wise evaluation.
Attributes New Modification Data‘ Psycho.logmal Comparison Anal‘ysm. of Review  Total gumber of
methods analysis findings application work publications
Frustration 3 4 26 24 19 24 31 131
Frustration severity 0 0 13 33 4 35 14 99
Stress 2 2 8 19 13 19 16 79
Stress severity 0 0 18 18 9 11 21 77
Anxiety 19 12 14 17 9 14 6 91
Anxiety severity 0 2 10 22 21 14 24 93
Depression 0 0 12 20 23 12 21 88
Parents’ influence 4 3 13 11 6 25 16 78
Distance from
home and school 3 3 18 13 13 13 19 82
Mobile game 2 2 27 25 17 12 24 109
Outdoor game 0 0 19 7 20 13 7 66
Indoor game 0 0 22 17 21 10 10 80
Watching TV 0 0 13 10 24 18 16 81
Students social 8 12 17 19 7 24 8 95
network
Gender 3 3 10 14 15 15 16 76
Parents
cohabitation status 0 0 1 6 15 18 14 64
Parent service 2 4 5 15 11 3 20 60
International 0 0 5 10 11 - 15 48
students

delivered a considerable amount articles from 2010 to 2014.
We have found a slight decrease in analysis and psycho-
logical studies production until 2019; however, an increase
was observed in algorithmic work from 2015 to 2019. Thus,
321 studies were considered during this segment of time.
Eventually, the study reviewed 18 articles on students’
performance prediction algorithms published from 2020 to

2022. We have collected 1497 articles during the review
process of the current study.

4.8. Domain-Wise Evaluation. The review paper carries out a
perceptive analysis and literature-based survey to draw out
an inclusive representation of the famous publishers who
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TaBLE 4: Continued.
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TaBLE 5: Abbreviation and acronym.

Abbreviation Acronym

SRI The dimensionality of student ratings of instruction: what we know and what we do not

PSP-PRP Predicting student performance on post-requisite skills using prerequisite

AS-EDM An approachable analytical study on big educational data mining

MAR-LD Mining association rules between sets of items in large databases

RFA Clarify of the random forest algorithm in an educational field

MAR-KD Knowledge discovery from academic data using association rule mining

AF-TM How automated feedback through text mining changes plagiaristic behavior in online assignments

PSP-GPA Predicting students final GPA using decision trees

PSP-MC Analyzing students performance using multicriteria classification

EDU-DMCR Data mining in educational technology classroom research

UPSP-EDU Analyzing undergraduate students’ performance using educational data mining

PSP-OCS Student performance predicition and optimal course selection

PC-SD Probabilistic classifiers and statistical dependency

EDU-DMA Educational data mining: an advance for intelligent systems in education

EDU-DMLA Educational data mining and learning analytics

SEDU-DM The state of educational data mining in 2009

EDU-DMA Educational data mining applications and tasks

SRCT Student ratings of college teaching

PSBS Predicting drop-out from social behavior of students

EITE Ensemble learning for estimating individualized treatment effects in student success studies

ICAP Identifying the comparative academic performance of secondary schools

TEO Taxonomy of educational objectives

LAD The design, development, and implementation of student-facing learning analytics dashboards

IEDU-PM Clustering for improving educational process mining

SAFP Determining students’ academic failure profile founded on data mining methods

SPIE Student perceptions and instructional evaluations

PSS-TEDU Predicting student success using data generated in traditional educational environments

DMA-SD Data mining application on students” data

EDU-DMPC Educational data mining for prediction and classification of engineering students achievement

PSP-CA A comparative analysis of techniques for predicting student performance

PSS-CF Predicting students success in courses via collaborative filtering

DMM-SC Data mining models for student careers

PMSA Blending measures of programming and social behavior into predictive models of students achievement in early
computing courses

QACL Quantitative approach to collaborative learning

HSE Will teachers receive higher student evaluations by giving higher grades and less course work?

PPM-AS Student performance prediction model for early-identification of at-risk students in traditional classroom settings

RAE Regression analysis by example

ICASP Mining the impact of course assignments on student performance

PSP-TDF Predicting student performance in an ITS using task-driven features

SSC Soft subspace clustering of categorical data with probabilistic distance

EDPLC Early detection prediction of learning outcomes in online short-courses via learning behaviors

KPS-EDU Tracking knowledge proficiency of students with educational priors

PSP-NBT Exploration of classification using NB tree for predicting students’ performance

SMA Student modeling approaches: a literature review for the last decade

SMCS An ontological approach for semantic modeling of curriculum and syllabus in higher education

PSP-LMS Predicting student performance from LMS data

TLR Organizing knowledge syntheses: a taxonomy of literature reviews

ARICM Analysis of academic results for informatics course improvement using association rule mining

PSP-ALA Predicting student performance using advanced learning analytics

SARL Seeding the survey and analysis of research literature with text mining

EDM A systematic review of educational data mining

TRI-PAP Do the timeliness, regularity, and intensity of online work habits predict academic performance?

PSP-PA Predicting student performance using personalized analytics

AWP Automated analysis of aspects of written argumentation

TSBCP Predicting performance form test scores using back propagation and counter propagation

AUD The text mining handbook: advanced approaches in analyzing unstructured data,cambridge

CPU Cell phone usage and academic performance

DDC Learning analytics: drives, developments and challenges

EDMD-APS Educational data mining discovery standards of academic performance by students
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Abbreviation Acronym
EDM-PAAP Educational data mining: predictive analysis of academic performance
HGS-AFS Do high grading standards affect student performance?
RHS Retrieving hierarchical syllabus items for exam question analysis
SE-TE Are student evaluations of teaching effectiveness valid tl'or mfasuring student learning outcomes in business related
classes?
DAS-AARM Drawbacks and solutions of applying association rule mining in learning management systems
MPAP Model prediction of academic performance for first year students
EPMSS Evaluating predictive models of student success: closing the methodological gap
LA Learning analytics should not promote one size fits all
DLA Detecting learning strategies with analytics: links with self-reported measures and academic performance
SGP-NN Explaining student grades predicted by a neural network
PAP Predicting academic performance
MTQ Measuring teaching quality in higher education
AD-SLS Towards automatically detecting whether student learning is shallow
CMPL An application of classification models to predict learner progression in tertiary education
USWT Utilizing semantic web technologies and data mining techniques to analyze students learning and predict final
performance
LAP A model to predict low academic performance at a specific enrollment using data mining
PSP Predicting students performance in educational data mining
NSP-KDHED A new student performance analysing system using knowledge discovery in higher educational databases.
MLM Comparison of machine learning methods for intelligent tutoring systems
ID-CS Individual differences related to college students’ course performance in calculus ||
SAP Student academic performance prediction by using a decision tree algorithm.
PP-PSP Performance prediction based on particle swarm optimization
PSP-M Poverty and student performance in Malaysia
PA-PS Physical activity is not related to performance at school
PE The power of feedback, review of educational research
IDF-SAP Identifying key factors of student academic performance by subgroup discovery
SC-NF Student classification for academic performance prediction using neuro fuzzy in a conventional classroom
OEP-TRF Online education performance predication via time-related features
PCS Programming content semantics: an evaluation of visual analytics approach
SVA-PC Semantic visual analytics for today’s programming courses
PSL A systematic review of studies on predicting student learning outcomes using analytics
SAP-EDC Predicting student academic performance in an engineering dynamics course: a comparison of four types of predictive
mathematical models
PRD-AP Predicting student’s academic performance: comparing artificial neural network, decision tree, and linear regression
SSP-CL Analyzing student spatial deployment in a computer laboratory
QE-ELC Quality enhancement for e-learning courses: the role of student feedback
GRP-OEWB Improving accuracy of students’ final grade prediction model using optimal equal width binning and synthetic
minority over-sampling technique
SP-DMC Student performance prediction by using data mining classification algorithms
PPRD-DT Performance prediction of engineering students using decision trees
SUR-MSR A survey and taxonomy of approaches for mining software repositories in the context of software evolution
SPRD-ARMBA A review and performance prediction of students’ using an association rule mining based approach
EXP-HPF Exploring the high potential factors that affects students’ academic performance
IPT-SP Analysing the impact of poor teaching on student performance
DM-ETSP Data mining based analysis to explore the effect of teaching on student performance
SPP-DL Gritnet: student performance prediction with deep learning
DM-E Data mining and education
PSM-HOU Predicting students marks in hellenic open university
PSP-ML Predicting postgraduate students’ performance using machine learning techniques
PA-EDM Review on prediction algorithms in educational data mining
LS-PRDE Literature survey on student’s performance prediction in education using data mining techniques
PRD-AP Predicting student academic performance
HSC-SA Online self-paced high-school class size and student achievement
PRI-MPP Predictor relative importance and matching regression parameters
SE-OES Finding similar exercises in online education systems
FCD-EP Fuzzy cognitive diagnosis for modeling examine performance
EB-PSP An ensemble-based semi-supervised approach for predicting students’ performance
MSM-ENB Measuring the (dis-) similarity between expert and novice behaviors as serious games analytics
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Abbreviation Acronym

M-KME Mining for topics to suggest knowledge model extensions

EPRD-BL Applying learning analytics for the early prediction of students’ academic performance in blended learning

MA-TE Whose feedback? A multilevel analysis of student completion of end-of-term teaching evaluations

PRD-SE-GP Predicting student failure at school using genetic programming and different data mining approaches with high
dimensional and imbalanced data

SE-UT Students’ evaluations of university teaching: Dimensionality, reliability, validity, potential biases and usefulness

SE-DRVPU Students’ evaluations of university teaching: Dimensionality, reliability, validity, potential biases and usefulness

PRD-DFA Predicting student outcomes using discriminant function analysis

AANL-PISA An overview of using academic analytics to predict and improve students’ achievement: a proposed proactive

intelligent intervention

INT-INF Constructing interpretive inferences about literary text: the role of domain-specific knowledge

PRD-GR Predicting grades

ESEG-AP Early segmentation of students according to their academic performance: a predictive modeling approach

SAG-EDM A framework for smart academic guidance using educational data mining

MSD-PRD Mining students’ data for prediction performance

PRI-SRMA Preferred reporting items for systematic reviews and meta-analyses: the PRISMA statement

SRS-AL A semantic recommender system for adaptive learning

SET-IFP Students evaluating teachers: exploring the importance of faculty reaction to feedback on teaching

SRL-HYPM Self-regulated learning with hypermedia: the role of prior domain knowledge

SAP-DM Modeling and predicting students” academic performance using data mining techniques

LAS-TEL Lexical analysis of syllabi in the area of technology enhanced learning

DMKMS Student data mining solution-knowledge management system

DSS-LE Decoding student satisfaction: how to manage and improve laboratory experience

FGCAC Student ability best predicts final grade in a college algebra course

SAPM Student academic performance monitoring and evaluation

DM-PSP Data mining approach for predicting student performance

OPCA Optimizing partial credit algorithms

HESSP-PP Is alcohol affecting higher education students’ performance: searching and predicting pattern

IOMC Towards the integration of multiple classifier pertaining to the student’s performance prediction

DM-CRTL A data mining view on classroom teaching language

DM-ED Application of data mining in educational databases for predicting academic trends and patterns

FGSK-SP Using fine-grained skill models to fit student performance

EDM-ARW Educational data mining: a survey and a data mining-based analysis of recent works

GP-SSM Grade prediction with course and student specific models

FENTP Feature extraction for next-term prediction of poor student performance

TE-LMSF Teaching evaluation using data mining on moodle LMS forum

RGTE The role of gender in students’ ratings of teaching quality in computer science and environmental engineering

DOF-DTT Drop out feature of student data for academic performance using decision tree techniques

P-CSI Programming: predicting student success early in CSI

DTDM Decision trees and decision-making

PSP-SDMA Predicting student performance: a statistical and data mining approach

SAS A sentiment analysis system to improve teaching and learning

ODF-AFQP Ontology driven framework for assessing the syllabus fairness of a question paper

PSP-OLDF Predicting students’ final performance from participation in on-line discussion forums

EDM-S Educational data mining: a survey from 1995 to 2005

EDM-RSA Educational data mining: a review of the state of the art

ASP-DCBC Analyzing student performance using sparse data of core bachelor courses

CSP-LCV Centralized student performance prediction in large courses based on low-cost variables in an institutional context

EEDM.IPC Evaluating the effectiveness of educational data mining techniques for early prediction of students’ academic failure in
introductory programming courses

PSP-C Prediction of students’ academic performance using clustering

PSP-DMT A review on predicting students” performance using data mining techniques

WUGC Web-based undergraduate chemistry problem-solving: the interplay of task performance, domain knowledge and web-

searching strategies

SEDM-PSP A survey on various aspects of education data mining in predicting student performance

LAEDM-CC Learning analytics and educational data mining: towards communication and collaboration

PSP-EDT Predictive modeling of students performance through the enhanced decision tree

TQSA-ES What is the relationship between teacher quality and student achievement? An expletory study

PMTP A predictive model for standardized test performance in Michigan schools

DFUS Determination of factors influencing the achievement of the first-year university students
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Abbreviation Acronym
SPP-CS Next-terms student performance prediction: a case study
MED-CS Mining educational data to improve students’ performance: a case study
IAPP Improving academic performance prediction by dealing with class imbalance
MM-SN Proposing stochastic probability-based math model and algorithms utilizing social networking and academic data
TQ-CS Teaching quality matters in higher education: a case study
MA-FTE Meta-analysis of faculty’s teaching effectiveness: student evaluation of teaching ratings and student learning
FGAM Analysis of the impact of action order on future performance: the fine-grain action model
MRE-CA Map-reduce framework based cluster architecture for academic students’ performance prediction
GSM Google Scholar coverage of a multidisciplinary field
OCM The opportunity count model: a flexible approach to modeling student performance
LRMP Predicting students’ performance in final examination using linear regression and multilayer perceptron
IDK Fast searching for information on the internet to use in a learning context: the impact of domain knowledge
EDM Educational data mining acceptance among undergraduate students
ILA-EDM Participation-based student final performance prediction model through interpretable genetic programming:
integrating learning analytics, educational data mining and theory
RPP Improving retention performance prediction with prerequisite skill features
SP-RBFNN&PCA Predicting honors student performance using RBFNN and PCA method
SP-MLR&PCA Predicting students’ academic performance using multiple linear regression and principal component analysis
WTM Web-based collaborative writing in L2 contexts: methodological insights from text mining
SCS Chinese undergraduates’ perceptions of teaching quality and the effects on approaches to studying and course
satisfaction
LE-PP Can online discussion participation predict group project performance? Investigating the roles of linguistic features
and participation patterns
SA Improving early prediction of academic failure using sentiment analysis on self-evaluated comments
SET The use and misuse of student evaluations of teaching
WBLC A multivariate approach to predicting student outcomes in web-enabled blended learning courses
MRC Mendeley: creating communities of scholarly inquiry through research collaboration
MBA-GL A model-based approach to predicting graduate-level performance using indicators of undergraduate-level
performance
SPM Students performance modeling based on behavior pattern
S-GPA Predicting students’ GPA and developing intervention strategies based on self-regulatory learning behaviors
PFDM Towards parameter-free data mining: mining ‘educational data with yacaree
DMT-SN A survey of data mining techniques for social network analysis
PPS-COVID19 New realities for polish primary school informatics education affected by COVID-19
ATI-F Affect-targeted interviews for understanding student frustration
NA-FD- Unhappy or unsatisfied: distinguishing the role of negative affect and need frustration in depressive symptoms over the
COVID19 academic year and during the COVID-19 pandemic
COVID19-AS COVID-19 disruption on college students: academic and socioemotional implications
PI-COVIDI19 The psychological impact of COVID-19 on the mental health of the general population
SD-COVID19 Social distancing in covid-19: what are the mental health implications?

Edu-COVID19
NCAS-COVID19
Imp-COVID19

SS-PPP-DM

A-EDM-TD

RPSP-DMT
SPP-CL
ER-KCP
SDP
EDP-DM
PAP-SH

HMRS

IGR-PSP
PSPP-ML

ECE-RL

Education and the COVID-19 pandemic
Negative emotions, cognitive load, acceptance, and self-perceived learning outcome in emergency remote education
during COVID-19
The impact of COVID-19 on education insights from education at a glance 2020
Study on student performance estimation, student progress analysis, and student potential prediction based on data
mining
Application of educational data mining approach for student academic performance prediction using progressive
temporal data
A review on predicting students” performance using data mining techniques
Student performance analysis and prediction in classroom learning: a review of educational data mining studies
Exercise recommendation based on knowledge concept prediction
Student dropout prediction
Early dropout prediction using data mining: a case study with high school students
Predicting academic performance by considering student heterogeneity
Helping university students to choose elective courses by using a hybrid multicriteria recommendation system with
genetic optimization
Inductive Gaussian representation of user-specific information for personalized stress-level prediction
Pre-course student performance prediction with multi-instance multi-label learning
What students want? Experiences, challenges, and engagement during emergency remote learning amidst COVID-19
crisis
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Abbreviation Acronym
SML-OC A survey of machine learning approaches for student dropout prediction in online courses
Inf-COVIDI9 Covid-19 and student performance, equity, and us education policy: lessons from pre-pandemic research to inform

PEEP-COVID19

ATI-F

CCI-OC
ETES-COVID19
TFL-SF
OC-BL
NP-PSP
SPP-BL
RSNL
DN-CS
PR-MS
DSF-HB
VEFP-C
EAK-P
SP-EG-MM
LMS-CAP
FDG

BFE

AD-CS
SP-ALA
TVL-CA
EAG-CSC
ML-CSC
SP-DM-LAT
S-GC
MR-PCQ
MPA-M
MCA-E
T-PR
NS-SE
ARFE
CSMA
NT-PPCS
MSG-IC
GD-ATC
GD-AT-SCI

LS-ESP-R
GD-SE

GD-AT-IT

GD-RC
GD-LTS
SG-TM-CAP
GDSL

GD-MS-SL

GD-MR

DSS-CP
GD-TET
GD-HSS
TP-MA

relief, recovery, and rebuilding
COVID19 and student performance equity, and us education Policy: Lessons from pre-pandemic research to inform
relief, recovery, and rebuliding.
“Affect-targeted interviews for understanding student frustration”, in international conference on artificial intelligence
in education
Common challenges for instructors in large online course: strategies to mitigate student and instructor frustration
Effective teaching and examination strategies for undergraduate learning during COVID-19 school restrictions
Teacher feedback literacy and its interplay with student feedback literacy
Challenges in the online component of blended learning: a systematic review
Feature extraction for next-term prediction of poor student performance
Student performance prediction based on blended learning
Robust student network learning
Deep network for the iterative estimations of students’ cognitive skills
Parents’ role in the academic motivation of students with gifts and talents
Detecting student frustration based on handwriting behavior
The validity of a frustration paradigm to assess the effect of frustration on cognitive control in school-age children
Ekt: exercise-aware knowledge tracing for student performance prediction
Predicting student performance in an educational game using a hidden Markov model
Massive Ims log data analysis for the early prediction of course-agnostic student performance
Frustration drives me to grow
Between frustration and education: transitioning students’ stress and coping through the lens of semiotic cultural
psychology
Automatic discovery of cognitive skills to improve the prediction of student learning
Predicting student performance using advanced learning analytics
Time-varying learning and content analytics via sparse factor analysis
Emotions, age, and gender based cognitive skills calculations
Machine learning based cognitive skills calculations for different emotional conditions
Predicting student performance using data mining and learning analytics techniques: a systematic literature review
Should I grade or should I comment: links among feedback, emotions, and performance
Modeling the relationship between students’ prior knowledge, causal reasoning processes, and quality of causal maps
A multilayer prediction approach for the student cognitive skills measurement
A meta-cognitive architecture for planning in uncertain environments
The influence of teacher and peer relationships on students
National Society for the Study of Education
Automatically recognizing facial expression: predicting engagement and frustration
A biologically inspired cognitive skills measurement approach
A novel technique for the evaluation of posterior probabilities of student cognitive skills
Medical student gender and issues of confidence
Gender differences in student attitudes toward computers
Gender differences in student attitudes toward science: a meta-analysis of the literature from 1970 to 1991
A longitudinal study of engineering student performance and retention III. Gender differences in student performance
and attitudes
Gender differences in student ethics: Are females really more ethical? Gender differences in teacher-student
interactions in science classrooms
Gender differences in attitudes towards information technology among Malaysian student teachers: a case study at
University Putra Malaysia
Gender differences in the response to competition
Gender differences in the learning and teaching of surgery: a literature review
Student gender and teaching methods as sources of variability in children’s computational arithmetic performance
Gender difference and student learning
Gender difference in student motivation and self-regulation in science learning: a multigroup structural equation
modeling analysis
Gender differences in the influence of faculty-student mentoring relationships on satisfaction with college among
African-Americans
Differences of students’ satisfaction with college professors: the impact of student gender on satisfaction
Gender differences in teachers’ perceptions of students’ temperament, educational competence, and teachability
Gender differences in factors affecting academic performance of high school students
Influence of elementary student gender on teachers’ perceptions of mathematics achievement
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Abbreviation Acronym
GD-NCS Gender differences in alcohol-related non-consensual sex, cross-sectional analysis of a student population
GD-SP-EC Gender differences in students’ and parents’ evaluative criteria when selecting a college
SSG Social influences, school motivation, and gender differences: an application of the expectancy-value theory
GD-DSS Gender differences in the dimensionality of social support
ETP-SSA Early teacher perceptions and later student academic achievement
GES-E Gender, ethnicity, and social cognitive factors predicting the academic achievement of students in engineering
PSD Predicting students drop out: a case study
IQ-PAP Self-discipline outdoes IQ in predicting academic performance of adolescents
TSI-SSC Observations of effective teacher-student interactions in secondary school classrooms: predicting student achievement
with the classrooms assessment scoring system-secondary
BFP-MA Role of the big five personality traits in predicting college students’ academic motivation and achievement
ESF-SS Using emotional and social factors to predict student success
FPP-AUS Who succeeds at university? Factors predicting academic performance in first-year Australian university students
ACA Predicting academic achievement with cognitive ability
AAGT Advancing achievement goal theory: using goal structures and goal orientations to predict students’ motivation,
cognition, and achievement
SLC-A Short-term and long-term consequences of achievement goals: predicting interest and performance over time
RHAS Role of hope in academic and sports achievement
PSO-LPS Prediction of school outcomes based on early language production and socioeconomic factors
TaBLE 6: Summary of potential research challenges and recommendation.
S.No Research question Remarks Recommendations
Mathematically model emotional
Prediction of at-risk students for special attributes, family issues, study schedules,
treatment and counseling sessions. and institutional attributes all together to
develop a significant prediction system.
If students cannot achieve an excellent - .
. If the prediction system considers a large
academic score, then the performance . .
L. . . number of influential factors, then the
A prediction system assists students in . .
What are the applications of student . . . academic achievement of excellent can also
1 - observing the main reason behind the low
performance prediction systems? be advanced.
performance.
Advance students” academic Modulates the relationship between
achievements. behavior and students’ performance
Monitor students’ behavior such as
interaction and attitude towards teacher,
seriousness, and unseriousness in the
classroom
They include but are not limited to family- Initiate pilot projects with an assumption-
related factors, emotional factors, gender based dataset. The assumptions should be
description, and institution-related based on earlier studies of psychology, data
factors. analysis, and data mining.
Analyze the performance of at-risk students
Emotional factors, such as frustration, while mathematically modeling the
anxiety, stress, and depression. association among students’ emotional,
family, and institution-related attributes.
. . . , Perform factorization of gender because
Quantize family factors, i.e., parents . . . .
- . . . earlier studies depict that gender difference
positive and negative roles, including . . .
. o magnitude is sometimes dependent on
. overexpectation of parents and positive
What are the factors that can optimize . S b 1 other factors such as cultures,
2 involvement of parents in children’s daily

student performance prediction?

socioeconomic condition, language, age,
etc.

Explore instructor teaching methodology,

interaction with a student advisor, extra
curriculum activities in the institution,

student complaint platform, the distance
between the institution and students’
residence, transport facility, and the

behavior of the friends.

cognitive activities.

Literature studies are evidenced with
many contributions to gender differences.
They show that different gender
individuals perform differently during
cognitive activities, solving assignments,
attempting quizzes, and examinations
studies.

Different institutional factors directly or
indirectly influence students’
performance.
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S.No Research question

Remarks

Recommendations

Intensity of psychological findings

What is the intensity of research findings
3 in the field of student performance
prediction systems optimization?

Intensity of data analysis findings

These findings are not synchronized and
linked toward a significant student
performance prediction model.

So, the main challenge is to provide an
effective platform where future researchers
can collaborate and synchronize the prior
findings. Also, pilot projects based on the
assumption-based dataset are highly
recommended. Successful pilot project
implementation will pave the way for quick
optimization of existing systems.

Intensity of students’ performance
prediction systems
Are the findings of psychological studies, The intensity of publications contributing

data mining, and contribution in
algorithms synchronized with each other
for the viability of the pilot project?

to student performance prediction is quite Mathematically model emotional, family,
good, but these contributions are not
synchronized with each other.

and institution-related attributes.

Every part of the student performance
prediction area of research is interlinked.

How do synchronization and
coordination of prior psychological, data
mining, and algorithmic findings
contribute to the effective educational
system via student performance
prediction algorithm?

The psychological result verifies the
emotional change during the evaluations
of the frustration, severity, anxiety, and objective of qualitative data repositories and
stress. The data analysis findings associate algorithms, then, we can move toward an

the student attributes. The student

performance prediction algorithm
mathematical model the statistical

If these findings are linked with the

efficient student performance prediction
system.

association among the student influencing
factors and their performa