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The immune regulatory components of the immune system,
such as immune regulatory cells and regulatory cytokines,
either natural or induced, play important roles in controlling
a variety of physiological and pathological immune responses
[1]. In the past years, great advances have beenmade in study-
ing the physiopathological and therapeutic roles of immune
regulator cells in inflammation, infection, tumor, transplanta-
tion, autoimmune diseases, and other diseases, such as mesen-
chymal stromal/stem cells (MSC) and regulatory T cells. MSC
are being tested widely as a cellular therapy for autoimmune
diseases and other diseases through modulating immune
responses and/or promoting tissue repair [2–4]. Through
proteomic analysis, we developed a reliable, rapid, and rele-
vant potency assay for clinical grade MSC which is correlated
with immunological function of MSC, and this may enhance
the standardization of MSC cell products and ultimately
promote the development of new MSC treatments [5, 6].

Myeloid-derived suppressor cells (MDSCs) are a hetero-
geneous population of immature cells that are imbalanced
during cancer, transplantation, allergy, and other diseases
and have a remarkable ability to suppress various T cell
responses and to promote regulatory T cell expansion through
multiple mechanisms [7–10]. The adoptive transfer of
MDSCs sorted from animal models or generated in vitro
could improve transplantation and autoimmune diseases,
while targeting MDSC can improve cancer treatment. In this
special issue, H.Ma and C.-Q. Xia summarized the phenotype

and functional characteristics of MDSC and reviewed recent
advances on their roles in the pathogenesis of autoimmune
diseases and potential therapeutic applications.

Dendritic cells andmacrophages are professional antigen-
presenting cells with the ability to suppress or instigate
immune responses and to bridge innate and adaptive immu-
nity. In this issue, M. Mraz et al. evaluated the presence of
HLA-DR+lineage- DC and their subtype in peripheral blood
and subcutaneous and epicardial adipose tissue in subjects
with T2DM and with T2DM undergoing elective cardiac
surgery and showed that T2DMdecreased the amount of total
DC but increased plasmacytoid DC in subcutaneous adipose
tissue. H. Xu et al. showed that IL-10 deficiency restored the
type 1 immune response through DC activation, thus
providing better protection against TB infection. Using
marrow cells from male FVB/N (control) and transgenic
hypertensive animals, cells treated with M-CSF and
subsequently with LPS and IFN-γ polarized into M1
macrophages and with IL-4 and IL-13 treatment cells polar-
ized to M2 phenotype. P. A. M. Cavalcante et al. compared
stimulated macrophages in vitro and found that cells from
hypertensive mice were predisposed toward polarization to
an M2 phenotype.

Proinflammatory cytokines and regulatory cytokines also
play important roles in the physiopathology of diseases. In
this special issue, E. Grudzinska et al. evaluated the levels of
chemokines and growth factors produced by lymphocytes
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in the incompetent great saphenous vein. J. P. T. Guimaraes
et al. explored the leukotriene involvement in the insulin
receptor pathway and macrophage profiles in muscles from
type I diabetic mice and showed that diabetic 5LO-/- mice
(lack of leukotriene synthesis) had a higher expression of
insulin receptor and AKT phosphorylation and increased
the expression of anti-inflammatory molecules IL-10, Arg1,
and Ym1 and reduced the expression of proinflammatory
cytokine IL-6 in muscle macrophage.

In response to IL-17, airway epithelial cells can produce
antimicrobial proteins and neutrophil chemoattractants such
as CXCR2 ligands. In order to understand how IL-17 exerts
downstream effects on its target cells through epigenetic
mechanisms, J. Luo et al. showed that IL-17-induced CXCR2
ligand productions are dependent on histone acetylation
specifically through repressing HDAC5, and the recognition
of acetylated histones plays a pivotal role. However, IL-17
responses were regulated differently by the DNAmethylation
mechanisms in specific lineages. By focusing on IFN signaling,
H. M. Johnson et al. showed that ligand, IFN receptor, the
JAKs, and the STATs all undergo endocytosis and ATP-
dependent nuclear translocation to promoters of genes
specifically activated by IFNs, which indicated that the
vacuolar ATPase (V-ATPase) proton pump probably plays a
key role in endosomal membrane crossing by IFNs for recep-
tor cytoplasmic binding.

Innate lymphoid cells (ILCs) are a novel family of innate
immune cells, which are shown to be critical for integrated
mucosal immunity. L. Han et al. summarized studies about
ILCs in inflammatory bowel disease (IBD), crosstalk of ILCs
with intestinal microbiota, and the relationship of ILCs in
enteric nervous system (ENS).

Using a guinea pig model of lipopolysaccharide- (LPS-)
induced sudden sensorineural hearing loss (SSHL), L. Xia
et al. studied the role of MAP kinase phosphatase-1
(MKP-1) and rosiglitazone (RSG) in glucocorticoid resis-
tance/sensitivity. Severe hearing loss was observed in the
LPS group, as opposed to the protection from hearing loss
in the treatment of LPS, DEX, and RSG. A positive correla-
tion was found between MKP-1 levels and protection from
hearing loss. RSG and DEX synergistically influenced inner
ear inflammation may result from impaired MKP-1
function in inner ear tissues, suggesting a novel target to
develop potential therapeutics for inflammatory diseases
of the inner ear.

Overall, we believe that these articles may improve our
knowledge of immune regulatory cell-mediated immune
mechanisms in infection, inflammation, tumor, and other
diseases, providing insights into designing effective immuno-
diagnostic and potential therapeutic strategies.
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Macrophages contribute to a continuous increase in blood pressure and kidney damage in hypertension, but their polarization
status and the underlying mechanisms have not been clarified. This study revealed an important role for M2 macrophages and
the YM1/Chi3l3 protein in hypertensive nephropathy in a mouse model of hypertension. Bone marrow cells were isolated from
the femurs and tibia of male FVB/N (control) and transgenic hypertensive animals that overexpressed the rat form of
angiotensinogen (TGM(rAOGEN)123, TGM123-FVB/N). The cells were treated with murine M-CSF and subsequently with
LPS+IFN-γ to promote their polarization into M1 macrophages and IL-4+IL-13 to trigger the M2 phenotype. We examined the
kidneys of TGM123-FVB/N animals to assess macrophage polarization and end-organ damage. mRNA expression was
evaluated using real-time PCR, and protein levels were assessed through ELISA, CBA, Western blot, and immunofluorescence.
Histology confirmed high levels of renal collagen. Cells stimulated with LPS+IFN-γ in vitro showed no significant difference in
the expression of CD86, an M1 marker, compared to cells from the controls or the hypertensive mice. When stimulated
with IL-4+IL-13, however, macrophages of the hypertensive group showed a significant increase in CD206 expression, an
M2 marker. The M2/M1 ratio reached 288%. Our results indicate that when stimulated in vitro, macrophages from
hypertensive mice are predisposed toward polarization to an M2 phenotype. These data support results from the kidneys
where we found an increased infiltration of macrophages predominantly polarized to M2 associated with high levels of
YM1/Chi3l3 (91,89%), suggesting that YM1/Chi3l3 may be a biomarker of hypertensive nephropathy.

1. Introduction

Recent studies have established a strong association between
immunoinflammatory processes, hypertension, and chronic

forms of kidney disease [1–4]. These pathologies are marked
by progressive renal fibrosis and ultimately organ failure
[5, 6]. Nephropathy in the wake of sustained hypertension
is the second leading cause of end-stage renal disease

Hindawi
Mediators of Inflammation
Volume 2019, Article ID 9086758, 14 pages
https://doi.org/10.1155/2019/9086758

https://orcid.org/0000-0002-1982-0231
https://orcid.org/0000-0002-6071-5433
https://orcid.org/0000-0001-9550-6095
https://orcid.org/0000-0002-6300-7790
https://orcid.org/0000-0001-5436-1248
https://orcid.org/0000-0003-0095-4608
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/9086758


(ESRD), a condition whose incidence is increasing worldwide
[7, 8]. Studies of both animal models of CKD and human
hypertension have revealed high levels of proinflammatory
cytokines and have exposed inflammation as the most signif-
icant factor in the progression of fibrosis, regardless of the
initial cause [9, 10]. Thus, immunoinflammatory mecha-
nisms are now recognized as crucial contributors to both
acute and chronic forms of kidney disease [3].

Hypertension is marked by an infiltration of immune
cells into the kidneys, vessel walls, perivascular regions, and
nervous system; simultaneously, there is a high release of
cytokines, a production of reactive oxygen species (ROS),
and an increase in the expression of adhesion molecules
[4, 11, 12]. These events are mediated by the innate and
adaptive immune systems and have been shown to contrib-
ute to the sustained elevation of blood pressure [4].

Several studies [9, 10, 11] have implicated macrophages
in the pathogenesis of hypertension. An elegant study by
Wenzel et al. [13] provided strong evidence that monocytes
and macrophages mediate angiotensin II- (Ang II-) induced
hypertension and vascular dysfunction.

Studies of hypertension have revealed that Ang II acti-
vates angiotensin II receptor type 1 (AT1R). Upon hemody-
namic injury, this leads to the recruitment of monocytes to
the vasculature, kidney, and heart [13–16]. After infiltration,
monocytes differentiate into at least two phenotypes: M1 or
M2 [17, 18].

M1 cells express high levels of proinflammatory cyto-
kines including interleukin-1 beta (IL-1β) and tumor
necrosis factor-alpha (TNFα) and produce high amounts of
ROS, which strongly promote microbicidal and tumoricidal
activity. In contrast, M2 macrophages, also known as
“alternatively activated,” have anti-inflammatory effects and
mediate tissue repair through the secretion of IL-10 and
transforming growth factor-beta (TGF-β) [19, 20].

The M2 response has been shown to depend on a
sustained stimulus. Persistent lesions also cause irreversible
fibrosis and the destruction of tissue [21, 22]. Studies have
shown that the M2 phenotype enters a prorepair stage with
the expression of chitinase-like protein-3 (YM1/Chi3l3) and
acquires pathogenic functions [23–26].

YM1/Chi3l3 is a marker expressed by M2 macrophages
in diverse tissues in the mouse and has been associated with
recovery and function restoration [27, 28]. This protein
displays chemotactic activity for T lymphocytes, bone
marrow cells, and eosinophils [29]. Here, we attempt to
determine whether the YM1/Chi3l3 marker has functions
in arterial hypertension and hypertensive nephropathy,
where its roles have not yet been clarified.

YM1/Chi3l3 exhibits a significant homology to microbial
chitinases and several “chitinase-like” proteins reported
recently (in tissues including human cartilage- (HC-) gp39,
human macrophage chitotriosidase, porcine smooth muscle
gp38k, and Drosophila DS-47) [30]. A recent study [31] has
shown that YKL-40 serve as a new biomarker for predicting
hypertension in a population of prehypertensive subjects.

As Ang II promotes macrophage recruitment [32, 33], we
decided to study the cells in a mouse model in which the
renin-angiotensin system could be controlled. Ang II arises

from the precursor angiotensinogen (AOGEN), making it
one of the most important factors in the regulation of human
blood pressure.

Mice lacking AOGEN presented drastic hypotension,
pathomorphological alterations in the kidney, and reduced
survival [34–36]. In contrast, transgenic mice overexpress-
ing the rat AOGEN gene (TGM(rAOGEN)123, TGM123-
FVB/N) developed hypertension, cardiac hypertrophy,
impaired heart function, high levels of albuminuria, and
pronounced fibrosis [34, 37, 38]. This suggests that besides
being a good model of arterial hypertension, this animal
model can also be used in studies of hypertensive nephrop-
athy. We hypothesized that macrophages of these hyperten-
sive animals from 10 to 12 weeks of age would be
predisposed to polarize to an M2 phenotype and high levels
of YM1/Chi3l3 would be found in their kidneys. This could
make the protein a marker for hypertensive nephropathy.

2. Materials and Methods

2.1. Animals. The study was approved by the Federal
University of São Paulo Ethics Committee (approval number
CEUA 2384220216 in 29/Feb/2016). 10- to 12-week-old
hypertensive (TGM123-FVB/N) male mice and normoten-
sive controls (FVB/N) were used in the experiments. Mice
overexpressing rat AOGEN (TGM(rAOGEN)123), originally
generated on NMRI background [37], were crossed with
FVB/N mice for 8 generations to transfer the rAOGEN
transgene to the FVB/N background and generate the
hypertensive model. The animals were maintained under
standardized conditions with an artificial 12 h dark-light
cycle and free access to food and water. Mice from the control
group (FVB/N) (n = 9) and hypertensive group (TGM123-
FVB/N) (n = 9) were euthanized by cervical dislocation; then,
the femurs, tibia, and kidneys were extracted.

The transgenic animals used in this study (TGM123-
FVB/N) are considered a valid model of arterial hypertension
and hypertensive nephropathy since they presented mean
blood pressure around 158mmHg in males and 132mmHg
in females and developed high levels of albuminuria and
pronounced renal fibrosis [34, 37, 38].

2.2. Cell Culture. Bone marrow-derived macrophages
(BMDM) were isolated from the femur and tibia of the
control (FVB/N) and hypertensive (TGM123-FVBN) male
mice. Cells were filtered using a Cell Steiner 70μm filter
(Corning, USA), and the flow-through cells were washed
twice with PBS by centrifugation at 300 g for 5min. Subse-
quently, cells were lysed with 0.83% NH4Cl (3min/4°C) and
cultured in RPMI 1640 (Gibco) and DMEM High Glucose
Medium (Gibco) supplemented with 10% FBS (Gibco),
1% penicillin-streptomycin (Gibco), and murine M-CSF
(macrophage colony-stimulating factor) (PeproTech, USA).
The culture medium was refreshed on day 3 and maintained
until day 7 to promote BMDM differentiation. On day 8, the
cells were polarized to M1 by 10μg/ml IFN-γ (R&D Systems)
and 1mg/ml LPS (E. coli-LPS, Sigma-Aldrich, USA) and to
M2 by 10μg/ml IL-4 (R&D Systems) and 10μg/ml IL-13
(R&D Systems). After induction of polarization, cells were
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cultured for 48 h and thereafter used for the RNA extraction,
one well per condition per animal.

2.3. Real-Time Quantitative PCR. Real-time quantitative
PCR (qPCR) was used to evaluate the mRNA expression of
macrophage polarization marker genes. RNA isolation from
the kidney and the macrophage cultures was performed
using TRIzol (TRIzol Reagent, Invitrogen, Germany) accord-
ing to the manufacturer’s instructions. The RNA pellet was
resuspended in RNase-free water and kept at −80°C until
used. RNA concentration was quantified using spectropho-
tometry (NanoDrop, München, Germany), and 1μg of
RNA was taken for the synthesis of cDNA using M-MLV

Reverse Transcriptase (Invitrogen). The reaction product
was amplified using the GoTaq qPCR Master Mix (Promega;
Germany) by real-time quantitative PCR (ABI 7900HT Real-
Time PCR System, Applied Biosystems, Germany). The
gene-specific primer sequences are listed in Table 1.

2.4. Histology. Paraffinized sections of renal tissue (5μm
thick) were deparaffinized, rehydrated, and incubated with
1% sirius red in a saturated solution of picric acid for
60min. Unbound sirius red was removed by treating the
sections with acidified water and coverslipped using Eukit.
The sections were examined and photographed at a mag-
nification of 2x with a Keyence BZ-9000 microscope

Table 1: The gene-specific primer sequences.

Gene name Direction Primer sequence (5′-3′)

β-Actin
Forward CTG GCC TCA CTG TCC ACC TT

Reverse CGG ACT CAT CGT ACT CCT GCT T

iNOS
Forward CTG CTG GTG GTG ACA AGC ACA TTT

Reverse ATG TCA TGA GCA AAG GCG CAG AAC

F4/80
Forward CTTTGGCTATGGGCTTCCAGTC

Reverse GCAAGGAGGACAGAGTTTATCGTG

CD86
Forward TCT CCA CGG AAA CAG CAT CT

Reverse CTT ACG GAA GCA CCC ATG AT

TNFα
Forward CCC ACG TCG TAG CAA ACC AC

Reverse CAC AGA GCA ATG ACT CCA AAG TAG

IL-1β
Forward GGC TCA TCT GGG ATC CTC TC

Reverse TCA TCT TTT GGG GTC CGT CA

MMP-9
Forward ACG GAC CCG AAG CGG ACA TT

Reverse TTG CCC AGC GAC CAC AAC TC

IL-6
Forward TAGTCCTTCCTACCCCAATTTCC

Reverse TTGGTCCTTAGCCACTCCTCC

CD206
Forward CAA GGA AGG TTG GCA TTT GT

Reverse CCT TTC AGT CCT TTG CAA GC

Collagen I
Forward GAC ATG TTC AGC TTT GTG GAC CTC

Reverse GGG ACC CTT AGG CCA TTG TGT A

Fibronectin
Forward CCT ACG GCC ACT GTG TCA CC

Reverse AGT CTG GGT CAC GGC TGT CT

KIM-1
Forward TGT CGA GTG GAG ATT CCT GGA TGG T

Reverse GGT CTT CCT GTA GCT GTG GGC C

YM1
Forward CCC CTG GAC ATG GAT GAC TT

Reverse AGC TCC TCT CAA TAA GGG CC

TGF-β1
Forward CAA CAA TTC CTG GCG TTA CCT TGG

Reverse GAA AGC CCT GTA TTC CGT CTC CTT

MCP-1
Forward CTCACCTGCTGCTACTCATTC

Reverse TTACGGCTCAACTTCACATTCA

Collagen III
Forward TCCTAACCAAGGCTGCAAGATGGA

Reverse AGGCCAGCTGTACATCAAGGACAT

AT1a
Forward CAAGTCGCACTCAAGCCTG

Reverse CTCAGAACAAGACGCAGGC
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(Keyence, Germany). The quantification of fibrosis was
performed using the Keyence digital image analysis software
(Keyence BZII).

2.5. Protein Extraction. Kidney tissue (ca. 1 g) was homoge-
nized in extraction buffer containing phosphatases and
protease inhibitors 100mM Tris-HCl (pH 7.5), 1% Triton
X-100, 10% sodium dodecyl sulfate (SDS), 10mM EDTA,
100mM sodium fluoride, 10mM sodium pyrophosphate,
10mM sodium orthovanadate, 2mM phenylmethylsulfonyl
fluoride (PMSF), and 0.1mg aprotinin/ml at 14000 rpm by
40 minutes at 4°C. Protein concentrations were determined
by the Bradford assay (Bio-Rad Laboratories, Hercules, CA,
USA). Extracts were used for Western blotting, CBA, and
ELISA analysis.

2.6. Enzyme-Linked Immunosorbent Assay (ELISA). Renal
levels of IL-10, IL-1β, and TNFα were determined using
Quantikine Mouse ELISA kits (R&D Systems, MN, USA)
according to the manufacturer’s instructions.

2.7. Detection of TGF-β and YM1/YM2 by Western Blot
(WB). Proteins extracted from the mouse kidney were
submitted to SDS-PAGE (25μg of protein/well) and trans-
ferred to a PVDF membrane at 300mA, for 2 h, in ice-cold
buffer (3 g/l Tris, 14,4 g/l glycine, and 20% methanol). Mem-
brane blocking was executed overnight, at 4°C, in PBS-T
(137mM NaCl, 2.7mM KCl, 8.1mM Na2HPO4, 1.5mM
KH2PO4, 0.05% Tween-20, pH 7.2), containing 5% (m/v) of
bovine serum albumin (Sigma). The membrane was then
incubated with 1 : 1000 anti-TGF-β antibody (Cell Signaling
Technology, #3709) in PBS-T or anti-YM-1+YM-2 and
1 : 10000 (Abcam, #ab192029) in PBS-T+5% BSA overnight
at room temperature on a shaker. After washing the
membrane (three times, 10min), the secondary antibody
(anti-IgG rabbit, HRP-conjugated, Sigma, #A6154, 1 : 5000)
was added and incubation proceeded for 1 h on a shaker.
After three washes as above, the substrate SuperSignal West
Pico (Pierce) was used to detect the bands in an imager.
The antibodies were removed from the membrane with two
subsequent 10-minute incubations in mild stripping buffer
(15 g/l glycine, 1 g/l SDS, 10ml Tween-20, pH 2.2). The
membrane was washed twice (10min each) with PBS and
twice (5min each) in PBS-T, blocked as above, and incubated
for 2 h in PBS-T with the primary anti-β-actin antibody
(1 : 5000, raised in rabbit) used as a loading control. Second-
ary antibody incubation and detection of the bands were
performed as above. The densitometry was obtained using
the software Scion Image (Release Alpha 4.0.3.2), and relative
protein expression was determined by dividing TGF-β and
YM1/YM2 by β-actin densitometry data.

2.8. Cytokine Assessment in Kidney Sample (CBA). Levels of
concentrations of interleukin-6 (IL-6), Monocyte Che-
moattractant Protein-1 (MCP-1), Interferon-γ (IFN-γ),
and tumor necrosis factor (TNF) in a kidney sample were
measured using the BD™ CBA Mouse Inflammation Kit
(Becton Dickinson (BD), USA). Controls and samples were
processed according to the manufacturer’s instructions. The

results were normalized according to the total value of the
protein and expressed as pg/mg protein.

2.9. Immunofluorescence (IF). Immunofluorescence for
F4/80, iNOS, and YM1 was performed by incubating the sec-
tions with Alexa Fluor 594 (1 : 300, ThermoFisher, #A11007)
anti-mouse and Alexa Fluor 488 anti-rabbit (1 : 300, Thermo-
Fisher, #A11034) anti-mouse sections. The nuclei were
stained with DAPI (1 : 600, ThermoFisher, #D1306). The kid-
ney slices were incubated with primary mouse anti-F4/80
antibodies (1 : 500, Abcam, #ab6640) overnight at 4°C, rabbit
anti-iNOS (1 : 100, Abcam, #ab15323), and rabbit anti-
YM-1+YM-2, (1 : 10000, Abcam, #ab192029). Nonspecific
binding was controlled by the replacement of a negative
control by the primary antibody.

2.10. 3D Confocal Microscopy. Immunopositive signals were
detected by 3D confocal microscopy (Zeiss LSM 780,
Germany). The images were analyzed with ImageJ software.

The images were acquired employing a PlanNeofluar 40x
objective with 1.3 numerical aperture. DAPI, Alexa 594, and
Alexa 488 were excited with 405 nm, 594 nm, and 488nm
lasers, while emission was collected between 421 nm-
488 nm, 597nm, and 646nm and 498nm and 554 nm,
respectively. Slices on the Z plane were taken. The stacked
images were rendered at the maximum precision available,
and three-dimensional projection was performed using the
“surface” option (ZEN software, Carl Zeiss, Germany).

2.11. Statistical Analysis.Data are presented asmeans ± SEM.
The statistical analysis was performed with Prism software
(GraphPad Software, La Jolla, CA, USA). Multiple groups
were compared through a one-way analysis of variance
(ANOVA) followed by the Bonferroni post hoc test. The
two-group analysis was performed using Student’s t-test.
p values < 0.05 were considered statistically significant.

3. Results

3.1. The Macrophages of Hypertensive Animals Have a
Predisposition toward the M2 Phenotype. Initially, we cul-
tured macrophages extracted from the bone marrow of
hypertensive TGM123-FVB/N and control mice (FVB/N)
over 10 days. After in vitro stimulation, we observed no
differences in the expression of CD86 (an M1 marker)
between the groups (Figure 1(a)). The hypertensive group,
however, revealed a significant increase in the expression of
CD206 (M2 marker) compared to controls (Figure 1(b)). In
this group, the M2/M1 ratio reached 288% (Figure 1(c)).
These results showed that the macrophages of hypertensive
animals had a predisposition toward the M2 phenotype.

3.2. The Kidneys of Hypertensive Animals Show High Levels of
Collagen and Macrophage Polarization to the M2 Phenotype.
Histological examinations confirmed that hypertensive ani-
mals TGM123-FVB/N exhibited higher levels of collagen,
indicative of both interstitial and perivascular fibrosis, com-
pared to control animals (FVB/N) (Figures 2(a) and 2(b)).

We analyzed the association between F4/80 gene expres-
sion and the presence of macrophages in the kidneys of
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hypertensive and control mice, which revealed significant
differences in the hypertensive group (Figure 3(a)). Hyper-
tensive groups exhibited no increase in the expression of
AT1aR (Figure 3(b)), suggesting that the Ang II-AT1R
interaction tends to shift the M1/M2 balance toward
M2 predominance.

We evaluated the expression of genes related to the
polarization to M1 (iNOS, CD86, TNFα, IL-1β, MCP-1,
MMP-9, and IL-6). Statistically significant differences were
found for transcripts of iNOS, TNFα, and IL-1β (Figure 4).
However, these differences were smaller than twofold.
Karlen et al. [39] showed that real-time qPCR yields reliable
estimates only in cases when the relative expression is two-
fold or higher.

In addition, these gene expression data do not support
the results from measurements of protein levels, in which

we did not find a significant difference in the M1 marker
protein levels relative to the respective control groups. This
was the case for TNFα (Figures 5(a) and 6(a)), IL-1β
(Figure 5(b)), IL-6 (Figure 6(b)), IFN-γ (Figure 6(c)),
MCP-1 (Figure 6(d)), and iNOS (Figure 7(c)).

Next, we evaluated the expression of genes related to
polarization to the M2 phenotype (Arg-1, IL-10, type I
collagen, type III collagen, fibronectin, KIM-1, YM1, and
TGF-β1). Statistically significant differences were found for
the expression of YM1, TGF-β1, type I collagen, type III
collagen, fibronectin, and KIM-1 (Figure 8).

We verified this at the protein level for IL-10, where no
significant difference was again detected (Figures 8 and 9).

We confirmed the high levels of other M2 markers,
including TGF-β1 and YM1, by Western blot (Figures 10(a)
and 10(b)).
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Figure 1: The macrophages of hypertensive animals have a predisposition toward the M2 phenotype. Four mice for each group, 6 wells per
animal. (a) CD86 gene expression. Values were expressed as the mean ± SEM. ∗p < 0 05 compared to M0 groups and #p < 0 05 relative to
IL-4+IL-13 groups, with ANOVA followed by Bonferroni correction for multiple comparisons. (b) CD206 gene expression. Values
expressed as the mean ± SEM. ∗p < 0 05 compared to M0 groups, #p < 0 05 relative to LPS+IFN-γ groups, and §§p < 0 05 compared to
IL-4+IL-13 from control mice, with ANOVA followed by Bonferroni correction for multiple comparisons. (c) Ratio M2/M1. Values
are expressed as the mean ± SEM. ∗p < 0 05 compared to the control group with the t-test. The M2/M1 ratio reached 288%.
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Figure 2: High levels of collagen were found in the kidneys of the hypertensive group. (a) Picro sirius red stained renal paraffin sections (renal
cortex and medulla) of nonhypertensive control (C) and of rAOGEN transgenic hypertensive (H) mice at the age of 12 weeks. Light
microscopic images were taken using a Keyence microscope (BZ-9000). Yellow arrows represent the perivascular fibrosis and black arrows
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3.3. High Levels of YM1/Chi3l3 Were Found in the Kidneys of
Hypertensive Animals. Alongside a general increase in F4/80
levels (Figure 7(a)), other M2 markers exhibited a sharp
rise of expression in hypertensive kidneys (Figures 7, 8,
10(a) and 10(b)).

In addition, quantitative immunofluorescence showed
a significant jump in the expression of YM1 in hyperten-
sive animals (Figure 7(b)) but no difference in the M1
marker gene iNOS (Figure 7(c)), as can be observed in
Figures 11(a)–11(d).

4. Discussion

Despite strong evidence that macrophage polarization
plays an important role in the development of hypertension

[9, 10, 11], few studies have addressed the role of these cells
in the disease. We carried out a study of the polarization of
these cells from hypertensive animals in vitro and in vivo,
with the aim of developing insights into their possible
functions in the kidney and roles in renal pathologies.

This study revealed an important role for M2 macro-
phages during hypertensive nephropathy. Our main finding
was that the kidneys of 10- to 12-week-old hypertensive
TGM123-FVB/N mice exhibited high levels of collagen,
indicative of perivascular and interstitial fibrosis and
confirming earlier studies on this model [34, 38]. These
symptoms were accompanied by an increase in the expres-
sion of marker genes for the M2 phenotype, suggesting that
hypertensive kidneys had undergone an infiltration of
macrophages polarized preferentially toward M2. This effect
reflected the results of our in vitro investigation, in which
macrophages from hypertensive animals also had a predispo-
sition toward the M2 type.

Ang II, a peptide hormone whose effects are similar to
those of proinflammatory cytokines, plays a key role in the
progression of chronic renal damage and may be involved
in the development of fibrosis [40–42]. This vasoactive
peptide activates mesangial and tubular cells and intersti-
tial fibroblasts, increasing the expression and synthesis of
extracellular matrix proteins. Studies have shown that
blocking Ang II action through ACE inhibitors and Ang
II receptor antagonists prevents proteinuria and fibrosis,
as well as the infiltration of inflammatory cells into the
kidneys [40, 41].

During disease, kidneys are infiltrated by neutrophils
and subsequently by monocytes, which differentiate into
macrophages and contribute to tubular injury [43]. Proin-
flammatory macrophages are known to contribute to the
initiation and progression of renal diseases [44–49], renal
injury related to cisplatin nephrotoxicity [50, 51], and renal
allograft injury [52, 53].

The main feature of renal fibrosis is an excessive produc-
tion and accumulation of ECM (extracellular matrix) pro-
teins, which leads to the formation of scar tissue and

0

1

2

3

4 M1

ns ns

ns

ns

Co
nt

ro
l

iN
O

S

CD
86

TN
F�훼

IL
-1
�훽

M
CP

-1

M
M

P-
9

IL
-6

Ki
dn

ey
 m

RN
A

 ex
pr

es
sio

n/
�훽

ac
tin

 2
Δ

Ct

(fo
ld

 ch
an

ge
 re

la
tiv

e t
o 

co
nt

ro
l)

⁎ ⁎

⁎

Figure 4: Three markers of the M1 phenotype showed an increase,
but the changes were smaller than twofold. Values are expressed as
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subsequently to renal dysfunction and organ failure [41, 54].
The implication is that M1 macrophages are responsible
for triggering the fibrotic process due to their release of
proinflammatory cytokines, which indirectly promote the

proliferation of myofibroblasts and the recruitment of
fibrocytes [21, 55].

TNFα is known to have an autocrine effect on the activa-
tion of macrophages [56] in a process which mediates kidney
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Figure 7: High levels of F4/80 in the hypertensive group indicate the presence of macrophages, and the YM1marker shows the predominance
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injury [57]. M1 macrophages release inflammatory media-
tors including ROS and TNFα, which augment an injury in
a positive feedback loop, to cause renal fibrosis [1, 21]. Stud-
ies have shown that M1 proinflammatory macrophages are
recruited into the kidney within the first hours after
ischemia-reperfusion-induced acute kidney injury [58–60],
whereas M2 anti-inflammatory macrophages predominate
at a later time.

In the hypertensive animal model studied in this work,
however, we found no increase in protein levels of TNFα,
IL-1β, IL-6, IFN-γ, MCP-1, and iNOS in the kidneys. Thus,
our data do not support the polarization of macrophages to
an M1 phenotype, suggesting that at this stage of hyperten-
sion, there is no renal inflammatory process. We also found
no increase in the expression of AT1R. Prior work in a model
of rats that develop hypertension has shown that the infusion
of Ang II increased the number of type 1 T helper (Th1)
cytokine IFN-γ-secreting cells and decreased type 2 T helper
(Th2) cytokine IL-4-secreting cells [61].

After the inflammatory phase orchestrated by the M1
phenotype, Th2 cytokines are produced and promote polari-
zation to the M2 phenotype, which is known to create an
anti-inflammatory environment [22, 43]. This response is
generally associated with the resolution of inflammation
and tissue healing. But when a lesion persists, these cells
assume prorepair functions and promote irreversible fibrosis
and the progressive destruction of renal tissue [21, 22].

M2macrophages are initially anti-inflammatory, although
the healing process depends on the termination of the initial
injury [62]. In chronic conditions, on the other hand, M2
can activate resident fibroblasts through the release of trans-
forming growth factor-beta (TGF-β), platelet-derived growth
factor (PDGF), vascular endothelial growth factor (VEGF),
insulin-like growth factor 1 (IGF-1), and galectin-3 [63, 64].
This suggests that the severity of fibrosis depends on the type
of polarization macrophages undergo and the persistence of
the inflammatory injury [21].

An elegant study by Ma et al. [65] suggested that after
blocking AT1R with losartan, Ang II polarized macro-
phages into the M2 phenotype with a high expression of
YM1/Chi3l3 and suppressed the expression of M1 markers
in WT animals. It is important to note that this occurred in
an obesogenic environment where the leanWT and AT1aKO
animals showed no change in YM1/Chi3l3 protein levels.

Here, in contrast, we showed for the first time that the
lean hypertensive animals presented macrophage polariza-
tion to the M2 phenotype with high levels of YM1/Chi3l3.
Our transgenic animals come from a hypertensive environ-
ment and exhibit an overexpression of AOGEN.

In inflammation, the RAAS appears to act in an antago-
nistic way involving two different situations regarding the
polarization of macrophages [9, 65], but the mechanisms
have yet to be clarified. The activation of RAAS by AT1R in
macrophages promotes the infiltration and activation of
macrophages polarized to the M1 phenotype [1, 9, 65]. A
systemic infusion of Ang II is known to induce the expression
of proinflammatory mediators, such as MCP-1, TNFα, and
IL-6, in vascular smooth muscle and kidney cells [66]. The
other situation is related to M2 macrophages induced by
Ang II stimulation. Moore et al. [32] confirmed Ang II-
induced aortic infiltration with Ly6Chi monocytes, but at
7-14 days, these cells began to express the M2 phenotype,
with increased CD206 and arginase. In addition, macrophage-
specific AT1R receptor deficiency exacerbates renal fibrosis
induced by a unilateral ureteral obstruction [67].

In light of the data from our experiments, we suggest
that at this stage of hypertension, elevated AOGEN levels
contribute to the development of renal damage toward the
predominance of the M2 phenotype. In our experiments,
we did not block AT1aR, but the animals presented ele-
vated levels of AOGEN, and it seems that the AT1aR in
the kidneys from the hypertensive animals were not acti-
vated. This fact suggests that the hypertensive environment
plus the increase of AOGEN contributes to M2 macrophage
polarization. However, we cannot state that Ang II is the
mediator of M2 macrophage polarization (Figures 3 and 12)
in our animal model, since other members of the RAAS may
be involved.
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Some M2 markers, such as YM1/Chi3l3 from mice, were
first identified as proteins that were secreted during infec-
tions by parasites and allergic inflammations [29, 68, 69].
It is known that YM1/Chi3l3 is a marker specific for the
M2 macrophage phenotype [65], but little is known about
its function in arterial hypertension and hypertensive
nephropathy.

In this analysis, it has recently been shown that YKL-40, a
member of the chitinase protein family, found in humans
and homologous to YM1/Chi3l3, is positively associated with
the incidence of hypertension among prehypertensive
patients. The case-control study by Xu et al. [31] included
an extraction of plasma samples from 20343 prehypertensive
or normotensive Chinese subjects. This study suggested that
YKL-40 may be a new biomarker for predicting hypertension
in the prehypertensive population.

The analysis of the kidneys of our 10- to 12-week-old
hypertensive mice revealed a chronic activation of macro-
phages with an M2 phenotype. In addition, we found signif-
icant increases in levels of YM1/Chi3l3 protein (91,89%) and
collagen depositions.

Previous experiments by our group verified that the
YM1/Chi3l3 gene was expressed in the hearts of these
animals (unpublished data) but did not find significant dif-
ferences in the hypertensive group compared to the control
group at this stage. This suggests that at this point in the
development of arterial hypertension, this protein is found
in the kidney, but not in the heart of these animals, and
may serve as a marker specific for hypertensive nephropathy.

Our data support the idea that M2 macrophages help
promote the development of kidney fibrosis at a specific stage
of hypertension; this is in agreement with studies [70, 71]
pointing to macrophages as sources of profibrotic factors.
TGF-β1 has already been identified as a central mediator of
renal fibrosis [72–74] and plays an important role in the
progression of CKD.

In contrast, studies of experimental kidney disease
models have produced a body of evidence indicating a
multifunctional role of TGF-β in inducing both profibrotic
and protective effects [54]. This study did not reveal any
protective effects from TGF-β1. On the contrary, our work
suggests that high levels of TGF-β1 may be involved in the
development of fibrosis.

This work also revealed that the kidneys of hypertensive
animals experienced no change in IL-10. This cytokine is
produced by several cell types, including macrophages, which
polarize to an M2 phenotype, modulate the inflammatory
response, and promote tissue repair [60, 75]. IL-10 is also
known as an antifibrotic cytokine that is downregulated in
CKD [76].

IL-10 controls inflammatory processes by suppressing
the production of proinflammatory cytokines such as IL-1β
and TNFα, which are known to be regulated by NF-κB tran-
scription [77–79]. In general, IL-10 improves vascular and
renal functions in hypertension [80], although little has been
reported on the effects of this cytokine on hypertension,
particularly in immune environments that favor the develop-
ment of fibrosis. Our work suggests that basal levels of IL-10
do not represent a form of protection against renal fibrosis in
the hypertensive animals (Figure 12).

In conclusion, our work shows for the first time that
hypertensive animals are predisposed to a polarization of
macrophages to an M2 phenotype in vitro, revealing features
that suggest a profibrotic profile. This fits with our findings
that the kidneys of these hypertensive animals showed a high
deposition of collagen, accompanied by an increase in the
expression of macrophage markers with a clear predomi-
nance toward the M2 phenotype. Taken together, these data
suggest that M2 macrophages, associated with high levels of
YM1/Chi3l3, are linked to renal damage and fibrosis. Fur-
thermore, it suggests that YM1/Chi3l3 may serve as a new
biomarker of hypertensive nephropathy.

0
50

100
150
200
250

Ym1+Ym2 40 kDa

�훽-Actin

Control Hypertensive

Co
nt

ro
l

H
yp

er
te

ns
iv

eRe
la

tiv
e p

ro
te

in
 ex

pr
es

sio
n

(%
 re

la
tiv

e t
o 

co
nt

ro
l) ⁎

(a)

0

50

100

150

TGF�훽 (25-35 kDa)

Co
nt

ro
l

H
yp

er
te

ns
iv

eRe
la

tiv
e p

ro
te

in
 ex

pr
es

sio
n

(%
 re

la
tiv

e t
o 

co
nt

ro
l) ⁎

�훽-Actin

Control Hypertensive

(b)

Figure 10: Levels of M2 marker proteins. M2 macrophages produced high levels of YM1 protein (91,89%): (a) renal levels of YM1/YM2/
β-actin by WB; (b) renal levels of TGF-β1/β-actin by WB. Values were expressed as the mean ± SEM. ∗p < 0 05 compared to the control
group with the t-test. Five mice for each group.
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Future studies are needed involving both YM1/Chi3l3
in mice and YKL-40 in humans at different time points
to confirm whether reducing levels of these proteins may
be beneficial in delaying the development of hypertensive
nephropathy.

Data Availability

We will send the information if necessary. All authors Paula
Andréa Malveira Cavalcante, Natalia Alenina, Alexandre
Budu, Leandro Ceotto Freitas-Lima, Thaís Alves-Silva, Juan
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Figure 11: Immunofluorescence images of renal tissue showed colocalization between the F4/80, a macrophage marker, and YM1, suggesting
that high levels of the YM1 protein were secreted by M2 macrophages. On the other hand, there was no increase in iNOS, an M1
marker: (a) DAPI, iNOS, and F4/80 by IF; (b) 3D overlapping images of DAPI, iNOS, and F4/80 by IF; (c) panel of DAPI, YM1,
and F4/80 by IF; (d) 3D overlapping images of DAPI, YM1, and F4/80 by IF. The scale bar = 5μm.
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Figure 12: Macrophage polarization in the kidneys of 10- to 12-week-old hypertensive mice. The hypertensive stimuli from RAAS, as high
levels of AOGEN contributed to macrophage polarization in the kidneys of hypertensive mice with a clear predominance of the M2
phenotype. The high levels of TGF-β1 may be involved in the development of fibrosis. Basal levels of IL-10 do not represent a form of
protection against renal fibrosis in the hypertensive animals. In addition, at this stage of hypertension, our data do not support the
polarization of macrophages to an M1 phenotype. It seems that the AT1aR in the kidneys from the hypertensive animals were not
activated. High levels of AOGEN plus the hypertensive environment contribute to the M2 macrophage polarization. M2 macrophages
produced high levels of YM1/Chi3l3 protein (91,89%).
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BCG, the only registered vaccine against Mycobacterial Tuberculosis (TB) infection, has been questioned for its protective efficacy
for decades. Although lots of efforts were made to improve the BCG antigenicity, few studies were devoted to understand the role of
host factors in the variability of the BCG protection. Using the IL-10KOmice and pulmonary tuberculosis infection model, we have
addressed the role of IL-10 in the BCG vaccination efficacy. The data showed that IL-10-deficient dendritic cells (DCs) could
promote the immune responses through upregulation of the surface costimulatory molecule expression and play an orchestra
role through activating CD4+T cell. IL-10-deficient mice had higher IFN γ, TNF α, and IL-6 production after BCG vaccination,
which was consistent with the higher proportion of IFN γ+CD3+, IFN γ+CD4+, and IFN γ+CD8+ T cells in the spleen.
Particularly, the BCG-vaccinated IL-10KO mice showed less inflammation after TB challenge compared to WT mice, which was
supported by the promoted Th1 and Tc, as well as the downregulated Treg responses in IL-10 deficiency. In a conclusion, we
demonstrated the negative relationship between Th1/Tc responses with IL-10 production. IL-10 deficiency restored the type 1
immune response through DC activation, which provided better protection against TB infection. Hence, our study offers the
first experimental evidence that, contrary to the modulation of BCG, host immunity plays a critical role in the BCG protective
efficacy against TB.

1. Introduction

Mycobacterial Tuberculosis (MTB) remains a detrimental
contagious disease responsible for about 3 billion infection.
According to the World Health Organization’s (WHO)
statistics, its scourge claims close to 1.6 million deaths world-
wide each year (World Health Organization. Available at:
http://www.who.int/mediacentre/factsheets/fs104/en/) aided
by an endemic of multiple drug resistant strains, poor adher-
ence to a long duration of therapy, HIV infection-induced
immune compromise, and social and economic public health
constraints [1].

The Bacillus Calmette-Guerin (BCG) is the only
approved antituberculous vaccine developed through the
serial in vitro passage of M. bovis until it becomes unpatho-
genic [2], but its efficacy had been questioned for decades.

Even it can confer reliable protection in children, it is incon-
sistent in limiting adult TB infection [3]. More interestingly,
BCG decreases overall morbidity and mortality to other
infectious diseases, which suggests that BCG offers the pro-
tective immune response to non-TB pathogens. Further-
more, BCG possesses potent immunostimulatory properties
in the treatment of bladder cancer, multiple sclerosis, and
type 1 diabetes [2, 4–6]. Given its potentials, beyond doubt,
BCG is still the successful, affordable, and promising vaccine,
especially in a resource-limited area.

New anti-TB vaccine development focuses on the
improving BCG by enhancing its immunogenicity or apply-
ing the prime-boost strategies to amplify the protective
response [7–11]. However, the suppressive host microenvi-
ronment would circumvent the protective immune
responses. Before we move forward with the development
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of a new or an improved TB vaccine to combat this pathogen,
it is vital for better exploring the host limitations on BCG-
induced protection.

Currently, there is limited efforts on defining the host
factors in modulating the efficacy of BCG. The ability of host
to control TB infection is largely dependent on the antigen-
presenting cells such as macrophage and dendritic cells
(DCs) to initial adaptive immune responses. Even both mac-
rophage and DCs can be infected by TB, macrophage is
rather equipped to control internalized TB through the NO
production, while the TB can hijack the macrophage to
escape the immune surveillance. On the other hand, DCs
are best-known as the main participants in mounting the
effective T cell-mediated immune responses against TB
[12]. As a result, DCs are considered as a target for novel
TB vaccine strategies [8]. Since DCs are a heterogeneous
population, different DC subtypes contribute differently on
the activation and polarization of TB-specific T cells. The
phenotypic and functional alterations in DCs have been
reported in individuals with TB infection. The type-1 polar-
ized DCs (DC1s) induce Th1 responses and CTLs in TB
infection [13]. Furthermore, regulatory DCs (DCreg) possess
the suppressive potentials by secreting a number of soluble
factors, e.g., PGE2, IL-10, and NO, which are capable to
inhibit T cell responses [14–16]. Although we and others
have previously shown the critical role of DCs in protective
immunity in TB infection, the power of DCs in vaccine devel-
opment has yet to be realized [17–19].

Cytokine interleukin-10 (IL-10) has been implicated in
the pathogenesis of TB [20]. IL-10 is an important
immunoregulatory cytokine mainly produced by macro-
phages, DC, monocytes, T cells, et al. [21]. Turner et al.
demonstrated that increased susceptibility of reactivation
of latent infection was strongly related to the expression
of IL-10 during the chronic or latent phase of the infection
[22]. IL-10 helps TB persistence in human by blocking
phagosome maturation in macrophages [23]. The ability
of IL-10 to downregulate immune responses and the fact that
IL-10 can be detected in tuberculosis patients have led us to
investigate whether IL-10 plays a role in BCG vaccination
efficacy [24, 25].

In current study, we implied IL-10KOmice to explore the
potential role of IL-10 in the BCG vaccination efficacy. Our
data supported that DC activation was hampered after BCG
vaccination due to the IL-10 production. IL-10 prevented
the development the protective Th1 immune response which
may be associated with the increased Treg activity.

2. Materials and Methods

2.1. Mice and Culture Medium. The animal was handled in
compliance with the Guidelines for Animal Use set by
the Ethic Committee on animal care and use. C57BL/6
female mice (6-8 weeks) and IL-10KO mice (Nanjing
Junke Bioengineering Co., China) were housed for 2 weeks
before the study. This study was approved by the Ethics
Committee of Gansu Provincial Hospital. RPMI 1640
medium (Biological Industries, Israel) supplemented with
10% HI-FBS (heat-inactivated fetal bovine serum), 1% L-glu-

tamine, 25 μL/mL gentamycin, and 5 × 10−5 M2 was used as
complete medium for cell culture. PBS was used as the
control.

2.2. Organism and Model of BCG Vaccination and Challenge
(Figure 1). The BCG strain was made by Wuhan Biological
Products Research Institute Co. LTD. For expansion of the
vaccine, the protocol was applied based on previous study
[12]. Briefly, BCG was grown in the Middlebrook’s 7H9
broth (BD Difco, USA) containing 0.2% (v/v) glycerol and
0.05% (v/v) Tween-80 and supplied with 10% (v/v) Middleb-
rook ADC enrichment (Difco) for 21days. The stock of BCG
was detected for the numbers of bacilli before it was stored at
-80°C before use. The colony-forming units (CFUs) were
measured by plating diluted culture on plates of Middlebrook
7H11 agar (Difco) containing 0.5% (v/v) glycerol and
supplied with Middlebrook OADC enrichment (Difco).
BCG was put at 65°C for 1 hour for inactivation, which
led to complete killing of BCG confirmed by viability test-
ing (HK BCG). Mice were immunized intravenously with
5 × 105 CFU BCG in 200 μL sterile protein-free PBS and
sacrificed at day 21 after immunization as previously
described [26, 27]. Spleens were aseptically isolated and
digested in 1.5 mg/mL collagenase D (Sigma, USA) at
37° for 30 min. The single cells were prepared after cell
suspension went through cell strainer (70 μm). DC surface
marker expression was collected by Aria II flow cytometer
(BD, CA, USA) and analyzed using FlowJo software. Vacci-
nated mice were challenged intranasally (i.n.) with 5 × 106
CFUs of BCG. Mice were euthanized 21 d later and analyzed
for immune responses.

2.3. Lung, Spleen, and Local Lymph Node Cell Isolation. Single
cells isolated from the lungs, spleen, and draining lymph
node (dLN) were set for bulk culture and flow cytometry
analysis as described [28, 29]. Briefly, spleens were cut into
small pieces and digested in 1.5 mg/mL collagenase D in
RPMI 1640 for 30 min at 37°C. The cell suspension was
filtered through cell strainer (70 μm), and RBCs were
removed by ammonium-chloride-potassium (ACK) lysis
buffer (150 mmol/L NH4Cl, 10 mmol/L KHCO3, and 0.1
mmol/L EDTA). Lung tissues were harvested aseptically
and digested in 2 mg/mL collagenase XI (Sigma, USA) in
RPMI 1640 for 1 h at 37°C. After digestion, 35% (volu-
me/volume) Percoll (Pharmacia, USA) was used to collect
lung single cells. And ACK lysis buffer was used to remove
red blood cells (RBCs). For dLN mononuclear cell isola-
tion, the dLNs were homogenized in 3 mL RPMI 1640

IL-10KO mice

WT mice
5×105 D21, 5×106

i.v. i.n.
BCG vaccination BCG challenge

Figure 1: The chart of BCG vaccination and challenge to establish
the BCG vaccine/challenge mouse model. The IL-10KO and WT
mice were housed for 2 weeks after arriving. For vaccination, the
mice were intravenously injected with 5 × 105 CFU BCG in 200 μL
PBS; the control group was given PBS only. For challenge, at D21
after vaccination, the mice were infected intranasally with 5 × 106
CFU BCG. The immune responses were detected after 21 days.
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and RBCs were removed by ACK lysis buffer. All of the
cells were washed and resuspended in complete RPMI-
1640 medium. Single-cell suspensions were cultured in
48-well plates at a concentration of 7 5 × 106 (spleen)
and 5 × 106 (lungs and dLNs) cells/well with HK BCG
(5 × 105 CFU/mL). The supernatants were collected from
the cell cultures after 3 d and assayed for IFN γ, IL-4,
IL-6, and TNF α production by Enzyme-Linked Immuno-
sorbent Assay (ELISA) using antibodies purchased from
eBioscience or BD Biosciences [12].

2.4. Isolation of CD4+T Cell and DC Coculture. Spleen CD4+T
cells were isolated from WT mice after BCG vaccination as
we previously described [30]. DCs were purified from the
spleens of WT and IL-10KO BCG-vaccinated mice by flow
cytometric sorting. DCs (7 5 × 105 cells/mL) from WT or
IL-10KO BCG-vaccinated mice were cocultured with
CD4+T cells (7 5 × 106 cells/mL) in 96-well plates in the pres-
ence of HK-BCG (5 × 104 CFU/mL) in 200 μL complete
RPMI medium. For testing IFN γ and IL-4 production, the
supernatants were collected at 72 h and tested by ELISA.

2.5. Analysis of Lung Pathology. The lungs ofWT or IL-10KO
mice after BCG challenge were collected and fixed in 10%
buffered formalin. Lung tissues were embedded, sectioned,
and stained by H&E as described [26, 31]. Infiltrating
inflammatory cells were identified based on cellular mor-
phology and characteristics. Slides were examined for patho-
logical changes by 2 independent pathologists using a light
microscopy.

2.6. Flow Cytometric Analysis. The intracellular IFN γ- or
Foxp3-positive T cells were analyzed by intracellular
cytokine staining as described previously [28]. Briefly, the
cells were stimulated with phorbolmyfismte acetate (PMA;
50 ng/mL) and ionomycin (1 g/mL) for 2 hours, then brefel-
din A was added to the culture, and the cells were cultured for
another 4 h to accumulate cytokine intracellularly. The cells
were collected and stained with anti-CD3Ɛ-fluorescein iso-

thiocyanate (FITC), anti-CD4-phycoerythrin (PE) mAbs,
and anti-CD8-PerCy5.5 (BD, CA, USA). After being fixed
and washed in permeabilization buffer twice, cells were
stained with anti-IFN γ allophycocyanin (APC). For Treg
detection, cells were stained with FITC-anti-CD3Ɛ, PerCy5.5
anti-CD4, APC anti-CD25, and PE-Foxp3. All of the sample
data were collected using an Aria II flow cytometer (BD, CA,
USA) and analyzed using FlowJo software.

2.7. Statistical Analysis. Statistical analysis of the data was
performed using analysis of variance (ANOVA) and t tests
(GraphPad Prism software, version 5.0 (GraphPad Software,
La Jolla, CA, USA)), and values of p < 0 05 were considered
significantly. Data are presented as mean ± standard
deviation (SD). The presented data were collected from four
to five mice of each group. All the experiments were repeated
at least three times with similar results.

3. Results

3.1. Less Inflammation after IL-10KO in TB Challenge. To
further assess the role of IL-10 in BCG vaccination efficacy,
we challenged the BCG-vaccinated mice intranasally with
high dose of BCG (5 × 106) and detected inflammation in
the lungs. As shown in Figure 2, IL-10KO mice pretreated
with BCG showed mild infiltrated inflammation in the lungs
against challenge. In contrast, the WT mice immunized and
challenged with BCG have much more severe pathological
inflammatory reactions. Interestingly, both WT and IL-
10KO mice have very mild inflammatory cells in their
lungs after BCG immunization without challenge. The
data suggested that IL-10KO deficiency can dramatically
modulate the pathological inflammatory responses in the
local tissues [12].

3.2. IL-10 Deficiency Enhances Th1 and Cytotoxic T Cells after
BCG Challenge Intranasally. To examine the immune
responses in BCG-challenged IL-10KO mice and WT mice,
we performed the intracellular cytokine staining for T cells

WT IL-10KO
Immunization Immunization/challenge Immunization Immunization/challenge

Figure 2: The pathological changes in vaccinated IL-10KO and WT mice following intranasally (i.n.) challenge infection after BCG
vaccination. Pretreated mice were challenged intranasally with 5 × 106 CFUs BCG and analyzed for histopathological changes in the
lungs at day 21 postchallenge infection. Lung tissue sections (6 μm) were stained with H&E for inflammation. (a) Low magnification
(×10), (b) High magnification (×40). The representative of three independent experiments (n = 5) with similar results was shown.
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from the lungs and draining lymph nodes collected from
mice after BCG challenge. As shown in Figures 3 and 4,
IL-10-deficient mice showed higher IFN γ production in
CD3Ɛ

+T cells, which was consistent with the protective
responses observed in lung pathogenesis changes, same
to IFN γ+ CD4+and IFN γ+ CD8+T cells in both lungs
and dLN in IL-10KO mice. Taken together, the results
suggest that IL-10 blocks the Th1 responses, as well as
cytotoxic T cell development in mycobacterial infection.
IL-10 production might be partially responsible for the
ineffective BCG vaccination.

3.3. Th1 and Tc Responses Were Restricted by IL-10
Production in BCG Vaccination. It is well known that Th1
and Tc were critical for TB infection control. To further

explore the role of IL-10 in Th1 and Tc development during
the BCG vaccination, the T cell subsets were then examined
in the IL-10KO and WT mice after BCG vaccination. The
cells isolated from the spleen were analyzed by multicolor
staining. As shown in Figure 5, IL-10KO promoted
dominant Th1 (IFN γ+CD4+T cells) production and Tc
production (IFN γ+CD8+T cells). It suggested that, with-
out IL-10, BCG vaccination could induce better Th1
and Tc immune responses that might offer better protec-
tion against TB infection.

3.4. IL-10KO Mice Showed Significantly Higher Protective
Cytokine Production after BCG Vaccination in the Spleen.
To further explore the systemic immune responses in WT
vs. IL-10KOmice after BCG immunization, the spleen, lungs,
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Figure 3: IL-10KO mice showed higher IFN γ production after BCG challenge in the lungs. The mice were treated as described in the legend
of Figure 4. The lungs were digested as described in Materials and Methods. The intracellular IFN γ-positive T cells were analyzed by
intracellular cytokine staining as described previously [29]. (a) Gating strategy: firstly, the major cells were gated for further gated based
on the CD3Ɛ expression. Then, the CD3Ɛ

+ cells were gated on the CD4 and CD8 expression for CD4+ and CD8+ T cells. (b) The figures
from FAC analysis for the IFN-γ+ expression were shown. (c) Summary of the percentage of the IFN-γ+CD3Ɛ

+, CD4+, and CD8+ T cells
in the lungs, and Student’s t test was used for analysis. The representative of three independent experiments (n = 5) with similar results
was shown. ∗∗p < 0 01, ∗∗∗p < 0 001.
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and draining lymph nodes were collected aseptically and the
bulk culture of splenocytes and the cells isolated from drain-
ing LN and lung tissues were used to detect the cytokine
production in the supernatant in both IL-10KO and WT
mice after BCG vaccination. As shown in Figure 6, IFN γ
and IL-6 levels showed significantly higher in the IL-10KO
mice compared to WT mice, but comparable levels of IL-4
were found in the spleen, lungs, and dLN in both types of
mice. Rather surprisingly, the TNF α levels of IL-10KO mice
were higher than those in WT mice in the spleen and dLN
but not in the lungs. The data suggest that IL-10 inhibited
the protective IFN γ and TNF α expression, as well as IL-6
production, even with the comparable TNF α expression in
the lungs from both types of mice.

3.5. IL-10 Inhibits the T Cell Activation by DCs in BCG
Vaccination. To detect the role of IL-10 in the DC function
of directing the T cell differentiation, the spleen DCs from
WT and IL-10KO mice after BCG vaccination were puri-
fied by the FACs. The CD4+T cells were isolated from
the spleen of BCG-vaccinated WT mice. The DCs were
cocultured with BCG-boosted CD4+T cells. The IL-4 and
IFN γ production in the culture supernatants were
detected. As shown in Figure 7, the DCs from IL-10KO
mice initiated higher IL-4 and INF γ production by

CD4+T cells than those from WT mice (p < 0 01). The
results demonstrated that IL-10 signaling may contribute
to the DC dysfunction in BCG vaccination.

3.6. IL-10 Prevents the Activation of DC after BCG
Vaccination. The functions of DC in initiating immune
responses largely depend on their expression of costimula-
tory molecules on their surface. To detect the role of IL-10
production in modulating DC functions in BCG vaccination,
FACs were applied to detect the surface marker expression
on the spleen DCs after BCG immunization. As shown in
Table 1, there is no much jump between WT and IL-
10KO mice regarding the CD80, CD86, and CD40 expres-
sion before the vaccination. However, after BCG immuniza-
tion, the spleen DCs from IL-10-deficient mice expressed
higher CD80 (89.79% vs. 58.32%), CD86 (32.66% vs.
25.73%), and CD40 (20.95% vs. 15.38%) molecules in
comparison with the DCs from WT mice. It suggested that
BCG vaccination can activate DCs which were suppressed
by the IL-10 production.

3.7. IL-10KO Mice Showed Reduced Tregs after BCG
Vaccination. The role of regulatory T cells (Tregs), especially
Foxp3+ Tregs, was investigated after TB challenge infection.
It was shown that the increased Treg was related to the
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Figure 4: IL-10KOmice showed higher IFN γ production after BCG challenge in dLN. The mice were treated as described in the legend. The
single cells from dLN were stained, and the intracellular IFN γ-positive T cells were analyzed by intracellular cytokine staining as described
previously [29]. (a) Representative figures from FAC analysis were shown. (b) Summary of percentage of the IFN γ+CD3Ɛ

+, CD4+, and
CD8+ T cells in dLN. Data are shown as the representative of three independent experiments with similar results (n = 5) and Student’s t test
was used for analysis. ∗∗p < 0 01.
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pathogenesis in TB infection [32]. Treg analysis in the lung
tissues by FACs showed less Foxp3+CD25+CD4+ T cells in
the lungs of IL-10KO mice after BCG challenge (Figure 8).
Collectively, the results demonstrated the increased IFN γ
expression without IL-10 but reduced Treg responses follow-
ing BCG challenge.

4. Discussion

The protective efficacy of BCG is variable against TB
infection. Some studies were devoted to BCG engineering
for increasing its antigenicity to drive a desirable immune
response against TB [33, 34]. The potential to modulate host
immunity is critical for the success of a vaccine. The host
genetic heterogeneity is partially responsible for the BCG fail-
ure that the host factors might be targeted to enhance the
potency of this vaccine. In this study, we aimed to investigate
the roles of host factor IL-10 in BCG vaccination efficacy. The
data supported that BCG vaccination in IL-10-deficient host
can boost the DC activation through upregulation of the sur-
face molecule expression. In vivo BCG immunization in IL-
10KO mice promotes IFN γ production, which was consis-
tent with the protective effects after BCG challenge. The mild
lung pathologic changes after BCG vaccination/challenge

supported that IL-10 deficiency resulted in higher protective
responses. In clinical practice, an increased susceptibility
toward the development of progressive tuberculosis in
humans with increased IL-10 levels was reported [35]. Our
study explored the molecular mechanisms of the notorious
role of IL-10 in the BCG vaccination.

The ability of the host to control TB infection depends
on recruited Th1 cells to release and activate the killing
mechanisms of the infected cells. In the current study, to
assess Th1-polarizing capacity after comparing the immu-
noregulatory cytokine IL-6, IFN γ, IL-4, and TNF α pro-
duction, we found that IL-10KO mice produced more
IFN γ and TNF α compared to the WT mice. The predis-
position of IFN γ gene-deficient mice to TB and the ther-
apeutic role of IFN γ support an essential role for this
cytokine in the protective immune response against TB.
Additionally, the clinical application of anti-TNF α leads
to reactivation of TB infection or patients succumbed to
the TB disease. It is known that, after TB infection, acti-
vated type 1 T cells, particularly CD4+T cells, are the most
abundant cellular source of IFN γ. Consistent with the
data of bulk culture, there was a much less frequency of
IFN γ producing CD3Ɛ

+, CD4+, and CD8+T cells in the
spleen in WT mice than those in IL-10 KO mice.
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Figure 5: IL-10KOmice had higher IFN γ production after BCG vaccination in the spleen. The spleen was digested with enzyme as described
in Materials and Methods. The cells were stained with FITC anti-CD3Ɛ, PE anti-CD4, PerCy5.5 anti-CD8, and APC anti-IFN γ. The
intracellular IFN γ-positive cells were analyzed by intracellular cytokine staining when cells were gated on CD3Ɛ, CD4, and CD8 as
described previously [29]. (a) Representative figures from FAC analysis were shown. (b) Summary of percentage of the IFN γ+CD3Ɛ

+,
CD4+, and CD8+ T cells in the spleen, and Student’s t test was used for analysis. ∗p < 0 05, ∗∗p < 0 01. The representative of three
independent experiments (n = 5) with similar results was shown.
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The role of IL-10 in the immune response during TB
infection had been studied previously. Several papers had
shown that IL-10 is mainly produced by hematopoietic cells
and play an important role in suppressing macrophage and
dendritic cell (DC) functions. Thus, IL-10 is responsible for
the ability of TB to evade immune responses [36]. Another
study investigated the role of IL-10 in BCG efficacy too.

The authors showed that IL-10 signaling deficiency during
BCG vaccination enhanced Th1 and Th17 responses that
improved the protection against TB infection [37]. Our study
focuses on and detects the functions of dendritic cells, the
orchestra of immune response, and found that IL-10 hinders
the activation of DCs that delays the fully activation of T cell
responses. Further, our study firstly showed that IL-10
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Figure 6: Cytokine levels after BCG vaccination in IL-10KOmice compared toWTmice. IL-10KO andWTmice were immunized with BCG
as described in Materials and Methods. At d 21 after vaccination, the single cells prepared from the spleen, lungs, and dLN were cultured for
72 h stimulated with HK-BCG (5 × 105 CFUs/mL) before supernatant collection. The cytokines were measured by the ELISA. Data were
summarized and representative of three independent experiments with similar results were shown. ∗p < 0 05, ∗∗p < 0 01.
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Figure 7: Cytokine production from DC-CD4+T cell coculture system. Spleen DCs (7 5 × 105 cells/mL) from WT and IL-10KO BCG-
vaccinated mice were cocultured with BCG-educated CD4+T cells (7 5 × 106 cells/mL) as described in Materials and Methods. Cell
supernatants were collected at 72 h for IFN γ and IL-4 detection by ELISA. Data were summarized as mean ± SD (n = 5) and
representative of three independent experiments with similar results were shown. ∗∗p < 0 01, ∗∗∗p < 0 001.
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promoted the Treg development. We found that the fre-
quency of regulatory T cells increased in the IL-10-
competent mice, while decreased in IL-10 compromised
ones. Our study indicated that the host factors, especially
the dendritic cell function, maybe of importance in under-
standing the efficacy of vaccine. It is a great benefit to develop
a proper adjuvant for the efficacious vaccination strategy.

It is believed that BCG “educated” DCs interact with
CD4+T cells that they reciprocally affect each other’s activa-
tion. Interestingly, we found that IL-10-deficient DCs can
induce both higher IL-4 and IFN γ production by the
CD4+T cell in vitro coculture system. It is well known that
Th2 responses promote TB progression by inhibiting Th1
responses. Given an activation of both Th1 and Th2 T cells
in the DC-CD4+T cell coculture system (Figure 7), we exam-
ined the impact of IL-10 deficiency on the T cell activation by
using intracellular cytokine staining after BCG immunization
(Figure 5). To this end, the total T cell, CD4+, and CD8+T cell
subsets isolated from IL-10KO mice showed enhanced IFN γ
production in the spleen. It indicated that in vivo host immu-
nity lean to Th1 responses without IL-10 in BCG vaccination.
In line with this finding, the IL-10-deficient mice did not
show any Th2 response after BCG vaccination/challenge.
We speculated that both Th2 and Th1 cells were released
without IL-10 production, but the extent and level of Th2
are much less than Th1 in vivo that IL-4 production is com-
parable in IL-10KO and WT mice. Another reason for the
inconsistent IL-4 production between in vivo T cell responses
and in vitro coculture study is that T cells in the in vitro

coculture system were capable to produce IL-10 due to its
isolation from WT mice, while in vivo BCG vaccination
and challenge were conducted in the IL-10KO mice that T
cell responses in the background of IL-10 deficiency.

After BCG challenge in immunized mice, IL-10KO mice
had much higher Th1 responses in both lungs (Figure 3) and
dLN (Figure 4). It is consistent with the lung inflammation
detected by the professional pathologists that much less pro-
inflammatory response in the IL-10KO mice compared to
that in WT mice. It is keeping with Shaler et al. who showed
that IL-10 deficiency can restore the Th1 response in a gran-
uloma using IL-10KO mice [38].

It is noteworthy that an attenuated strain of mycobacteria
(BCG, M. bovis), but not virulent Mtb, was applied in our
current study that the same antigen was used for both vacci-
nation and challenge. However, studies worked on the com-
parison of BCG and virulent strain of Mtb in mice showed
that the overall kinetics and cellular response were compara-
ble, same to the protective roles of IFN γ and Th1 responses
in either BCG or Mtb exposure in mice [39–41]. Despite all
these described similarities, we must caution to explain our
findings in the clinical setting sinceMtb is significantly more
virulent compared to BCG.

Given that BCG vaccination efficacy is far from satisfied
and much efforts focuses on the antigen modification, our
current findings provide a new strategy for better vaccine
adjuvant development, as well as a plausible mechanism to
explain the heterogeneous outcomes after BCG vaccination
in different populations.

Table 1: The surface molecular expression on DC from WT/IL-10KO mice (x ± SD).

BCG immunization PBS (naïve)
WT (n = 5) IL-10KO (n = 5) WT (n = 5) IL-10KO (n = 5)

CD80 (%) 58 32 ± 2 50 89 79 ± 9 20∗ 22 14 ± 3 12 23 47 ± 2 90
CD86 (%) 25 70 ± 4 47 32 66 ± 3 16∗ 11 06 ± 2 20 10 66 ± 2 33
CD40 (%) 15 38 ± 3 54 20 95 ± 3 03∗ 7 17 ± 3 54 5 32 ± 1 10
∗p < 0 05, compared to the WT mice.
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Figure 8: Lung Foxp3+ Treg cells were analyzed after BCG challenged in IL-10KO and WT mice. The mice were treated as described in the
legend of Figure 7. Lung single cells were stained with FITC anti-CD3Ɛ, PerCy5.5 anti-CD4, APC anti-CD25, and PE-Foxp3. The Foxp3
expression was analyzed by flow cytometry when cells were gated on CD3Ɛ

+CD4+T cells. (a) The representative pictures of
Foxp3+CD3Ɛ

+CD4+CD25+Tregs were shown. (b) Summary of the frequency of Foxp3+CD25+CD4+T cells in total T cells in the lungs.
Data are shown as mean ± SD (n = 5) and are representative of three independent experiments with similar results. ∗∗p < 0 01.
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A small group of only seven transcription factors known as STATs (signal transducer and activator of transcription) are considered
to be canonical determinants of specific gene activation for a plethora of ligand/receptor systems. The activation of STATs involves
a family of four tyrosine kinases called JAK kinases. JAK1 and JAK2 activate STAT1 in the cytoplasm at the heterodimeric gamma
interferon (IFNγ) receptor, while JAK1 and TYK2 activate STAT1 and STAT2 at the type I IFN heterodimeric receptor. The same
STATs and JAKs are also involved in signaling by functionally different cytokines, growth factors, and hormones. Related to this,
IFNγ-activated STAT1 binds to the IFNγ-activated sequence (GAS) element, but so do other STATs that are not involved in IFNγ
signaling. Activated JAKs such as JAK2 and TYK2 are also involved in the epigenetics of nucleosome unwrapping for exposure of
DNA to transcription. Furthermore, activated JAKs and STATs appear to function coordinately for specific gene activation. These
complex events have not been addressed in canonical STAT signaling. Additionally, the function of noncoding enhancer RNAs,
including their role in enhancer/promoter interaction is not addressed in the canonical STAT signaling model. In this
perspective, we show that JAK/STAT signaling, involving membrane receptors, is essentially a variation of cytoplasmic nuclear
receptor signaling. Focusing on IFN signaling, we showed that ligand, IFN receptor, the JAKs, and the STATs all undergo
endocytosis and ATP-dependent nuclear translocation to promoters of genes specifically activated by IFNs. We argue here that
the vacuolar ATPase (V-ATPase) proton pump probably plays a key role in endosomal membrane crossing by IFNs for receptor
cytoplasmic binding. Signaling of nuclear receptors such as those of estrogen and dihydrotestosterone provides templates for
making sense of the specificity of gene activation by closely related cytokines, which has implications for lymphocyte phenotypes.

1. Introduction

Our understanding of signaling by cytokines such as the
interferons (IFNs) at the level of gene activation is stunningly
deficient in mechanisms when compared to that of nuclear
receptor signaling, as seen, for example, in the case of steroids
and their receptors. The canonical model of type I and type II
IFN signaling is a representative in fundamentals to that of
cytokine or hormone signaling by any protein or peptide sig-
naling via the JAK/STAT pathway.

According to this model, IFNγ (type II IFN) signaling
involves basically heterodimeric receptors IFNGR1 and
IFNGR2, Janus kinases JAK1 and JAK2, and transcription
factor signal transducer and activator of transcription 1α
(STAT1α, reviewed in [1–3]). IFNγ binds to the receptors,

mostly to the IFNγ receptor (IFNGR1), causing autophos-
phorylation (activation) of and binding of the JAKs to
IFNGR1. Somewhere in the activation process, JAK2 moves
from IFNGR2 to IFNGR1 by some unknown mechanism.
Also, somewhere in the process, IFNGR1 becomes phos-
phorylated in the cytoplasmic domain. These events cause
binding, phosphorylation, and asymmetric dimer formation
of STAT1α. The activated STAT1α, via an intrinsic nuclear
localization sequence (NLS), undergoes energy-dependent
nuclear translocation to promoters associated with genes that
are activated by IFNγ.

Type I IFN signaling is quite similar to that of IFNγ,
except that there are over 16 different type I IFN subtypes,
all of which bind to the same heterodimeric IFNAR1 and
IFNAR2 receptor complex. They all use JAK1 and TYK2
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tyrosine kinases to phosphorylate STAT1 and STAT2, which
in the activated state form a heterodimer, but some are toxic
(apoptotic) at high doses while others are not. The toxic type
I IFNs such as human IFNα2 bind the receptor with a 10-fold
higher binding affinity than does the nontoxic bovine IFNτ,
yet they have the same specific antiviral activity on the same
cells [4]. There is a third protein, called IFN response factor 9
(IRF9), that associates with activated STAT1 and STAT2 to
form a trimeric complex called IFN-stimulated gene factor
3 (ISGF3) [1–3]. Similar to activated STAT1α for IFNγ,
ISGF3 undergoes nuclear translocation, presumably via an
intrinsic NLS. Also, according to the canonical model, ISGF3
is responsible for the specific activation of genes specific for
type I IFNs. Thus, signal transduction via JAK/STAT does
not explain the unique biological activities of different type
I IFNs.

A comparison of type I IFN signaling with that of type III
IFNs (IFNλs) further illuminates the inadequacy of the
canonical model of JAK/STAT signaling in explaining the
mechanism of the specificity of cytokine signaling. Unlike
type I IFNs, interleukin 10 receptor 2 (IL10R2) and IFNλ
receptor (IFNλR) form the heterodimeric receptor for IFNλ
[5–7]. However, like type I IFNs, IFNλs use JAK1 and
TYK2 kinases to activate STAT1 and STAT2 for signal trans-
duction. Although the type I IFN receptor is ubiquitous on
cells, the type III receptor is cell specific, appearing in partic-
ular on epithelial cells and some other cells such as neutro-
phils. The induction of reactive oxygen species (ROS) in
neutrophils is inhibited by IL28A type III IFN, but not by
the IFNβ type I IFN [8]. Consistent with ROS inhibition,
IL28A is therapeutic in neutrophil-mediated inflammatory
arthritis and colitis [8–10]. Other neutrophil functions such
as phagocytosis and cytokine production are similarly
affected by the two IFNs. These results beg a revisit of the
conventional canonical JAK/STAT pathway as the basis for
the specificity of cytokine signaling.

The specificity of IFN signaling as well as that of over
100 other different types of cytokines, growth factors, and
hormones that use the canonical JAK/STAT pathway has
been attributed solely to the STATs. Although there may be
some overlap in their different functions, these different fac-
tors possess unique ligand specific functions at the level of the
gene, cell, and organism. The problem is that there are not
enough different STATs to provide a basis for the uniqueness
of all these different functions as there are only seven differ-
ent STATs that function mostly as homodimers [3, 11]. This
means that there are cytokines that use the same STATs, but
function differently. There is no evidence that a given STAT
possesses functions at the level of gene activation that are
unique to the activating cytokine beyond recognition of the
response element [3].

The recent demonstration of activated JAK2 in the
nucleus of cells by gain-of-function mutation (JAK2V617F)
or by wild-type JAK2 activated by cytokines or growth fac-
tors provides profound insight into the mechanism of cyto-
kine signaling [12]. It also challenges the canonical model
of JAK/STAT signaling. In the case of a specific cytokine
such as IFNγ, treatment of cells results in nuclear transloca-
tion of both activated JAK2 (pJAK2) and activated STAT1α

(pSTAT1α) [13]. The earlier study with JAKV617F and
cytokine-activated wild-type pJAK2 showed a novel and
important epigenetic function of these nuclear JAKs [12].
The activated JAKs phosphorylate histone H3 at tyrosine res-
idue 41 (Y41). Phosphorylated H3Y41, H3pY41, causes the
dissociation of heterochromatin protein 1α (HP1α) from his-
tone H3, resulting in transcription of genes repressed by
HP1α. Activation of JAKs in the nucleus is an important
epigenetic event not considered in the canonical model,
but is addressed in the noncanonical model of IFN signal-
ing later. We will first discuss briefly the nuclear receptor
signaling as it is a big indicator and a guidepost for under-
standing cytokine signaling as well as that of other pepti-
de/protein signaling in terms of nuclear kinases as well as
the role of enhancers/enhancer noncoding RNAs (eRNAs)
in such signaling.

2. Nuclear Receptor Signaling, Promoters,
Enhancers, and Enhancer RNAs: A
Comparison with Canonical IFNγ Signaling

As suggested, we do not have comparable understanding of
mechanisms of specific gene activation between nuclear
receptor systems such as steroid/steroid receptor and canon-
ical JAK/STAT signaling as exemplified by IFNγ and its
receptor. A comparison of the two at the level of the pro-
moter and enhancer region of genes that are activated by ste-
roids versus those activated by IFNγ readily illustrates the
difference in knowledge. In canonical signaling, IFNγ binds
to its heterodimeric receptor subunits IFNGR1 and IFNGR2,
with IFNGR1 playing a dominant role in the binding [2, 14].
JAK1 is present on IFNGR1, and the binding results in move-
ment of JAK2 from IFNGR2 to IFNGR1. These events result
in JAK autophosphorylation, phosphorylation of IFNGR1,
and binding and phosphorylation of STAT1α, which forms
an asymmetric homodimer and undergoes active nuclear
transport to the promoters of genes that are activated by
IFNγ. The canonical model does not provide insight into
the movement of JAK2 from IFNGR2 to IFNGR1. Impor-
tantly, it does not show the connection between activated
STAT1α at promoters of genes that are activated by IFNγ
and specific IFNγ function as many cytokines with their
own unique functions also activate STAT1α [11]. Next-
generation sequencing (NGS) studies provide important
insight in genome-wide activity of cytokines, but the problem
of specificity as per IFNγ above is not addressed [3]. NGS
also does not connect the dots of activated JAK2 in the
nucleus along with activated STAT1α in terms of their coor-
dinated function as activated JAK2 in the nucleus is not con-
sidered in the NGS studies.

We have previously presented an overview of nuclear
receptor signaling as per steroid hormone (SH)/steroid
receptor (SR) signaling [15]. We briefly revisit this and then
show how mechanistic events are embedded into nuclear
receptor (NR) signaling beyond promoters and extend to
providing insight into the role of enhancers and long-
noncoding RNAs called enhancer RNAs (eRNAs) in steroid
signaling. We will then show why this is important, via
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noncanonical IFN signaling, in understanding signaling by
cytokines like IFNγ not only at promoters, but also at
enhancers and eRNAs.

In a nutshell, SH/SR signaling proceeds as follows.
There are many reviews on the subject with considerable
detail, but this overview makes our point [16]. SH binds
to SR in the cytoplasm and/or the nucleus at hormone
response promoter elements (HRE). SR is a transcription
factor. Scaffolding proteins called steroid coactivators
(SRC) bind to SH/SR through their LXXLL motifs, of which
there are three [16]. They do not bind DNA directly. SRCs
recruit secondary coactivators such as histone acetyltrans-
ferase p300/CBP, methyltransferases such as PRMT1 and
CARM1, and chromatin remodeling complex SWT/SNF.
Serine/threonine and tyrosine kinases also become a part
of this machinery [16, 17]. The SH/SR complex at the pro-
moter is a key to the mechanistic insight of gene activation,
including key epigenetic events. The canonical model of
IFNγ signaling by contrast, with only STAT at the promoter,
tells us very little and is even primitive relative to that of
SH/SR signaling.

The abundance of genetic and epigenetic mechanisms in
SH/SR signaling as well as in other NR signaling at the pro-
moters of genes activated by NRs provides a picture that
contrasts not only with IFNγ signaling but also in general
with peptide and protein ligands of hormone, growth fac-
tor, and cytokine signaling. The role of enhancers in gene
activation is vague and even unknown for almost all ligan-
d/receptor systems except for the case of NRs. Most of the
transcribed RNA in the genome does not result in protein
production, but rather plays a regulatory role in gene reg-
ulation. Of particular interest in the context of enhancers
is a subgroup of long-noncoding RNAs (lncRNAs) called
enhancer RNAs (eRNAs) [18–20]. eRNAs are transcribed
from enhancers, and SH/SR and other NR signaling provide
important insight into how eRNAs are transcribed and how
enhancers interact with promoters and the role of eRNAs
in this interaction [21, 22].

Chromatin immunoprecipitation (ChIP) has been
applied to NGS procedures such as ChIP-seq to demonstrate
that the estrogen receptor (ER) binds to 5,000 to 10,000 loca-
tions across the genome [23]. Another powerful weapon in
the toolbox of NGS goes by the acronym of GRO-seq, which
stands for global run-on sequencing [24]. GRO-seq is a
direct, high-throughpout sequencing procedure for finding
RNAs and is adapted from conventional nuclear run-on
methodologies. These technologies provide insight into the
binding of ER and androgen receptor (AR) to enhancers
and subsequent transcription of eRNAs and interaction or
cross talk with ER and AR promoters.

Active enhancers are known by the company they keep.
Thus, high levels of histone 3 lysine 4 monomethylation
(H3K4me), low levels of H3K4 trimethylation (H3K4me3),
and increased H3K27 acetylation (H3K27Ac) are associ-
ated with active enhancers [25]. These types of alterations
in H3 along with other epigenetic signals such as tyrosine
kinase activity result in the exposure/unwrapping of the
DNA for transcription [26]. Accordingly, these epigenetic
modifications usually precede transcription of the noncod-

ing eRNA from the enhancer DNA. The transcription of
eRNA is carried out by enhancer-associated RNA poly-
merase II (Pol II) [25].

In the case of human breast cancer cells, treatment with
17β-estradiol (E2) results in E2-bound estrogen receptor α
(ERα) association with enhancers adjacent to genes that
are upregulated by E2 [22]. E2/ERα is thus bound to both
the enhancers and promoters of genes that are activated
by ERα. Similar to the ERα results, studies with dihydrotes-
tosterone- (DHT-) treated prostate cancer cells also showed
AR association with an enhancer involved in AR activation
of specific genes [21]. ChIP assay on DHT-treated LNCaP
prostate cancer cells showed a dynamic interaction of AR
with the promoter and enhancer, where AR loaded onto
enhancers to a greater extent, but enhancer association was
more transient than that to the promoter [21]. Further, stud-
ies showed that eRNA may function as a scaffold that guides
an AR-linked protein complex to target chromatin so that
DHT-stimulated transcription either occurs intrachromoso-
mally (cis activity) or interchromosomally (trans activity),
depending on the promoter target of eRNA. Importantly,
this finding ascribes a key function to eRNA as a bridge
between the enhancer and promoter. Using steady-state
histone acetyltransferase (HAT) assays, it has recently been
shown that eRNA binds directly to CREB-binding protein
(CBP) to enhance the HAT activity of CBP at enhancers
[27]. The interaction increases CBP HAT activity by increas-
ing its binding to histone. These studies provide insight into
how eRNAs function in gene activation.

A current picture of the players at the enhancers and at
the promoters of genes activated by steroid hormones such
as estrogen and testosterone is presented in Figure 1(a). For
both the promoter and enhancer, there are a collection of
similar players. Nuclear receptors such as ER and AR with
ligand attached function as transcription factors at both the
promoter and enhancer. Thus, at the enhancer, eRNA is
transcribed, while at the promoter, messenger RNA (mRNA)
is transcribed. The SRC cofactors and platforms are present
at both sites as well as are the epigenetic factors such as
CBP/300. Pol II catalyzes the synthesis of both eRNA and
mRNA, and eRNA synthesis is bidirectional. The mediator
complex in Figure 1(a) consists of 26 or more subunits in
mammals and plays a key role in Pol II activity, such as pre-
initiation, initiation, reinitiation, pausing, and elongation
[28]. Topoisomerase I is recruited to AR-bound enhancers
in order to nick DNA to relieve supercoiling and allow
DHT-regulated eRNA synthesis to occur [29]. The looping
shown in Figure 1(a) brings the enhancer complex into close
proximity to the promoter for coordinated activity. There are
other players in these enhancer-promoter complexes, but the
foundation factors for specific gene activation are typified by
E2 or DHT steroid ligands bound to their respective ER or
AR nuclear receptor. Specific gene activation does not occur
without them. Cytokine, growth factor, and polypeptide (or
protein) ligand signaling does not entertain many of these
steroid signaling counterparts and their receptors in com-
plexes such as in Figure 1(a). We show with particular focus
on IFN below that this hinders access to specific mechanisms
in signaling by these factors.
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3. The Foundations of the Steroid-Like
Noncanonical IFN Signaling Model

Structural studies of protein/peptide ligands binding to
the membrane receptor extracellular domain are generally
looked upon as key to gaining mechanistic insight to signal-
ing that occurs at the cytoplasmic domain of the receptor.
In the case of IFNγ, details of IFNγ interaction with the
IFNGR1 receptor subunit were obtained using X-ray crystal-
lography [30]. IFNGR1 plays the key role in IFNγ binding
to receptors in intact cells. The structural studies focused
on interaction between IFNγ and IFNGR1 extracellular
domain via well-defined secondary structures. The C-
terminus of IFNγ, which contains a polycationic tail, did
not form a clearly defined secondary structure and did not
show interaction with the IFNGR1 extracellular domain.
Interestingly, the C-terminus polycationic tail functions as a
classic nuclear localization sequence (NLS) [31]. To date, this
fact has not received much attention by the adherents of the
canonical signaling pathway of IFNs even though the NLS is
required for IFNγ function [32].

In our early studies of binding sites on IFNγ for the
IFNγ receptor in intact cells, IFNγ N-terminus peptide
IFNγ (1-39), but not the NLS-containing C-terminus pep-
tide IFNγ (95–132), inhibited IFNγ binding to the receptor
on cells [33]. This was unexpected as antibodies to both the
N-terminus and C-terminus peptides had similar neutral-
izing effects on IFNγ. We next used a full-length IFNGR1
soluble receptor and carried out bindings with IFNγ and
with overlapping peptides, including IFNγ (1-39) and IFNγ
(95–132). We also used overlapping IFNGR1 extracellular
and cytoplasmic domain peptides. We discovered that the
N-terminus peptide of IFNγ bound to the IFNGR1 extra-
cellular domain and that the C-terminus peptide bound to
the IFNGR1 cytoplasmic domain [33]. Specifically, murine
IFNγ (95–132), as well as the human counterpart peptide,
bound to the IFNGR1 cytoplasmic domain region (253–
287), adjacent to the binding site of activated JAK2. The
binding was specifically blocked by anti-(253–287)-specific
antibodies in fixed, permeabilized cells. Related to this, the
binding of Sepharose-coupled JAK2 to labeled soluble
IFNGR1 was enhanced by IFNγ and IFNγ (95–132), but
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Figure 1: Nuclear receptor signaling as the template for IFN signaling via the JAK/STAT pathway. (a) Steroid hormones such as estrogen and
dihydrotestosterone nuclear receptor ligands (NL) signal through cytoplasmic soluble nuclear receptors (NRs). NR signaling involves
scaffolding proteins called steroid receptor coactivators (SRC) which serve as the platform for other factors such as histone
acetyltransferases (CBP/p300) and kinases as well as other players such as a mediator complex consisting of 26 or more protein subunits.
These factors are present at both the promoter and enhancer of genes specifically activated by steroids and their receptors. Specific
transcription occurs at both the promoter (mRNA) and enhancer (eRNA) by RNA polymerase II. (b) We have shown that interferon
(IFN) signaling involves the presence of IFNγ, IFNγ receptor, activated JAKs, activated STATs, and transferases at the promoters of genes
activated by IFNs. It is predicted that similar players are present at the relevant enhancer of genes activated by IFNs, a prediction that can
readily be tested. Adherents of the canonical model of IFN signaling do not conceptually accept retrograde trafficking of plasma
membrane receptors to the nucleus, although this has been widely shown in JAK/STAT signaling as well as in receptor tyrosine kinase
signaling (see text).
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not by the N-terminus IFNγ (1-39) peptide. Binding was
specifically blocked by IFNGR1-binding site peptide
IFNGR1(253-287). Such enhanced binding could explain
the movement of JAK2 from receptor subunit IFNGR2
to the receptor subunit IFNGR1.

The challenge was to show functional and physical evi-
dence of intracellular IFNγ and IFNγ (95–132) in treated
cells. The first step was to show that internalized IFNγ (95–
132) possessed IFN activity. Thus, macrophages with active
pinocytosis internalized IFNγ (95–132) and induced antiviral
activity as well as upregulation of MHC class II antigens [34].
Attachment of a palmitate residue to IFNγ (95–132), Pal-
IFNγ (95–132), for internalization by fibroblasts, similarly
resulted in the induction of antiviral activity and upregula-
tion of MHC class II antigens [35]. Knockout of the IFNGR1
gene in fibroblasts resulted in loss of IFNγ peptide Pal-IFNγ
(95–132) function which is evidence that the C-terminus
peptide functions through IFNGR1.

There has long been evidence that internalized IFNγ also
possesses biological activity across species. For example, the
following have been reported: (1) liposome-encapsulated
human IFNγ induced an antitumor effect in murine macro-
phages [36], (2) intracellular human IFNγ induced an antitu-
mor effect in murine fibroblast cells [37], and (3) human
IFNγ microinjected into murine macrophages induced
MHC class II antigen expression in murine macrophages
[38]. These intracellular effects of human IFNγ are odd for
two reasons. First, protein ligands like IFNγ are supposed
to function by binding to extracellular receptor domains [1,
2]. Second, human IFNγ does not have a biological effect
on murine cells when simply added to these cells in cultures,
because the murine IFNγ receptor extracellular domain does
not recognize human IFNγ [39]. These cross-species intra-
cellular effects of human IFNγ have had to sit in limbo, wait-
ing for a mechanism of IFN signaling that did not exist at the
time of these discoveries.

Considerable insight has been gleaned concerning traf-
ficking of the IFNγ ligand and IFNGR1 receptor subunit
from the plasma membrane to the nucleus. Specifically, we
showed that endocytosed IFNγ associates with the cytoplas-
mic domain of the receptor IFNGR1 subunit in the following
manner [32]. Unlabeled IFNγ but not IFNGR1(253-287)
intracellular binding site peptide blocked binding of 125I-
IFNγ to the IFNGR1 extracellular domain. Internalized
IFNGR1(253-287), however, blocked intracellular cytoplas-
mic binding of 125I-IFNγ to IFNGR1 subsequent to extra-
cellular binding. In the determination of internalization
dynamics of IFNγ receptors, we showed that the presence
of IFNGR1 and IFNGR2 in the lipid microdomain on the
surface of the cell was central to the endocytic events that
are linked to the IFNγ noncanonical signaling pathway
[40]. In human epithelial WISH cells, the receptor subunits
IFNGR1 and IFNGR2 are constitutively present in lipid
microdomains, while in Jurkat cells, the receptor subunits
migrate to the lipid microdomain. While IFNGR1 undergoes
nuclear translocation in cells treated with IFNγ, receptor sub-
unit IFNGR2 remains in the plasma membrane [40, 41]. This
raises questions about how the receptor subunits are cross-
linked by IFNγ or if cross-linking in fact occurs in a IFN-

GR1/IFNGR2 manner [42, 43]. The cytoplasmic domain of
IFNGR1 with IFNγ attached is exposed to the cytoplasm in
endocytic vesicles, since the microinjection of antibodies to
IFNγ C-terminus in cells blocked IFNGR1 nuclear transloca-
tion as well as STAT1α activation [44]. The antibodies had no
effect on IFNα activation of STAT1α.

The question arises as to whether there are existing
mechanisms to explain the dissociation of IFNγ from the
IFNGR1 extracellular domain in the lumen of the endosome
and subsequent association with the IFNGR1 cytoplasmic
domain in the cytosol of the cell. The mechanism of these
events are illustrated in Figure 2. As indicated, we showed
that it is the endocytosis of IFNγ receptors present in lipid
microdomains that are key to our noncanonical model of sig-
nal transduction [40]. Lipid microdomains and caveolae are
rich in proton pumps known as vacuolar H+-ATPases or
V-ATPases (reviewed in [45–47]). These pumps are central
to pH control in organelles such as endosomes and are, in
fact, a key to signal transduction associated with endocytosis.
V-ATPases are structurally and functionally related to F-
ATPases which are well known in synthesis of ATP against
a proton gradient in mitochondria. Unlike F-ATPases, V-
ATPases do not synthesize ATP under physiological condi-
tions but rather are ATP-driven proton pumps [45]. Thus,
V-ATPases associated with the endosome lower the pH in
the lumen to about 4.5 [48]. This results in dissociation of
complexes such as IFNγ/IFNGR1 [48, 49]. The cationic
NLS tail of IFNγ becomes protonated in the low pH which
facilitates crossing of the endosome membrane into the cyto-
sol. In the cytosol, the pH is 7 and above [48], and the IFNγ
then binds to the IFNGR1 cytoplasmic domain at residues
253-287 [33]. The experimental support for these events is
as follows. The cationic NLS is very similar for IFNγ and
the prototypical NLS of SV40 large T antigen [49]. We
showed that an IFNγ mutant that lacked the cationic NLS
was inactive and that the SV40 NLS restored complete antivi-
ral activity [49]. In studies where SV40 NLS was coupled to
an siRNA for nuclear transport of the RNA, it was shown that
V-ATPase acidification of lipid membrane-derived endo-
somes resulted in SV40 NLS penetration of the endosome
membrane and movement from the lumen side to the cytosol
[50, 51]. Thus, the data of reference [32] and Figure 2 are
consistent with well-known endocytic events involving V-
ATPase and acidification of endocytic endosomes.

Receptor tyrosine kinases (RTKs), such as epidermal
growth factor receptor (EGFR), have also been shown by dif-
ferent laboratories to undergo energy-dependent nuclear
translocation [52, 53]. In fact, EGFR was the first RTK as well
as the first plasma membrane receptor to be shown to func-
tion as a cotranscription factor [54]. The mechanism of retro-
grade trafficking of EGFR from the cell surface into the
nucleus has been extensively elucidated [55, 56]. Endocytosis
is triggered by binding of EGF to EGFR, with fusion of the
endocytic vesicles with early endosomes, which then traffic
to Golgi. Trafficking was blocked by treatment with either
brefeldin A or by use of cells with dominant negative mutation
of the small GTPase ARF (ADP-ribosylation factor). Both
treatments resulted in coat protein complex I (COPI) dis-
assembly, which is consistent with COPI regulation of
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retrograde vesicular trafficking of EGFR from the Golgi to
the endoplasmic reticulum [55]. EGFR movement from the
ER into the nucleus was shown to require the Sec 61 translo-
con [56]. Epigenetic changes such as tyrosine phosphoryla-
tion of histone H4 at residue H4Y72, which is associated
with enhanced methylation at H4K20, accompanied nuclear
translocation of EGFR [57]. Nuclear translocation and epige-
netic effects have also been reported for other RTKs [58, 59].

4. Noncanonical IFNγ Signaling at the Promoter

The data presented here show a remarkable similarity
between IFNγ noncanonical signaling and that of NRs and
their ligands. The combination of immunoprecipitation with
Western blotting, ChIP assay followed by PCR, nuclear con-
focal immunofluorescence, and other focused techniques
showed that IFNγ, STATα, JAK1, and JAK2 were all present
at the GAS element of genes activated by IFNγ [13, 15, 44,
60]. Initial focus was on the role of IFNγNLS in translocation
of IFNGR1 into the nucleus. Thus, treatment of cells with
IFNγ or with the internalizable C-terminus peptide Pal-IFNγ
(95-132) resulted in IFNGR1 translocation to the nucleus
with the NLS of IFNγ playing a key role for importin α/β
and nuclear pore complex recognition [60]. ChIP assay has
been particularly useful in showing that activated STAT1α,
pSTAT1α, and activated JAKs, pJAK1 and pJAK2, form a
complex with IFNγ and IFNGR1 at or in the vicinity of pro-
moters of genes that are activated by IFNγ [13, 60].

There is evidence that IFNGR1 plays a role in gene
activation by IFNγ. GAS-luciferase reporter gene transfec-
tion, along with IFNGR1 and nonsecreted IFNγ, resulted in
enhanced reporter activity. Further, fusion of IFNGR1 to
yeast GAL-4 DNA-binding domain resulted in enhanced
transcription from the GAL4 response element, consistent
with a transactivation domain in IFNGR1 [60]. These
results suggest a transcriptional/cotranscriptional role for
IFNγ/IFNGR1 in specific gene activation by IFNγ. In NR
signaling, the factors at the promoter seem also to be pres-
ent at the enhancer and we feel that IFNγ, IFNGR1, and
pJAK2 should be included in specific gene studies as well
as in genome-wide studies.

Within the IFN family, noncanonical signaling is not lim-
ited to IFNγ, but was also found in the type I IFN system [61].
Cells treated with IFNα under the same protocol conditions
as for IFNγ showed IFNα2, receptor subunits IFNAR1 and
IFNAR2, and the type I IFN tyrosine kinase TYK2, all at
the response element ISRE of the oligoadenylate synthetase
(OAS) promoter [61]. An unrelated gene promoter for β-
actin did not show these IFN players in the same cells treated
with IFNα2. Similarities between noncanonical IFN signaling
and steroid signaling are presented in Figures 1(a) and 1(b).

As indicated, it has been shown that both wild-type and
gain-of-function mutated JAK2 perform key epigenetic func-
tions in the nucleus [12]. Mutated JAK2, JAK2V617F, plays a
key epigenetic role in leukemias involving the erythropoietin
(EpoR), thrombopoietin, and granulocyte colony stimulator
receptors [62]. The key epigenetic effect of JAK2V617F was
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Figure 2: Schematic of IFNγ binding to the receptor subunit IFNGR1 extracellular domain with endocytosis of the complex and subsequent
movement of IFNγ to the cytoplasmic domain of IFNGR1 at a site encompassing residues 253 to 287. Endosome-associated V-ATPase proton
pump lowers the lumen pH for IFNγmovement to the cytosol. Accordingly, extracellular binding of 125I–IFNγ is blocked by unlabeled IFNγ
but not peptide IFNGR1(253-287). Cytoplasmic binding of 125I–IFNγ is blocked by IFNGR1(253-287). Details of the experiment illustrated in
this schematic are contained in the text [32]. Similar movement for ligands of RTKs from the receptor extracellular domain to the cytoplasm
of the cell has been shown [15].
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to phosphorylate H3 at tyrosine (Y) 41, H3Y41 to H3pY41,
which results in dissociation of the inhibitor protein HP1α
from H3. This, in conjunction with other epigenetic effects
(see below) on H3, plays a key role in euchromatin activity
related to gene expression in the associated cancers [12]. It
has been shown that in the case of Epo, the EpoR is required
for the activation of JAK2V617F [62]. The question arises
as to how EpoR activated JAKV617F then goes on to play
a key role in leukemias that possess an EpoR phenotype.
Thus, it would be interesting to determine if EpoR-coupled
JAK2V617F is the activator of Epo genes rather than just
JAK2V617F alone. There is a Drosophila HP1 and mutant
JAK counterpart of JAK2V617F [63].

Essentially lost in the JAK2V617F discovery is the fact
that wild-type JAK2, as indicated, also phosphorylated H3
at Y41 (H3pY41) with the same epigenetic result [12]. Acti-
vation of the wild-type JAK2 was dependent on treatment
of cells with growth factors like platelet-derived growth factor
(PDGF) and interleukin 3 (IL-3).

ChIP-seq has recently been used to study the genomic
effects of nuclear JAK1 in an autocrine IL-6 and IL-10
activated B-cell lymphoma [64]. Specifically, it was shown
that JAK1 regulated the expression of almost 3,000 genes
in a B-cell lymphoma cell line (ABC DLBCL), with the inter-
esting finding that many of these same genes showed phos-
phorylation of tyrosine 41 at histone H3, H3pY41, in the
surrounding chromatin. A JAK1 inhibitor blocked the phos-
phorylation. Possible association of JAK1 and IL-6-related
STAT3 at the genome level was not determined by ChiP-
seq, but focus on the MYC gene did show H3pY41 and
pSTAT at the MYC gene as determined by quantitative ChIP
analysis. The question is as follows: are they physically linked,
and if so, were there IL-6 receptor players present?

An important functional role of the induction of H3pY41
by the kinase activity of JAK2 and TYK of the IFNs, as dis-
cussed here, would be evidence of related nucleosome
unwrapping, so that the IFN/receptor complexes have access
to the DNA. In this regard, it has been shown that JAK2
induction of H3pY41 increased nucleosome unwrapping
for access to transcription factor binding by several folds
[26]. Lysine 56 (H3K56) is located in the same DNA interface
as H3Y41. Thus, acetylated H3K56 (H3K56ac) also caused
nucleosome unwrapping by several folds. The combination
of H3pY41 and H3K56ac had a multiplicative effect with 17-
fold unwrapping of the nucleosome. The authors concluded
that it was the combination of these two epigenetic events that
resulted in optimal DNA exposure to transcription factors.
The nucleosome unwrapping mechanisms described here
probably apply to both promoters and enhancers and are
revisited in that context in the next section.

Changes in H3K9 have also been shown to be asso-
ciated with gene activation [13]. For example, we observed in
type I IFN-treated cells that trimethylated H3K9, H3K9me3,
underwent demethylation in association with acetylation
of the same residue (H3k9ac) at the region of the OAS1 pro-
moter [13]. Tyrosine phosphorylation of H3, H3pY41, was
observed in the same experiment. All of these events
show a remarkable similarity to that of NR signaling as
presented above.

5. IFNs, Enhancers, and eRNAs

The players at the promoters and enhancers of NR signaling
as presented in the previous section on signaling by E2/ERα
and DHT/AR paint a picture that is visual and communica-
tive. Promoters contain NR, SRCs, and secondary cofactors
like p300/CBP HATs, kinases, and Pol II for transcription
(reviewed in [25, 65, 66]). It is important to note that
enhancers also contain many of these players, in particular
NRs and their ligands, as well as a mediator complex [25,
28, 65, 66]. All of these factors play a key role in NR-
specific enhancer transcription of eRNA, which in turn plays
a role in enhancer/promoter interaction for NR-specific tran-
scription of mRNA by Pol II.

Genome-wide NGS with the primary focus on STATs
and superenhancer (SE) markers, such as p300 HAT and
H3K4me1, showed different patterns for T helper1 (Th1)
versus Th2 cells [3, 67]. There are also lineage-determining
transcription factors present at SEs adjacent to promoters
of genes whose products define the different T cell pheno-
types, for example, T-BET/STAT1/STAT4 at relevant SEs
in Th1 cells, GATA3/STAT6 at the key SEs for Th2 cells,
and ROR-γt/STAT3 at Th17 cell SEs [67]. The potential role
of eRNAs in the determination of phenotypes was not
addressed. The precise role of the lineage-determining T cell
phenotype transcription factors in T cell differentiation is not
clear and may be to function as negative regulators of pheno-
types that differ from the signature phenotypes that they are
associated with [67].

It appears that the cytokines may play a major role
as inducers and possibly direct participants of signal-
dependent transcription at the enhancers that participate in
phenotype-specific gene activation. With regard to STATs
and Th1 and Th2 cells and the respective roles of STAT4
(Th1) and STAT6 (Th2), recruitment of p300 and other
enhancer signals have been attributed to these STATs based
on the absence of p300 at enhancers where STATs are defi-
cient [68]. Master regulators such as T-bet do not restore
enhancer activity that is lost as a result of the STAT defi-
ciency. As we indicated earlier, there is a problem in assign-
ing specificity solely to STATs in cytokine signaling at the
level of enhancers and promoters (reviewed in [3]). For
example, IFNγ treatment of cells results in a dramatic
increase in STAT1 at putative enhancers of IL-6 and tumor
necrosis factor [3]. Interaction of STATs with enhancers
and other noncoding DNA sites is greater in terms of binding
than with promoters as there is more of the noncoding DNA
[3]. In some respects, rather than solving the problem of
cytokine specificity regarding STATs at promoters, it is just
been moved on to include enhancers.

All STATs bind to the GAS element, but how they rec-
ognize enhancer DNA is not clear. Cytokines that prefer-
entially activate particular STATs may use another STAT
or STATs if there is a deficiency of the preferred STAT.
For example, STAT3 may substitute for STAT1 or STAT6
may substitute for STAT5 [3]. Different STATs may con-
gregate at the same DNA elements and/or interact with
other transcription factors and even compete with each
other for the same DNA element [3]. Presumably, this also
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applies to enhancers. Additionally, cytokines may prefer-
entially activate a particular STAT but also activate to a
lesser extent the other STATs [3]. These and other complex
STAT behaviors have recently been dubbed “the STAT spec-
ificity paradox” [3].

We are not aware that any of the extensive NGS stud-
ies with STATs has differentiated between activated (phos-
phorylated) or nonactivated (unphosphorylated) STATs at
enhancers or at other regions of the genome. Activated
STATs have been reported to be associated with euchroma-
tin, while nonactivated STATs were associated with hetero-
chromatin [63, 69]. Euchromatin indicates active DNA
while heterochromatin indicates silent DNA. We thus feel
that the discovery of cytokine and growth factor treatment
of cells, where activated JAK2 underwent nuclear transloca-
tion, has profound importance for epigenetic activity of the
genome. We have addressed earlier the histone H3Y41 to
H3pY41 phosphorylation, which results in dissociation of
the epigenetic inhibitor protein HP1α from histone H3,
resulting in unwrapping of the nucleosome and exposure of
the DNA, presumably at both the promoter and enhancer
[12, 26]. We determined that in cells treated with IFNγ, acti-
vated JAK2 (pJAK2) underwent nuclear translocation along
with activated STAT1α (pSTAT1α) [13, 70]. Similarly, when
we treated cells with IFNα, activated TYK2 (pTYK2) under-
went nuclear translocation [61]. In both cases, activated
STAT1 also underwent nuclear translocation to the same
promoters in a complex that contained the activated JAKs.
The presence of pJAKs and pSTAT1 at the same enhancers
was not determined but is likely very important for enhancer
function. The fact that a particular cytokine/receptor interac-
tion results in nuclear import of pJAKs and pSTATs intui-
tively tells us that there is probably cross talk between the
two at enhancers and promoters of genes that are activated
by the particular cytokine. The data in Section 4 is based on
our finding that IFNγ and receptor subunit IFNGR1 are part
of these nuclear events involving pJAK2 and pSTAT1α, anal-
ogous to NR signaling, which could help resolve “the STAT
specificity paradox” [3].

One does not need to fully subscribe to our NR-related
noncanonical model of IFN signaling in order to have inter-
est in associations of STATs at promoters and enhancers.
We do not yet know if STATs bind to eRNAs, but there is
a report of a lncRNA that is involved in conventional den-
dritic cell (cDC) differentiation which associates with and
plays a role in STAT3 phosphorylation in the cytoplasm
[71]. Nuclear colocalization of the two was not observed,
which suggested that the lncRNA function was restricted
to the cytoplasm. A series of experiments showed that
the lncRNA protected pSTAT3 from the protein tyrosine
phosphatase SHP1. Knockdown of lncRNA promoted the
association of SHP1 with pSTAT3. An lncRNA associated
with influenza virus infection called negative regulator of
antiviral response (NRAV) was downregulated in virus-
infected cells, which was associated with the suppression of
IFN-stimulated gene transcription [72]. In terms of players
at enhancers and promoters, STATs have been shown to
associate with the HAT p300. A HAT CBP/p300 has recently
been shown to associate with eRNA in RNA-dependent acet-
ylation such as H3K27ac [27]. All of this suggests that
STATs, presumably at enhancers, bind to CBP/p300, which
in turn has been shown to bind to eRNA. How, then, are
STATs associated with eRNAs?

It should be noted that CBP/p300 is highly prone to inter-
actions with intrinsically disordered proteins (IDPs) as well
as with proteins with intrinsically disordered regions (IDRs)
[73]. IDPs and IDRs are particularly abundant in eukaryotic
transcription factors. STATs and NF-kappaB as well as
CBP/p300 are all IDPs and/or IDR proteins [73]. IFNγ has
a C-terminus that qualifies as an IDR [30]. It has been pro-
posed that IDPs have functional advantages in the mediation
of transcriptional events involving small recognition motifs
with flexibility for multiple target interactions, thus giving
rise to efficient use of small binding regions, as well as pos-
sessing the ability for high specificity with modest affinity
for ease of reversible interactions [73]. The proteins in our
noncanonical IFN signaling model from the ligand and
receptor to genetic and epigenetic proteins at promoters
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Pol II CBP/p300

STAT(?)

Mediator

Figure 3: Binding of eRNA to various players in gene activation provides insight into its function. DHT/AR and E2/ERα binding places eRNA
at the enhancer and promoter, as these nuclear receptor systems have been shown to be present at both sites. CBP/p300 histone acetyl
transferase interaction with eRNA suggests epigenetic functions, while RNA polymerase II (Pol II) is involved in transcription at both the
promoter and enhancer. STAT association with eRNA has not been definitively determined yet. Determination of complexes at the
promoter and enhancer is key to understanding which factors directly bind to eRNA and which bind indirectly as members of
transcriptional complexes. Nuclear receptor studies suggest that eRNA plays a role in looping of the enhancer and promoter via the
interactions such as those shown here.
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and enhancers all qualify as IDPs or IDR proteins. It seems
that those fuzzy nonstructured regions of many impressive
structural studies may contain more than what meets the eye.

Figure 3 summarizes some of the proteins that bind
to eRNA as presented in the text. There is evidence that
in the case of nuclear receptor systems, such as E2/ERα
and DHT/AR, eRNA binds to these receptors as well as to
complexes of the mediator, CBP/p300, various other tran-
scription factors, and other players at the enhancer and pro-
moter [21, 22, 25, 27]. These interactions are thought to
facilitate the looping that brings the distal enhancer and pro-
moter into close proximity for specific gene transcription.

6. Conclusion

The heart and soul of studies of ligand/receptor signaling is
elucidation of the mechanism of specific gene activation.
For the case of NRs, the foundations are in place with the
NR and ligand at promoters and enhancers of genes specifi-
cally activated by the ligand. For example, E2 and ERα
orchestrate the transcription of eRNA at the enhancers. The
eRNA appears to be involved in mRNA transcription at the
promoter, which also contains E2 and ERα. Other factors
comprise the supporting cast. In canonical JAK/STAT signal-
ing, STAT is the counterpart of the NR and we think that
herein is the problem with the interpretation of NGS studies
with STATs across the genome that has resulted in “the
STAT specificity paradox.” For IFNγ signaling, the inclusion
of IFNγ, IFNGR1, and activated JAKs in NGS studies in the
context of the noncanonical model could potentially help
resolve the paradox.
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In this study, we investigated the role of MAP kinase phosphatase-1 (MKP-1) and rosiglitazone (RSG) in glucocorticoid resistance
and glucocorticoid sensitivity, respectively, using a guinea pig model of lipopolysaccharide- (LPS-) induced sudden sensorineural
hearing loss (SSHL). The pigs were divided into control, LPS, LPS+dexamethasone (DEX), LPS+RSG, and LPS+DEX+RSG groups.
Their hearing was screened by auditory brainstem response measurement. Immunofluorescence staining was used to identify the
location of MKP-1 in the inner ear. The expression levels of MKP-1 and the related proteins in the inner ear were detected using
western blotting. The morphological changes in the cochlea were observed via hematoxylin-eosin staining. Severe hearing loss was
observed in the LPS group, as opposed to the protection from hearing loss observed in the LPS+DEX+RSG group. A positive
correlation was observed between MKP-1 expression levels and protection from hearing loss. RSG and DEX synergistically
influenced inner ear inflammation. In conclusion, resistance of LPS-induced SSHL guinea pig models to glucocorticoids may
result from impaired MKP-1 function in inner ear tissues, induced by glucocorticoids, impairing the inhibition of inflammation.
Our findings present novel targets to develop potential therapeutics to treat inflammatory diseases of the inner ear.

1. Introduction

An increasing number of studies have reported that
inflammation and oxidative stress may lead to sudden
sensorineural hearing loss (SSHL) and affect prognosis
[1–3]. Glucocorticoids are the main treatment option for
SSHL. They play a major role in maintaining homeostasis,
including immune function regulation. Dexamethasone
(DEX), a synthetic glucocorticoid, has been widely used
for the treatment of inner ear disorders such as SSHL,
Ménière disease, and acute tinnitus. Although recent clin-
ical studies have shown that glucocorticoid therapy is
effective against inner ear diseases, a considerable number
of patients are insensitive and thus resistant to glucocorti-
coids. Thus, there is an urgent need for effective drugs

that prevent disease progression. Proinflammatory cyto-
kines and other mediators are presumed to contribute to
the development of glucocorticoid insensitivity or resis-
tance. For instance, reduced expression of glucocorticoid
receptor (GR) and histone deacetylase-2 (HDAC2) leads
to glucocorticoid insensitivity or resistance [4, 5]. A recent
study suggested that the activity of mitogen-activated pro-
tein kinase (MAPK) phosphatase 1 (MKP-1: NCBI official
full name, dual-specificity phosphatase 1 (DUSP1)) is related
to corticosteroid insensitivity or resistance [6].

MKPs belong to the family of DUSPs, which play a role in
dephosphorylating their substrates [7–9]. The MAPK family
comprises of three stress-activated protein kinase pathways:
p38, c-Jun N-terminal kinase (JNK), and extracellular regu-
lating kinase (ERK) [10]. The ERK pathway is mainly

Hindawi
Mediators of Inflammation
Volume 2019, Article ID 7915730, 10 pages
https://doi.org/10.1155/2019/7915730

http://orcid.org/0000-0002-2920-0183
http://orcid.org/0000-0003-0380-8841
http://orcid.org/0000-0003-4180-6564
http://orcid.org/0000-0003-3654-0028
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/7915730


activated by mitogenic and proliferative stimuli, while the
p38 MAPK and JNK pathways respond to environmental
stresses [11]. MKP-1 is a protein that exerts anti-
inflammatory function by efficaciously dephosphorylating
the JNK and p38 MAPK pathways and deactivating the
nuclear factor-κB (NF-κB) pathway in immune cells
[12–14]. In addition, MKP-1 plays a critical role in con-
trolling the extent and duration of proinflammatory MAPK
signaling in vivo. However, alveolar macrophages from
patients with severe asthma (glucocorticoid-resistant)
showed reduced induction of MKP-1 expression, due to the
activation of p38 MAPK [15]. In patients with chronic
obstructive pulmonary disease and patients who smoke,
MKP-1 may be inactive owing to its oxidation, which may
contribute to glucocorticoid resistance [6]. However, the role
of MKP-1 in the cochleae has not been reported.

Rosiglitazone (RSG), a peroxisome proliferator-activated
receptor gamma (PPAR-γ) agonist, was reported to induce
MKP-1 expression [16]. Another study showed that RSG
can potentially be used as a therapeutic agent for acute
inflammatory conditions and acute liver injury [17].

In this, as in other studies, a guinea pig model of
SSHL was induced by intracochlear injection of lipopoly-
saccharides (LPS) [5, 18, 19]. Using this model, we dem-
onstrate for the first time how MKP-1 protects inner ear
tissue against inflammation-induced morphological dam-
age and dysfunction. We also elucidated the synergistic
effect of RSG and DEX on MKP-1 expression and gluco-
corticoid resistance. Therefore, this study may offer novel
targets for potential therapeutics for treating inflammatory
diseases of the inner ear.

2. Materials and Methods

2.1. Drugs. LPS and RSG were purchased from Sigma-
Aldrich Chemical Co. (St. Louis, USA). DEX was purchased
from Shanghai Jiao Tong University Affiliated Sixth People’s
Hospital (Shanghai, China).

2.2. Ethics and Animals. All animal experiments were
approved by the Ethics Committee of the Shanghai Jiao Tong
University Affiliated Sixth People’s Hospital. And the care
and handling of guinea pigs were approved by the Institu-
tional Animal Care and Use Committee and preceded in
accordance with the Animals (Scientific Procedures) Act
1986 (amended 2013) [20]. All guinea pigs were housed in
individually ventilated cages (two or three per cage) under
specific pathogen-free (SPF) conditions.

2.3. Animal Models and Drug Treatments. Thirty male
albino guinea pigs with an average body weight of 250 g
were randomly divided into five groups (n = 6) including
the AP (artificial perilymph), LPS, LPS+DEX, LPS+RSG,
and LPS+DEX+RSG groups. AP cochlear perfusion was
performed on the pigs in the AP group. LPS cochlear per-
fusion was performed on the pigs in the LPS group. LPS
cochlear perfusion performed on and DEX was intraperi-
toneally injected into the pigs in the LPS+DEX group.
LPS cochlear perfusion was performed on and RSG was

intraperitoneally injected into the pigs in the LPS+RSG
group. LPS cochlear perfusion was performed on and DEX
and RSG were intraperitoneally injected into the pigs in the
LPS+DEX+RSG group. DEX (1 mg/kg) or RSG (3 mg/kg,
diluted in dimethyl sulfoxide) or both were intraperitoneally
injected 30 min before surgery and 24 h after surgery. The
subjects were placed in a heating pad with thermostatic con-
trol to maintain their body temperature at 38°C. Cochleost-
omy was performed on inhalant isoflurane-anesthetized
pigs (4% for induction, 2% for maintenance, and 0.3 L/min
O2 flow rate) for injecting LPS (5 mg/mL) or AP (NaCl 145
mM, KCl 2.7 mM, MgSO4 2.0 mM, CaCl2 1.2 mM, and
HEPES, C8H18N2O4S 5.0 mM). Lidocaine (1%) was subcuta-
neously administered in their postauricular regions. The pos-
terior part of their auditory bulla was bluntly dissected.
Holes, 0.3 mm in diameter, were punctured into their mas-
toid bulla to expose the basal turn of the cochlea. The holes
were accessed through the bony wall of the scala tympani of
the basal turn in the cochlea. Cochlear injections were
administered using a glass tip made from a 34 G microfilm,
connected to a microsyringe pump (Micro4; WPI, Kissim-
mee, USA) through a polyethylene tube. Then, 5 μL of
LPS/AP was injected at a rate of 50 nL/s into the scala tym-
pani. The cochleostomy holes were closed with muscle tissue,
while the holes made in their bulla were closed with muscle
suture and skin incision.

2.4. Auditory Brainstem Response (ABR) Tests. ABR thresh-
olds were determined before surgery and 48 h after surgery
in all subjects. The mean threshold shifts were averaged from
two ears in all subjects. First, the guinea pigs were anesthe-
tized with ketamine (40 mg/kg) mixed with xylazine (4
mg/kg, ip). Body temperature was maintained at 38°C. For
closed field ABR tests, sound signal was passed through a
plastic tube to the tested ear. Three subcutaneous electrodes
were used to record the reaction. The recording electrode
was inserted at the vertex, while the reference and grounding
electrodes were inserted behind the external auditory canal.
The ends of the three electrodes were connected to a RA16PA
preamplifier. TDT System III (Tucker-Davis Technologies,
Alachua, FL, USA) was used for stimuli generation. The stim-
uli were played through a broadband speaker (MF1; TDT).
The sound level was decreased by 5 dB steps from 90 dB
SPL until the response disappeared. The ABR thresholds
were tested at 1, 2, 4, 8, 16, and 32 kHz, which are the lowest
levels at which repeatable wave III responses can be recorded.

2.5. Immunofluorescence. To investigate the expression of
MKP-1 in the cochlea of guinea pigs, the cochlea was
removed after the ABR tests. The cochlea was fixed in 4%
paraformaldehyde in phosphate-buffered saline (PBS) for 2
h at 4°C. Then, the cochlea was transferred into PBS and its
bony shell was removed. After removing the tectorial mem-
brane, the basilar membrane and spiral ganglion (SGN) were
carefully peeled off, followed by immersion in PBS contain-
ing 1% Triton X-100 for 1 h and incubation in 5% goat serum
for 1 h. Next, the basilar membrane and spiral ganglion were
incubated with primary rabbit anti-MKP-1 antibody (1 : 100)
(Affinity Biosciences, USA) for 20 h at 4°C. This was followed
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by incubation with the Alexa Fluor® 488 goat anti-rabbit IgG
(secondary antibody) (1 : 500) (Abcam, Cambridge, UK) for
2 h at 25°C. Fluorescein isothiocyanate- (FITC-) phalloidin
(1 : 500) (Cytoskeleton Inc., CO, USA) was used to stain hair
cell stereocilia bundles. 4′,6-Diamidino-2-phenylindole
(DAPI) (Sigma-Aldrich, USA) was used for nucleic acid
staining. The sections were cover-slipped, examined with
the LSM 710 confocal microscope (Zeiss, Oberkochen,
Germany), and analyzed by the ZEN 2011 software (Zeiss,
Oberkochen, Germany).

2.6. Hematoxylin-Eosin Staining. Pathological changes in the
cochlea of guinea pigs were observed using hematoxylin-
eosin (HE) staining. The cochlea of pigs in all groups was
decalcified in ethylenediaminetetraacetic acid (EDTA) and
then dehydrated in ethanol. They were then imbedded in
paraffin. Thereafter, they were sectioned to a 3 μm thickness
and stained with HE. The sections were observed with the
LSM 710 META confocal laser scanning microscope (Zeiss,
Shanghai, China). SGN cells from base to the apex in each
section of Rosenthal’s canal were counted. Lastly, SGN cell
density (number/10000 μm2) was analyzed.

2.7. Western Blot Analysis. Extracted proteins from cochlea
samples were prepared in radioimmunoprecipitation assay
(RIPA) buffer mixed with the protease inhibitor phenyl-
methanesulfonyl fluoride (PMSF) at a 100 : 1 ratio (Beyo-
time Institute of Biotechnology, Shanghai, China). The
protein concentrations were detected using the Bicinchoni-
nic Acid (BCA) Protein Assay Kit (Beyotime Institute of
Biotechnology). Sample lysates (30 μg protein per lane)
were then subjected to 10% sodium dodecyl sulfate–poly-
acrylamide gel electrophoresis (SDS-PAGE) and trans-
ferred to polyvinylidene difluoride (PVDF) membranes
with a pore size of 0.22 μm (Millipore, Billerica, MA,
USA). The membranes were blocked for 2 h at room tem-
perature with 5% nonfat milk in Tris-buffered saline with
Tween-20 (TBST) and then incubated with the appropriate
primary antibodies (1 : 800–1 : 1000 dilution) at 4°C for 20
h. After washing three times for 10 min with TBST, the
membranes were incubated with HRP-conjugated second-
ary antibodies (1 : 5000, Proteintech, Chicago, IL, USA)
for 1 h at 25°C. The antibodies binding to the blots were
visualized on a GE Amersham Imager 600 imaging system
using an enhanced chemiluminescence detection kit (Cell
Signaling Technology, Boston, MA, USA). The results are
expressed as a percentage of GAPDH to express relative
protein levels. Antibodies to p38 MAPK (cat. no 8690S),
phospho-p38 MAPK (cat. no. 4511S), NF-κB p65 (cat.
no. 8242S), phospho-NF-κB p65 (cat. no. 3033S), and
GAPDH (cat. no. 5174S) were purchased from Cell Signal-
ing Technology. Anti-MKP-1 (cat. no. AF5286) was pur-
chased from Affinity Biosciences (Cincinnati, OH, USA).
Anti-GR (cat. no. ab3578) was purchased from Abcam.

2.8. Statistical Analysis. All statistical analyses were per-
formed using SPSS version 23.0 (IBM Corp., Armonk,
NY, USA). Descriptive statistics were calculated for each
group. One-way analyses of variance (ANOVA) was used

to assess the differences between groups. The significance
level was set at p < 0 05.

3. Results

3.1. Evaluation of Hearing Function in Each Group. The hear-
ing threshold shift in each group was measured using the
ABR tests before and 48 h after surgery at different frequen-
cies (Figure 1). The average threshold shift at each frequency
(1, 2, 4, 8, 16, and 32 kHz) in the AP group was less than 10
dB, indicating the surgery had no effect on hearing function.
The threshold shift in the LPS group was significantly higher
than that in the AP group (p < 0 05). Also, the extent of hear-
ing impairment increased with frequency. The threshold
shift in the LPS+DEX group decreased compared to that in
the LPS group; however, significant differences were
observed only at 16 and 32 kHz. This suggests that DEX
has only a partial effect on LPS-induced hearing loss and glu-
cocorticoid resistance. The threshold shift in the LPS+RSG
group decreased partially, but there was no significant differ-
ence when compared with that of the LPS group, except at 32
kHz. The LPS+DEX+RSG group possessed a significant hear-
ing protection. The threshold shift decreased significantly
compared to that in the LPS group at 2, 4, 8, 16, and 32
kHz. Moreover, the threshold shift decreased significantly
at 2, 4, and 16 kHz for the LPS+DEX+RSG and LPS+DEX
groups. These findings show that LPS causes a significant
hearing loss in the inner ear, and the combination of RSG
and DEX substantially protects against hearing loss.

3.2. Immunostaining of MKP-1 in the Basilar Membrane and
Spiral Ganglion. As shown in Figure 2, MKP-1 immunofluo-
rescence staining of cochlear basilar membranes in the AP
group showed MKP-1 is located in the hair cell nucleus and
cytoplasm. Also, Figure 3 shows the localization of MKP-1
in the spiral ganglion of pigs in the AP group. However,
MKP-1 is abundant in the cytoplasm of neurons than in hair
cells. There was no significant difference in the location of
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Figure 1: Hearing threshold shifts in each group were measured
using the ABR tests before and 48 h after surgery at different
frequencies. #p < 0 05 vs. AP group; ∗p < 0 05 vs. LPS group; and
p < 0 05 vs. LPS+DEX group.
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MKP-1 among different groups. Figure 4 shows the immuno-
staining of complete basilar membranes in the AP and LPS
groups. Compared to the AP group, the LPS group showed

no obvious loss of inner or outer hair cells, and the structure
of stereocilia was normal.

3.3. Histological Examination of the Cochlea. The pathologi-
cal observation of the cochlea in each group is shown in
Figure 5. The HE stain uniformly stained the spiral ligaments
in the AP group, and there was no gap within the cochlear
lateral wall. The stria vascularis was normal in shape, with
no rupture or erythrocyte exudation. The spiral ganglions
were well arranged, and the nuclear/plasma ration was nor-
mal. In the LPS group, spiral ligaments were sparse and their
structure was disordered. The spiral ganglion showed vacuo-
lar degeneration and decreased nuclear/plasma ratio. These
observations indicate that LPS destroys the inner ear mor-
phology. However, the morphological damage was slightly
decreased in the LPS+DEX and LPS+RSG groups, but some
changes such as loosened spiral ligament and decreased
nuclear/plasma ratio were still observed. The morphological
recovery in the LPS+DEX+RSG group was the most obvious.
The morphology of the stria vascularis and spiral ligament
was normal, and there was no obvious gap between them
and the lateral wall of the cochlea. The spiral ganglion/nu-
cleoplast ration was also improved. The density of spiral gan-
glion cells in the LPS group was significantly lower than that
in the AP group (p < 0 01). The LPS+DEX and LPS+RSG
groups had no significant increase compared to the LPS
group (p > 0 05), but the LPS+DEX+RSG group showed a
significant increase compared to the LPS group (p < 0 01).
Although the density of spiral ganglion cells in the
LPS+DEX+RSG group was significantly lower than that in
the AP group (p < 0 05), it was significantly higher than that
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Figure 2: MKP-1 immunofluorescence staining of cochlear basilar membranes of pigs in the AP group. MKP-1 stained in the spiral ganglion
cell (white arrows). Blue: nuclei stained with DAPI; red: stereocilia stained with FITC-phalloidin; green: MKP-1 stained in inner hair cell
(IHC) and outer hair cell (OHC). Scale bars = 10 μm.
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Figure 3: MKP-1 immunofluorescence staining of cochlear spiral
ganglion of pigs in the AP group. MKP-1 stained in the spiral
ganglion cell (white arrows). Blue: nuclei stained with DAPI;
green: MKP-1 stained in inner hair cell (IHC) and outer hair cell
(OHC). Scale bars = 10 μm. The red marker is the stereocilia of
hair cells, and the blue marker is the cell nucleus.
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in the LPS+DEX group or LPS+RSG group (p < 0 05). This
indicates a combination of DEX, and RSG has a stronger pro-
tective effect than each alone.

3.4. Western Blot Analysis of MKP-1 and Related Proteins.
The expression of MKP-1, GR, p38, p-p38, NF-κB p65,
and p-NF-κB p65 was determined by western blot analy-
sis (Figure 6). The expression of MKP-1 in the LPS
group was significantly lower than that in the AP group
(p < 0 01). MKP-1 expression was not significantly higher
in the LPS+DEX or LPS+RSG group compared to the
LPS group (p > 0 05) but was significantly higher in the
LPS+DEX+RSG group than in the LPS+DEX group
(p < 0 01). Also, GR expression in the LPS group was sig-
nificantly higher than that in the AP group (p < 0 05) and
also significantly higher in the LPS+DEX+RSG group
than the LPS+DEX group (p < 0 05). Additionally, the
expression of p-p38/p-NF-κB p65 in the LPS group was sig-
nificantly higher than that in the AP group (p < 0 05), while
it was significantly lower in the LPS+DEX group (p < 0 05)

compared to the LPS+DEX+RSG group. In addition, there
was no significant decrease in the LPS+DEX and LPS+RSG
groups when compared to the LPS group (p > 0 05). These
results suggest that a combination of DEX and RSG can sig-
nificantly increase the expression of MKP-1 and GR. More-
over, lesions induced by LPS can be alleviated by inhibiting
the activation of p38/p-NF-κB.

4. Discussion

In this study, we investigated the role of MKP-1 and RSG
in glucocorticoid resistance using a guinea pig model of
LPS-induced SSHL. We demonstrated for the first time
that MKP-1 protects inner ear tissues from inflammation-
induced morphological damage and dysfunction by inhibit-
ing the activation of p38 MAPK and NF-κB. Our results also
show that the synergy between RSG and DEX can increase
the MKP-1 expression and reduce glucocorticoid resistance.

Although glucocorticoids are widely clinically used, a
considerable number of patients show resistance to
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Figure 4: The immunostaining of basilar membranes of pigs in the AP and LPS groups. Blue: nuclei stained with DAPI; red: stereocilia
stained with FITC-phalloidin. Scale bars = 50 μm. Compared to the AP group, the LPS group showed no obvious loss of inner and outer
hair cells, and the structure of stereocilia was normal.
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glucocorticoid therapy. These patients often have a high risk
of poor prognosis not only due to the primary disease itself
but also the adverse reactions resulting from the long-term
use of glucocorticoids. Their visit and hospitalization rates
are often far higher than those of other patients, thus increas-
ing the economic burden of these individuals and the society.
When glucocorticoids enter the plasmalemma and combine
with GR, they can induce the rearrangement of the GR com-
plex to facilitate its entry into the nucleus, for positive or neg-
ative regulation of gene transcription [21]. Multiple factors
are involved in the molecular mechanism of glucocorticoid
resistance [22, 23]. In recent years, it has been found that
polymorphisms of the GR reduces its affinity to ligands,

leading to glucocorticoid resistance [24]. Another study
reported that glucocorticoid resistance is related to defects
in GR expression and elevated expression of proinflamma-
tory transcription factors [25]. Kojika et al. found that
changes in HSP90 and HSP70 may be related to decreased
glucocorticoid sensitivity. Abnormal HSP90 and HSP70 pro-
tein levels were successfully detected in two glucocorticoid-
resistant human leukemia cell lines [26]. The increased
expression of NF-κB in the peripheral blood mononuclear
cells of asthmatic patients was found to be negatively corre-
lated with glucocorticoid responsiveness. The possible
underlying mechanism is antagonism between NF-κB and
GR, which reduces glucocorticoid sensitivity [27].
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Figure 5: (a) Pathological observation of the spiral ganglion of pigs in each group. Scale bars = 50 μm; (b) pathological observation of the stria
vascularis in each group. Spiral ligament was sparse and disordered (black arrows). Scale bars = 50 μm; (c) the bar graphs show the
density of spiral ganglion cells in each group. Data are shown as means ± SD from different experiments, #p < 0 05 vs. LPS+DEX+RSG
group; ##p < 0 01 vs. LPS+DEX+RSG group; ∗p < 0 01 vs. LPS group.
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Figure 6: The protein expression of (a) MKP-1 and GR, (b) p38 and p-p38, and (c) NF-κB and p-NF-κB p65 was determined by western
blot analysis. Bar graphs show the quantification of the indicated proteins. Data are shown as means ± SD from at least three independent
experiments, #p < 0 05 vs. AP group; ##p < 0 01 vs. AP group; ∗p < 0 05 vs. LPS+DEX group; ∗∗p < 0 01 vs. LPS+DEX group.
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Recently, Irusen et al. found that p38 MAPK activation
can induce GR phosphorylation and function impairment
[28]. In addition, p38 MAPK activation can increase the
phosphorylation of the NF-κB p65 subunit [29]. MKP-1
serves as an important regulator of the innate immune
response by deactivating MAP kinases and NF-κB [9–13].
Goleva et al. found that glucocorticoid resistance is associated
with reduced induction of MKP-1, resulting in persistent
p38 MAPK activation in peripheral blood mononuclear
cells. Also, Bhavsar et al. reported that DEX could not
induce the expression of MKP-1 in patients with severe
(steroid-resistant) asthma [15]. Under the influence of
inflammatory factors, MKP-1 knockout mice experienced
increased levels of cytokines and chemical factors, increased
neutrophil infiltration, and more severe organ damage than
wild-type mice [30]. In addition, inflammation and oxida-
tive stress also lead to SSHL. In the present study, we found
that MKP-1 is expressed in inner and outer hair cells, sup-
porting cells, and spiral ganglion cells in the cochlea. This
was mainly observed in the cytoplasm and to some extent
in the nucleus.

RSG is mainly used as an insulin sensitizer for the treat-
ment of diabetes. Recent studies on peroxisome proliferative-
activated receptor (PPAR) gamma have shown that RSG has
anti-inflammatory and antioxidative effects [31–33]. Also,
Tai et al. found that RSG could inhibit the proliferation and
metastasis of non-small-cell lung cancer in vivo and
in vitro via induction of MKP-1 [16]. RSG can also increase
MKP-1 expression, which inhibits cell invasion in human
glioma cells [34].

The anti-inflammatory effect of glucocorticoids after
binding with GR is mainly achieved by enhancing the tran-
scription of anti-inflammatory or inflammatory genes.
MKP-1 is an important anti-inflammatory protein tran-
scribed by glucocorticoids [35]. In this, as in a previous study,
we found that the hearing function of guinea pigs with SSHL
did not significantly improve after glucocorticoid treatment,
which indicates glucocorticoid resistance or insensitivity
[5]. Also, the threshold shift in the LPS+DEX+RSG group
was the lowest, indicating MKP-1 could achieve its anti-
inflammatory effect by inhibiting the activity of p38 MAPK
in the inner ear. Further, the MKP-1 expression in the LPS
+DEX+RSG group was higher than that in the LPS+DEX
and LPS+RSG groups. DEX alone could not effectively
increase the expression of MKP-1 in SSHL, which resulted
in uncontrollable inflammation. Additionally, during LPS
stimulation, GR expression was upregulated as a feedback
effector, but its upregulation was more significant in the
LPS+DEX+RSG group than in the LPS+DEX group. The
LPS+DEX+RSG group had the best anti-inflammatory effect.
Further, RSG exhibited anti-inflammatory effects, resulting
in the restoration of decreased GR levels and impaired func-
tion caused by inflammation. Thus, when RSG is combined
with DEX, the expression of MKP-1 can be enhanced. There-
fore, RSGmay play an important role in improving glucocor-
ticoid resistance in SSHL and other inner ear disorders,
owing to its ability of lower blood glucose levels, control
inflammation, and eliminate toxins and side effects. It is
therefore a potential new treatment option for such diseases.

There are certain limitations to our study. First, the
guinea pig model of LPS-induced SSHL does not completely
represent the clinical pathogenesis of SSHL. Further research
should be performed using animal models more suitable for
SSHL studies and clinical trials. Secondly, this is the first
study to use the PPAR-γ agonist RSG for the treatment of
an inner ear disease, the structure and function of PPAR-γ
are very complex, and there are many unknown aspects to
be explored.

We will investigate the route and administration time of
RSG in future experiments.

5. Conclusion

In summary, MKP-1 is a key factor for the anti-inflammatory
effect of hormones in inner ear tissues. The mechanism of
glucocorticoid resistance in the guinea pig model of LPS-
induced SSHL may be associated with reduced levels of
MKP-1 induction, resulting in persistent MAPK activation
in the inner ear. The combined use of RSG and glucocorti-
coids provides a new treatment option for glucocorticoid
resistance in SSHL.
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Dendritic cells (DCs) are professional antigen-presenting cells contributing to regulation of lymphocyte immune response. DCs are
divided into two subtypes: CD11c-positive conventional or myeloid (cDCs) and CD123-positive plasmacytoid (pDCs) DCs. The
aim of the study was to assess DCs (HLA-DR+ lineage-) and their subtypes by flow cytometry in peripheral blood and
subcutaneous (SAT) and epicardial (EAT) adipose tissue in subjects with (T2DM, n = 12) and without (non-T2DM, n = 17) type
2 diabetes mellitus undergoing elective cardiac surgery. Subjects with T2DM had higher fasting glycemia (8 6 ± 0 7 vs.
5 8 ± 0 2mmol/l, p < 0 001) and glycated hemoglobin (52 0 ± 3 4 vs. 36 9 ± 1 0mmol/mol, p < 0 001) and tended to have more
pronounced inflammation (hsCRP: 9 8 ± 3 1 vs. 5 1 ± 1 9mg/ml, p = 0 177) compared with subjects without T2DM. T2DM was
associated with reduced total DCs in SAT (1 57 ± 0 65 vs. 4 45 ± 1 56% for T2DM vs. non-T2DM, p = 0 041) with a similar,
albeit insignificant, trend in EAT (0 996 ± 0 33 vs. 2 46 ± 0 78% for T2DM vs. non-T2DM, p = 0 171). When analyzing DC
subsets, no difference in cDCs was seen between any of the studied groups or adipose tissue pools. In contrast, pDCs were
increased in both SAT (13 5 ± 2 0 vs. 4 6 ± 1 9% of DC cells, p = 0 005) and EAT (29 1 ± 8 7 vs. 8 4 ± 2 4% of DC, p = 0 045) of
T2DM relative to non-T2DM subjects as well as in EAT of the T2DM group compared with corresponding SAT (29 1 ± 8 7 vs.
13 5 ± 2 0% of DC, p = 0 020). Neither obesity nor coronary artery disease (CAD) significantly influenced the number of total,
cDC, or pDC in SAT or EAT according to multiple regression analysis. In summary, T2DM decreased the amount of total
dendritic cells in subcutaneous adipose tissue and increased plasmacytoid dendritic cells in subcutaneous and even more in
epicardial adipose tissue. These findings suggest a potential role of pDCs in the development of T2DM-associated adipose tissue
low-grade inflammation.
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1. Introduction

Dendritic cells (DCs) are professional antigen-presenting
cells with the ability to suppress or instigate immune
responses and to bridge innate and adaptive immunity
[1]. Upon activation by damage- or pathogen-associated
signals, immature DCs undergo a maturation process char-
acterized by expression of surface antigens and cytokines
important for priming and activation of naïve T cells and
initiation of adaptive immune responses [2]. In addition,
DCs also play an important role in maintaining immuno-
logical tolerance [3]. Two major subtypes of DCs are
recognized according to morphology and cell marker
expression: CD11c-positive conventional or myeloid DCs
(cDCs) involved in the differentiation of CD4+ T helper
(Th) cells and CD123-positive plasmacytoid DCs (pDCs)
characterized by production of type I interferon, activation
of macrophages, and antiviral defense [2, 4, 5]. Except the
typical lymphoid organs such as the spleen and lymph
nodes, both types are routinely found in a broad spectrum
of nonlymphoid tissues including adipose tissue (AT),
where they have recently been implied in the development
of metabolic inflammation [2, 6, 7].

Chronic low-grade inflammation characterized by
increased accumulation of immune cells, especially macro-
phages and T lymphocytes, in adipose tissue is one of the
main mechanisms associating obesity with insulin resistance,
type 2 diabetes mellitus (T2DM), and atherosclerosis [8].
DCs with their capability to influence both T cells and mac-
rophages have been suggested as potential initiators of other
immune cell recruitment; however, their role in regulating
AT inflammation seems dependent on the actual adipose tis-
sue metabolic state. In lean animals, cDCs were shown to
promote an anti-inflammatory state and delay the onset of
obesity-induced chronic inflammation and insulin resistance
[9]. In contrast, long-term overnutrition induced a proin-
flammatory switch in their phenotype resulting in activation
of Th1 and Th17 responses [10, 11]. The presence of DCs was
also essential for AT macrophage recruitment and activation,
and high-fat diet increased local AT DC content in murine
models [12, 13]. Similarly, in humans, DCs were shown to
correlate positively with BMI in subcutaneous adipose tissue
(SAT) [10].

Despite the emerging data on adipose tissue DCs, little
is known about the presence of DCs in other than subcuta-
neous and abdominal visceral adipose tissue depots. Epicar-
dial adipose tissue (EAT) with its close proximity to
coronary arteries has recently been highlighted as an
important player in the development of coronary artery dis-
ease [14]. To date, only one experimental study on a
murine model of acute coronary syndrome has assessed
the presence of DCs in EAT, with no data available in
humans [15]. Moreover, the influence of fully developed
diabetes mellitus on adipose tissue DC count and pheno-
type has thus far not been addressed. To this end, we per-
formed a flow cytometry analysis of DCs and their
subtypes in peripheral blood and subcutaneous and epicar-
dial adipose tissue of subjects with and without type 2 dia-
betes mellitus undergoing elective cardiac surgery.

2. Methods

2.1. Study Subjects. Seventeen subjects without T2DM and
12 subjects with T2DM, all undergoing elective cardiac sur-
gery (coronary artery bypass graft implantation and/or val-
vular surgery), were included into the study. The diagnosis
of coronary artery disease was established by presurgical
coronarography. T2DM treatment included metformin (9
subjects), dipeptidylpeptidase-4 inhibitors (3 subjects), sul-
fonylurea derivatives (2 subjects), and insulin therapy with
multiple daily injections (1 subject). Written informed con-
sent was signed by each subject prior to inclusion, and the
study was approved by the Human Ethics Review Board,
First Faculty of Medicine and General University Hospital,
Prague, Czech Republic. The study was performed in accor-
dance with the principles of the Declaration of Helsinki as
revised in 2008.

2.2. Blood and Adipose Tissue Sampling. Blood samples were
taken at the beginning of surgery after overnight fasting.
Samples were centrifuged for 10min at 1000x g within
30min after withdrawal. Serum or plasma aliquots were sub-
sequently stored at -80 °C.

Analogously, 1-2 g of SAT and EAT was obtained at the
beginning of surgery immediately after sternotomy. EAT
was taken from the anterior interventricular sulcus or the
right margin of the heart, and SAT was obtained from the
sternotomy site. Freshly collected specimens in PBS buffer
(0.01M PBS, pH7.4) were used for flow cytometry, and
aliquots in RNAlater® solution (Ambion®- Invitrogen, Carls-
bad, California, USA) were stored at -80 °C and subsequently
used for determination of mRNA expression. Samples for
immunohistochemistry were immediately fixed in 4% form-
aldehyde and processed further.

2.3. Hormonal and Biochemical Assays. Serum levels of cyto-
kines were measured by the multiplex assay MILIPLEX®
MAP Human Cytokine/Chemokine Magnetic Bead Panel
(Merck KGaA, Darmstadt, Germany). Sensitivity for IFN-γ
was 0.8 pg/ml, for IL-6 0.9 pg/ml, for IL-8 0.4 pg/ml, and for
TNF-α 0.7 pg/ml. The intra- and interassay variabilities for
all analytes were between 5.0 and 15.0%. Serum high-
sensitivity C-reactive protein (hsCRP) levels were measured
by high-sensitivity ELISA kit (Bender MedSystems, Vienna,
Austria) with a sensitivity of 3 pg/ml. Insulin levels were mea-
sured by RIA kit (CIS Bio International, Gif-sur-Yvette,
France). Sensitivity was 2.0μIU/ml. The intra- and interassay
variabilities for all assays were between 5.0 and 10.0%.

Biochemical parameters were measured, and LDL choles-
terol was calculated at the Department ofMedical Biochemis-
try and Laboratory Diagnostics, General University Hospital,
Prague, Czech Republic, by standard laboratory methods.

2.4. Isolation of Stromal Vascular Fraction from Adipose
Tissue and Flow Cytometry. Standard 0.5-1.0 g amount of
adipose tissue was minced with sterile scissors, and visible
blood vessels were removed. Samples were washed with
PBS, digested by 0.01% collagenase (Collagenase from
Clostridium histolyticum, St. Louis, MO, USA) for 30min
at 37 °C, and centrifuged for 12min at 1200x g. Visible
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adipocytes were then manually collected from surface via a
pipette with subsequent repeated washings and removal
of remaining adipocytes from the supernatant. Finally,
samples were filtered through Falcon® 40μm Cell Strainer
(Becton, Dickinson and Company, Franklin Lakes, USA) to
eliminate any remnant adipocytes. Flow cytometry was
performed using freshly isolated and filtered stromal vascu-
lar fraction or EDTA whole blood. A total amount of
100μl of cell suspension with average 106 cell content
was labeled by monoclonal antibodies conjugated with
FITC (fluorescein isothiocyanate), PE (phycoerythrin),
PerCP (peridinin-chlorophyll protein complex), and APC
(allophycocyanin). For labelling a commercial lineage cock-
tail (CD3/CD14/CD16/CD19/CD20/CD56) FITC and
single-labelled antibodies CD11c PE, HLA-DR PerCP, and
CD123 APC (Exbio Prague, a.s., Vestec, Czech Republic)
were used. The samples were labeled in the dark for 30min
at 2–8 °C, and then red cells were lysed using Excellyse I
(Exbio Prague, a.s., Vestec, Czech Republic) according to
the manufacturer’s instructions. Finally, labelled cells were
analyzed on BD Accuri™ C6 (Becton, Dickinson and Com-
pany, Franklin Lakes, NJ, USA). Data analysis was performed
using FlowJo X 10.0.7r2 software (FlowJo, LCC, Ashland,
OR, USA). Gating strategy was as follows: doublets were
excluded, dendritic cells were gated according to HLA-DR
positivity and lineage cocktail negativity, and then CD11c-
positive and CD123-positive cells were assessed (Figure 1).
HLA-DR+ lineage DC cells are expressed as percentage of
single cells and their subtypes are expressed as percentage
of HLA-DR+ lineage- DCs to determine DC composition.
Minimal count of acquired events was 100,000.

2.5. Statistical Analysis. Statistical analysis was performed
and graphs were drawn using SigmaPlot 13.0 (SPSS Inc.,
Chicago, IL, USA). Results are expressed as mean ±
standard error of the mean (SEM). The unpaired t-test or
Mann-Whitney rank sum test and paired t-test or Wilcoxon
signed-rank test were used for the assessment of intergroup
differences, as appropriate. The Spearman or Pearson corre-
lation test was used to assess the association between DCs
and other measured parameters. Multiple linear regression
was used to assess the influence of T2DM, obesity, and cor-
onary artery disease on the presence of DCs in tissues. Base-
line data of all study subjects were used for correlation and
regression analyses. Statistical significance was assigned to
p < 0 05.

3. Results

3.1. Anthropometric and Biochemical Parameters. As
expected, subjects with T2DM had higher fasting glucose
and glycated hemoglobin levels along with increased BMI
(body mass index) relative to non-T2DM individuals.
Other anthropometric and biochemical parameters includ-
ing age, lipid profile, creatinine, and hsCRP were compara-
ble between both groups (Table 1). T2DM subjects showed
elevated circulating levels of TNF-α and MCP-1 relative to
the non-T2DM group, while no difference was present in
other measured cytokines (Table 2).

3.2. Dendritic Cells in Peripheral Blood, SAT, and EAT. The
total number of circulating DCs and their subtypes showed
no differences between both study groups (Figure 2).
T2DM subjects had reduced total DCs in SAT (1 57 ± 0 65
vs. 4 45 ± 1 56% for T2DM vs. non-T2DM, p = 0 041), while
showing a similar, though insignificant, tendency in EAT
(0 996 ± 0 33 vs. 2 46 ± 0 78% for T2DM vs. non-T2DM,
p = 0 171). In either group, the amount of total DCs was
comparable between SAT and EAT (Figure 2(a)). When
analyzing DC subsets, no difference in the percentage of
cDC could be seen between any of the studied groups or adi-
pose tissue pools (SAT: 15 7 ± 2 6 vs. 11 5 ± 3 2% for T2DM
vs. non-T2DM, p = 0 335; EAT: 16 2 ± 3 9 vs. 16 0 ± 4 6% for
T2DM vs. non-T2DM, p = 0 724) (Figure 2(b)). In contrast,
pDCs were increased in both SAT (13 5 ± 2 0 vs. 4 6 ± 1 9%
of DC cells, p = 0 005) and EAT (29 1 ± 8 7 vs. 8 4 ± 2 4%
of DC, p = 0 045) of T2DM relative to non-T2DM subjects
as well as in EAT of the T2DM group compared with corre-
sponding SAT (29 1 ± 8 7 vs. 13 5 ± 2 0% of DC, p = 0 020)
(Figure 2(c)).

3.3. Association of Dendritic Cells with Other Measured
Parameters. Total circulating DCs inversely correlated with
glycemia (R = −0 528, p = 0 004) and hsCRP (R = −0 399,
p = 0 048). Multiple linear regression showed glycemia as
the only independent predictor (p = 0 044, Adj Rsqr =
0 129). Circulating cDCs positively correlated with serum
IFN-γ (R = 0 425, p = 0 043) and inversely with C-peptide
(R = −0 486, p = 0 019) and hsCRP levels (R = −0 434, p =
0 030), with only C-peptide exerting an independent asso-
ciation (p = 0 012, Adj Rsqr = 0 262). No correlation of
total DCs, cDCs, or pDCs with any assessed parameters
was observed in either SAT or EAT.

Multiple linear regression showed that the prevalence
of DCs in EAT was associated with T2DM (p = 0 015),
but not with obesity (p = 0 051) or coronary artery disease
(p = 0 091), the Adj Rsqr = 0 424. Similarly, T2DM was the
sole positive predictor of pDCs in SAT (p = 0 025, Adj
Rsqr = 0 398) as well as in EAT (p = 0 036 for T2DM,
Adj Rsqr = 0 377) with neither obesity nor coronary artery
disease showing any association in either adipose tissue
depot. In contrast, cDC showed no correlation with either
T2DM, obesity, or CAD in any studied compartment.

4. Discussion

Dendritic cells are professional antigen-presenting cells
responsible for maintaining immunological tolerance and
coupling innate and adaptive immunity [7]. Adipose tissue
DCs have been suggested to contribute to adipose tissue
inflammation by regulating macrophage and T cell accumu-
lation and activation [2]. Here, we show that in subjects with
T2DM, total DCs are decreased in subcutaneous adipose tis-
sue compared with nondiabetic individuals, while the subset
of plasmacytoid DCs is increased both in SAT and EAT as
well as in EAT relative to SAT.

Compared with the evidence of positive association
between obesity and high-fat feeding and increased number
of AT DCs, data on the relationship between AT DCs and

3Mediators of Inflammation



insulin resistance or type 2 diabetes mellitus are much
scarcer. Bertola et al. [10] showed positive correlation
between DCmarker CD1c and HOMA index of insulin resis-
tance in SAT of subjects with and without T2DM and obe-
sity. In a murine model, Cho et al. [13] demonstrated that
the absence of the chemokine receptor CCR7, which is neces-
sary for the high-fat diet-induced accumulation of DCs in
adipose tissue, was associated with lower fasting glucose
and insulin levels. In another experimental study, mice
completely lacking DCs were protected against diet-induced
obesity and insulin resistance; however, in this model, DCs
were absent not only from adipose tissue but also from all
other organs including the liver, which may have also con-
tributed to the outcomes [12]. Here, we have rather surpris-
ingly found reduced numbers of total DCs in SAT of
T2DM subjects with a similar trend observed also in EAT
despite increased fasting glucose and higher BMI in the dia-
betic group. On the other hand, higher prevalence of total

DCs in SAT relative to EAT in both groups corresponds well
with the findings of Cho et al. [13], who reported increased
numbers of DCs in SAT compared with omental adipose
tissue in obese humans undergoing bariatric surgery. The
partial discrepancies with previous results are not easily
explained; however, as this is the first human study to directly
assess the number of DCs in diabetic vs. nondiabetic subjects,
no directly comparable data to verify these findings are avail-
able to date. Nevertheless, differences in DC assessment
methodology and limited transferability of animal data to
humans might have contributed to these outcomes. Clearly,
other studies on larger patient populations are needed to
clarify this issue.

Interestingly, while conventional DCs did not differ
between both groups, plasmacytoid DCs were increased in
diabetic subjects in both SAT and EAT in a manner
completely opposite to total DCs. These findings are in line
with the data of Ghosh et al. [16] who showed a positive
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Figure 1: Flow cytometry gating strategy. Gating strategy was as follows: (a) single cells were gated, (b) total dendritic cells were assessed, and
(c) CD11c+ conventional dendritic cells or (d) CD123+ plasmacytoid dendritic cells were gated.
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correlation between the expression of pDC-specific tran-
scripts (CLEC4C, INF signature genes) and HOMA index
of insulin resistance in visceral adipose tissue of obese dia-
betic subjects. They also confirm the results of a murine
model deficient in pDCs, in which the animals were pro-
tected from diet-induced obesity and insulin resistance [17].
Our findings thus suggest that in human adipose tissue,
pDCs might be more important for the development of insu-
lin resistance and T2DM than total or conventional DCs.

Epicardial adipose tissue, localized predominantly in the
atrioventricular and interventricular grooves and free wall
of the right ventricle, has been shown to be more proinflam-
matory than SAT and, due to its proximity to coronary arter-
ies and the absence of a dividing fascia, has been suggested to
directly contribute to the development of coronary artery dis-
ease [18–21]. Even though human data are rather limited,
especially compared with SAT and abdominal VAT, EAT
was reported to harbor most types of immune cells including
macrophages, different subsets of T lymphocytes, and natural
killer (NK) cells and B lymphocytes [15, 22, 23]. However, to
date, only minimal information on DCs in animal EAT has
been available, while no data exist for humans. In a model

of acute coronary syndrome, Horckmans et al. [15] showed
that acute ligation of coronary arteries was associated with
increased amount of DCs in EAT due to their migration from
the infarct site in the myocardium. This process was reversed
by B lymphocyte depletion or neutralization of granulocyte-
macrophage colony-stimulating factor (GM-CSF). Similarly,
in obese diabetic db/db mice, DCs accumulated predomi-
nantly in perivascular adipose tissue as compared with vessel
wall and total depletion of DCs improved vasorelaxation in
mesenteric arteries [24]. Here, we for the first time in humans
identify total as well as conventional and plasmacytoid DCs
in EAT. Strikingly, while total DCs tended to be lower in
EAT relative to corresponding SAT regardless of the pres-
ence of T2DM as well as in EAT of diabetic compared with
nondiabetic subjects and cDCs did not show any meaningful
difference between both groups and adipose tissue pools,
pDCs were significantly increased in EAT of T2DM individ-
uals relative to both corresponding SAT and EAT of nondia-
betics. This was corroborated by positive association between
EAT pDCs and the presence of T2DM in multiple regression
analysis. Interestingly, no independent relationship between
EAT pDCs and obesity or coronary artery disease could be
established in either group. As already mentioned, pDCs
might contribute to adipose tissue inflammation by a number
of mechanisms including macrophage recruitment and M1
polarization, maturation of conventional DCs, activation of
B and T cells, or altered immune-metabolic interplay result-
ing from increased type I IFN production [9, 12, 16, 25–28].
Collectively, these data suggest a specific proinflammatory
phenotype of EAT mediated by plasmacytoid DCs that is
further augmented by the presence of type 2 diabetes melli-
tus. This hypothesis is supported by a recent transcriptomic
analysis showing increased expression of a number of proin-
flammatory genes involved in TNF-α, NF-κB, and other
inflammatory pathways in EAT from diabetic relative to
nondiabetic individuals [29]. The cross-sectional nature of
our study does not enable us to dissect cause from conse-
quence; however, our data warrant further research into the
function of pDCs in EAT, as these cells might comprise a
potentially interesting target for therapeutic interventions.

The main limitations of our study include the relatively
low sample size and preexisting differences, albeit mostly
insignificant, in several baseline characteristics between
both groups including BMI and the prevalence of coronary
artery disease and arterial hypertension, even though multi-
ple regression analysis was performed to account for most
of the differences. Two different EAT sampling sites—anter-
ior interventricular sulcus and right cardiac margin—could
have also influenced the results as the periventricular and
pericoronary location of EAT was recently shown to have
different transcriptomic signatures [30]; however, sampling
location in our study was guided primarily by the availabil-
ity of EAT and thus could not be kept absolutely uniform in
all participants.

5. Conclusions

Taken together, our study demonstrated for the first time in
humans the presence of dendritic cells and their both

Table 2: The influence of T2DM on circulating cytokine levels.

Non-T2DM (n = 17) T2DM (n = 12)
TNF-α (pg/ml) 4 224 ± 0 443 8 285 ± 1 439x

IFN-γ (pg/ml) 6 737 ± 2 232 5 599 ± 1 813
IL-6 (pg/ml) 2 586 ± 1 914 2 663 ± 1 062
IL-8 (pg/ml) 1 732 ± 0 385 3 168 ± 0 758
IL-23 (pg/ml) 453 7 ± 87 3 264 3 ± 67 5
MCP-1 (pg/ml) 121 5 ± 8 6 148 3 ± 26 6
Data are presented as mean ± SEM. xp < 0 05 vs. without T2DM.

Table 1: Baseline characteristics of study subjects.

Non-T2DM T2DM

Number of subjects (males/females) 17 (14/3) 12 (9/3)

Age (year) 65 9 ± 3 3 66 2 ± 2 2
BMI (kg/m2) 27 4 ± 1 0 32 6 ± 1 2x

Fasting glycemia (mmol/l) 5 81 ± 0 24 8 55 ± 0 74x

HbA1c (mmol/mol) 36 9 ± 1 0 52 0 ± 3 4x

Total cholesterol (mmol/l) 3 85 ± 0 25 4 39 ± 0 24
HDL cholesterol (mmol/l) 1 11 ± 0 07 1 33 ± 0 17
LDL cholesterol (mmol/l) 2 22 ± 0 21 2 34 ± 0 16
Triglycerides (mmol/l) 1 24 ± 0 13 1 79 ± 0 36
hs C-reactive protein (mg/ml) 5 06 ± 1 89 9 83 ± 3 08
Creatinine (μmol/l) 81 2 ± 5 4 82 8 ± 4 8
Arterial hypertension (n, %) 14 (82.4%) 12 (100%)

LVEF (%) 56 6 ± 3 9 50 6 ± 5 7
Coronary artery disease (n, %) 9 (52.9%) 9 (75.0%)

Data are presented as mean ± SEM. xp < 0 05 vs. non-DM. LVEF: left
ventricular ejection fraction; CABG: coronary artery bypass graft.
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subtypes (conventional and plasmacytoid) in epicardial adi-
pose tissue. It further showed that type 2 diabetes mellitus
is associated with the reduction of total DCs in subcutaneous
adipose tissue, while pDCs are conversely increased in subcu-
taneous and even more in epicardial adipose tissue. These
findings suggest a potential role of pDCs in the development
of T2DM and as a future therapeutic target.
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Epithelial cells are known to have barrier functions in multiple organs and regulate innate immune responses. Airway epithelial
cells respond to IL-17 by altering their transcriptional profiles and producing antimicrobial proteins and neutrophil
chemoattractants. Although IL-17 has been shown to promote inflammation through stabilizing mRNA of CXCR2 ligands,
how IL-17 exerts its downstream effects on its target cells through epigenetic mechanisms is largely unknown. Using primary
human bronchial epithelial cells and immortalized epithelial cell line from both human and mouse, we demonstrated that
IL-17-induced CXCR2 ligand production is dependent on histone acetylation specifically through repressing HDAC5.
Furthermore, the chemokine production induced by IL-17 is strictly dependent on the bromodomain and extraterminal domain
(BET) family as BET inhibition abolished the IL-17A-induced proinflammatory chemokine production, indicating a pivotal role
of the recognition of acetylated histones. In combination with single-cell RNA-seq analysis, we revealed that the cell lines we
employed represent specific lineages and their IL-17 responses were regulated differently by the DNA methylation mechanisms.
Taken together, our data strongly support that IL-17 sustains epithelial CXCR2 ligand production through epigenetic regulation
and the therapeutic potential of interrupting histone modification as well as the recognition of modified histones could be
evaluated in neutrophilic lung diseases.

1. Introduction

The IL-17 cytokine family includes 6 members, which are
produced by multiple cell types [1] and signal through the
IL-17 receptor family [2]. IL-17RA is shared among many
IL-17 family members, while IL-17RC is the unique receptor
for IL-17 and IL-17F. IL-17 and IL-17F have been demon-
strated to be critical players in host defense and inflamma-
tory diseases [3–5]. Airway epithelial cells respond to IL-17
through producing antimicrobial proteins and neutrophil
chemoattractants, promoting to eradicate extracellular path-
ogens such as K. pneumoniae in the setting of host defense
[6] while contributing to tissue damage and lung pathology
in chronic inflammatory diseases [7].

The chemokine superfamily has expanded rapidly, since
the identification of CXCL8 (IL-8) and CCL2 (MCP-1) in
the late 1980s [8]. CXCR2 is mainly expressed on neutrophils
and mediates neutrophil migration to sites of inflammation
[9]. Several studies, including our previous work, have shown
that IL-17 is a key driver for the production of these CXCR2
ligands both in vitro and in vivo [10–12]. IL-17 can promote
chemokine production through mRNA stabilization and
prolongation of chemokine half-life [12–15]. However, this
mechanism does not explain why primary cells derived from
patients with chronic inflammatory diseases spontaneously
produce CXCR2 ligands without any further ex vivo stim-
ulation [16–18]. This leads us to hypothesize that the chro-
matin state of these loci has been modulated to become
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constitutively active and this active chromatin state leads to
enhanced chemokine production in these diseased settings.
Indeed, such permissive chromatin structural changes in
CXCR2 ligands have been observed in both skin infection
[19] and lung cancer [20].

To determine if there is any epigenetic regulation in
IL-17-mediated chemokine production in the lung epithelium,
we took advantage of several unique inhibitors targeting
various epigenetic pathways including DNA methylation and
acetylated histone recognition. Our study provides novel
findings on epigenetic regulation of IL-17 signaling in the
lung epithelial cells and suggests an alternative epigenetic
pathway to target the treatment and diagnosis of chronic
inflammatory diseases.

2. Results

The synergistic effects of IL-17 and TNF-α on the expression
of IL-17-induced responses are well established [2]. To deter-
mine if IL-17 alone can induce proinflammatory chemokine
production, we treated primary normal human bronchial
epithelial (NHBE) cells and examined the induction of
CXCR2 ligands. The data by RT-PCR and ELISA both sug-
gested that the induction was robust and consistent among
4 different donors (Figures 1(a) and 1(b)). Since we are par-
ticularly interested in the epigenetic regulation of this
induction, we mined RNA-seq data published earlier on
IL-17-stimulated primary NHBE cells with the focus on these

chemokines and genes that are involved in DNAmethylation
and histone modification. We found histone acetyltransferase
(HAT) expressions were unaltered while one of the histone
deacetylases, e.g., HDAC5, is significantly downregulated
(Figure 1(c), Figure S1), suggesting that IL-17 could enhance
these CXCR2 ligands through histone deacetylation. HDACs
have the ability to dynamically regulate gene expression
through the removal of acetyl groups from lysine residues.
This process subsequently changes the chromatin accessibility
and has major impacts on transcription.

Primary NHBE cells contain a heterogeneous population
(e.g., ciliated, secretory, and basal) and could have variability
in a number of responses. Therefore, to examine the underly-
ing mechanisms by IL-17, we chose an epithelial cell line
derived from a normal donor [21]. RNA-seq analysis on
IL-17-treated HBE1 cells demonstrated that the gene expres-
sion profile is similar between primary NHBE cells and HBE1
cell line (Figure 2), especially in terms of the CXCR2 ligand
induction including CXCL1, CXCL2, and CXCL8. CXCL5
expression was extremely low in these cells, and we were
unable to detect its expression by PCR (data not shown).
According to our single-cell RNA-seq analysis in the normal
human lung mononuclear cells, these cells had a similar gene
expression profile to bronchial epithelial cells which highly
express SCGB1A1 (Figure 3). In contrast, the more type II
cell-like population (marked by more SFTPC) seemed to be
the CXCL5 producers while both populations seemed to pro-
duce other CXCR2 ligands to the same degree (Figure 3).

Control IL-17A
0.01

0.1

1

10

100

CXCL2

p = 0.0782

Control IL-17A
0.0

0.5

1.0

1.5

2.0

2.5

CXCL5

Control IL-17A0

200

400

600

CXCL8

Control IL-17A
0

20

40

60

80
100

CXCL1

Re
la

tiv
e e

xp
re

ss
io

n 
to

 H
P
R
T

⁎⁎⁎ ⁎ ⁎

(a)

Control IL-17A
0

5000

10000

15000

20000
CXCL8

pg
/m

l

⁎⁎

(b)

0.125 1 8

CXCL2

CXCL5

IL8

HDAC5

CXCL1

CXCL2

CXCL5

IL8

HDAC5

CXCL1

IL-17Media

IL-17
Media

1 10 100 1000 10000

⁎

⁎

⁎

⁎

⁎

(c)

Figure 1: IL-17A induces proinflammatory chemokine production in primary human airway epithelial cells. (a) NHBE cells from 4 donors
(derived from CORE donors) were established in the air-liquid interphase culture and treated with human recombinant IL-17A protein
100 ng/ml or control medium for 48 h. RT-PCR was performed to detect chemokine mRNA level. (b) Supernatant at 48 h was
collected to measure the CXCL8 protein level by ELISA. (c) Heat map of the expression of multiple CXCR2 ligands and HDAC5
expression in normal HBE cell cultured in air-liquid interphase in the presence or absence of 100 ng/ml IL-17 in basal media for 48 h.
∗p < 0 05; ∗∗p < 0 01; ∗∗∗p < 0 001; by paired t-test, one-tailed.
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Ingenuity Pathway Analysis (IPA) identified several top
canonical pathways that were related to IL-17 signaling in a
variety of cell types including the role of IL-17A in psoriasis,
IL-17A signaling in fibroblasts, and differential regulation of
cytokine production in intestinal epithelial cells by IL-17A
and IL-17F (Figure S2A), suggesting HBE1 cells were IL-17
responsive and could be used to study signaling pathways
mediated by IL-17. With the same dataset and the same
upstream regulator analytic setting from the IPA software,
several signaling pathways associated with innate immunity
(lipopolysaccharide, TLR4) and inflammation (TNF, IL1A,
and IL17C) (Figure S2B) were identified, similar to an
analysis on the bronchial epithelium carried out earlier
using an in vivo model [6], further proved that the HBE1
cell lines could serve as a tool for investigating the role of
IL-17 in the lung epithelial cells.

Histone acetylation usually increases chromatin accessi-
bility and based on the RNA-seq data from primary NHBE
cells (Figure 1(c)), we decided to test if histone deacetylation
would affect the IL-17 signaling by overexpressing HDAC5
using adenoviral transduction. HDAC5 overexpression was

successfully achieved as assessed by PCR (Figure 4(a)) and
Western blotting (Figure 4(b)). More importantly, CXCR2
ligand gene expression including CXCL1, CXCL2, and
CXCL8 was substantially repressed (Figure 4(c)), and this
was also confirmed at CXCL8 protein level (Figure 4(d)).

Chromatin remodeling is well known accomplished
through two main mechanisms: histone modification and
DNAmethylation. To explore the potential regulatory mech-
anism in IL-17-induced chemokine production in lung epi-
thelial cells, we treated IL-17-stimulated HBE1 cells with
5-azacytidine (5AZ), a DNA methyltransferase inhibitor.
However, inhibition DNA methyltransferase activity did
not cause significant CXCR2 ligand induction or reduction
in these cells, compared to single IL-17-stimulated HBE1
cells (Figure 5), suggesting that histone acetylation rather
than DNA methylation is a key regulator in these cells. In
contrast, when these cells were treated with a small molecule
inhibitor (CPI) which blocks BET bromodomain binding,
IL-17-induced CXCR2 ligand production was substantially
reduced (Figure 6), suggesting an essential role of the recog-
nition of acetylated histones in this pathway. To further

GPRASP2

Treatment
HBE1_IL17_5_S9_R1_001(GE) HBE1_IL17_6_S10_R1_001(GE) HBE1_cont_2_S8_R1_001(GE) HBE1_cont_1_S7_R1_001(GE)

CPA4
PCDH20

MINOS1_NBL1
RN7SL1

S1PR3
AFAP1L2

RCSD1
KRT15

SERF1A
RN7SL2

RPL21P75

IRAK2

C15orf48

ABCA10

CXCL1
SAMSN1

NNMT
P13

C3
NFKBIZ

ZC3H12C

ZC3H12A
LCN2

PDZK1IP1
CCL20

SLC6A14
SAA1

BIRC3
SGPP2
CD74

S100A9
S100A8
S100A7

REL
OSBP2

KMT2D
PALM2-AKAP2

NME1-NME2
LSM12P1

TGIF2-C20orf24

BOLA2B
SPRR2A
INHBA

<0.6 0.7 0.8 0.9 1.11 1.2 1.3 1.4 1.5

IL17

Control

Treatment (Metadata layer #1)

BUB1B-PAK6

CSF3

KYNU
FEZ1

NAB1

IKBKE
GTF2IP1

SAA2-SAA4

CCDC24
EPGN

CXCL3

MAP3K8

CXCL8
SAA2

CXCL2
MMP15

CIITA
UCA1

SERPINB13
SCEL

KRT13
EIF3ECL
EIF3EP3

LOC107987279

OLFML2A
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investigate whether this epigenetic regulation is specific to
human cells, we treated the mouse lung epithelial cell line,
MLE12, with IL-17 in the presence or absence of 5AZ or
CPI (Figure 7). Interestingly, CXCL1 induction was further
enhanced by the inhibition of DNA methylation, suggesting
that these murine cells or type II-like cells [22] can be regu-
lated at DNA methylation level. However, BET inhibition
again substantially reduced the CXCL1 expression, indicat-
ing that BET binding is essential for the induction of IL-17
downstream chemokines and this regulation is conserved
in mammals. We also conducted RNA-seq analysis on
IL-17-treated MLE12 cells and confirmed CXCL1 as one
of the top induced genes (Figure 8) and IPA analysis also
suggested enrichment of the IL-17A and NF-κB signaling
pathways (Figure S3).

3. Discussion

IL-17 has been implicated to play essential roles in many
proinflammatory lung diseases including asthma and cystic
fibrosis (CF). In CF patients, chronic Pseudomonas aerugi-
nosa (PA) infection leads to increased mortality by promot-
ing irritated airway inflammation and cumulative lung
damage in CF patients [23]. IL-17 levels elevated in the spu-
tum during CF exacerbations [24], and CD4+ Th17 cells are
identified as a critical source of IL-17 in the CF lung [25].
Indeed, PA-specific Th17 responses have been observed in
the lymph nodes from patients with CF [25]. Although
IL-17-mediated inflammation is essential for the clearance
of extracellular pathogens such as K. pneumoniae and C. albi-
cans [3] in several acute infection models, recent studies also

suggested a possible detrimental role of the IL-17 down-
stream signaling in a chronic PA lung infection model
through recruitment of neutrophils [26, 27]. Furthermore,
HCO3

‑ is indispensable for the antimicrobial function of
the CF airway [28], and HCO3

‑ transport can be regulated
in normal human bronchial epithelial cells, however, in a cys-
tic fibrosis transmembrane conductance regulator- (CFTR-)
dependent fashion [29]. Thus, in the absence of functional
CFTR, IL-17 likely contributes to pathological inflammation
[3], and IL-17 itself or its downstream signaling may repre-
sent a novel target to manage the neutrophilic lung inflam-
mation in CF. In this study, normal human and mouse
cell lines were used to identify key epigenetic mechanisms
of chemokine production induced by IL-17, suggesting these
pathways are not unique to CF and these implications can be
adapted to other lung diseases such as asthma and chronic
obstructive pulmonary disease (COPD).

Epigenetic marks on histones are related to transcrip-
tional processes. For example, trimethylated histone H3K4
is enriched at promoters [30], while monomethylated
H3K4 and acetylated H3Lys27 (H3K27ac) are enriched at
active enhancers [31, 32]. The bromodomain and extraterm-
inal domain (BET) family proteins, including BRD2, BRD3,
BRD4, and BRDT, contain two bromodomains, which
recognize and interact with acetylated histones and other
acetylated proteins with varying degrees of affinity. Small-
molecule BET inhibitors mimic the acetyl moiety and insert
into the bromodomain acetyl-lysine-binding pocket, which
is unique to the BET family proteins. It has been shown that
BRD4 plays a critical role in IL-1b-induced inflammation in
human airway epithelial cells [33], and we have confirmed

CXCL1 CXCL5

CXCL8 SFTPC

CXCL2 

SCGB1A1

Figure 3: Human lung scRNA-seq. Cells were grouped into several clusters. The classification of specific cell types was inferred from the
annotation of cluster-specific genes and based on expression of some well-known markers of certain cell types. CXCL1, CXCL2, CXCL5,
CXCL8, SCGB1A1, and SFTPC expression cells were displayed in the cell population separately. The darker the color the cell was labelled,
the higher mRNA level of target gene the cell had (the light green cells were the ones without the target gene expression).
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high levels of expression of BRD2, BRD3, and BRD4 in pri-
mary HBE cells as well as bronchial brushings obtained by
clinical bronchoscopy [34], making BET inhibitors ideal
candidates for blocking the constitutively active loci that
have active histone marks. BET inhibition has been shown
to reduce naive T cells differentiate into Th17 cells [35], con-
sistent with the data showing that suppression of IL-17 pro-
duced by T cells isolated from CF lungs following BET
inhibition. We believe that the optimal suppression of air-
way inflammation will be achieved by targeting both the
production of IL-17 and the downstream chemokine

expression. This may be critically true for chronic diseases
where the genomic landscape of CXCR2 ligands is altered
in the lung epithelium. Indeed, we found CXCR2 ligand pro-
duction in epithelial cells can be inhibited by a BET inhibi-
tor. However, the exact mechanism as to which histone
modification yielded the inhibition needs further definition
by the chromatin immunoprecipitation assay.

Primary HBE cells are heterogeneous and can be difficult
to manipulate in knockdown and overexpression experiments.
Thus, we used the cell lines, HBE1 and MLE12. Histone acet-
ylation is regulated by both histone acetyltransferases (HATs)

Re
la

tiv
e e

xp
re

ss
io

n 
to

 H
P
R
T

0.0

0.4

0.8

1.2
HDAC5

NTC Adv-HDAC5

⁎⁎

(a)

HDAC5

𝛽-Actin

NTC + + + − − −
Adv-HDAC5 − − − + + +

(b)

Re
la

tiv
e e

xp
re

ss
io

n 
to

 H
P
R
T

0.0

0.1

0.2

0.3
CXCL1

NTC Adv-HDAC5 NTC Adv-HDAC5 NTC Adv-HDAC5

⁎

⁎

0.0

0.1

0.2

0.3
CXCL2

⁎⁎⁎

⁎

0.00

0.05

0.10

0.15

0.20

0.25
CXCL8

⁎⁎

⁎⁎

⁎⁎

Control IL-17A Control IL-17A Control IL-17A Control IL-17A Control IL-17A Control IL-17A

(c)

0

200

400

600
CXCL8

pg
/m

l

NTC Adv-HDAC5

⁎

⁎

Control IL-17A Control IL-17A

(d)

Figure 4: Induction of proinflammatory chemokines mediated by IL-17A can be suppressed by overexpressing HDAC5. HBE1 cells were
plated 0.08-0.15 million cells per well in a 12-well plate. When 70-80% confluent, cells were transfected with 0.1moi human HDAC5
adenovirus and nontarget adenovirus in 300 μl medium, respectively, for one hour, and then we added 100 ng/ml h-IL-17A protein or
700μl control medium directly into each corresponding well in both adenovirus-infected groups. 24 h after transfection, (a) HDAC5, (c)
CXCL1, CXCL2, and CXCL8 mRNA levels were determined by RT-PCR. (d) 48 h supernatant after transfection was collected. CXCL8
protein level was achieved by ELISA. ∗p < 0 05; ∗∗p < 0 01; by paired t-test, two-tailed. (b) HDAC5 protein level of cells with adenovirus
transfection for 24 h was detected by Western blotting (β-actin as reference). This experiment has been repeated.
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and HDAC enzymes. We did not hypothesize a regulatory
mechanism by HAT as our RNA-seq data showed that HAT
expression was not affected by IL-17 stimulation. However,
in the experiments with HDAC overexpression, HAT can play
a role to compromise the effect of altered HDAC5 expression,
which may explain why we observed a modest effect using
adenovirus overexpressing HDAC5 (Figure 4). Thus, the
expression of HATs will be further examined by RNA-seq.
HDAC5 phosphorylation and subcellular distribution have
been implicated in regulating gene expression [36, 37] and
could be carefully determined by Western blot in the future.

In this study, we observed major differences in DNA
methylation regulation in human cells (Figure 5) vs. mouse
cells (Figure 7). As to a certain gene expression, different
organisms/tissues use different epigenetic machinery, so do
different species. We found differential expression of Hu-
antigen R (HuR), encoded by ELAVL1, in HBE1 and MLE12
cells (Figure S4). The ubiquitously expressed HuR protein
was recently shown to regulate the expression of DNA
methyltransferases posttranscriptionally [38]. Therefore, the
lower expression of ELAVL1 may explain why HBE1 cells are
less sensitive to DNA methyltransferase inhibition, indicating
that a tissue-specific targeting of epigenetic regulation should

be considered in future drug development. The observed
differences are also likely due to sequence differences in the
mouse and human genome, for example, differences in CpG
island distribution near the promoter regions could lead to
the loci to be more resistant to DNA methylation.

Taken together, our data support IL-17 enhances che-
mokine production in lung epithelial cells through histone
modification and recognition and the therapeutic potential
of interrupting this pathway could be evaluated in IL-17-
mediated diseases.

4. Materials and Methods

4.1. Primary Cell Culture and Stimulation.Human lung paren-
chyma tissue was processed to isolate mononuclear cells, as we
previously described [34]. Cells were used for single-cell RNA
sequencing (scRNA-seq) analysis.

Normal human bronchial epithelial cells (NHBE cells)
obtained from the University of Pittsburgh tissue and cell
core lab were prepared according to the previously described
methods approved by the University of Pittsburgh IRB [39].
Cells established in the air-liquid interphase culture were
exposed to 100ng/ml human recombinant IL-17A protein
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Figure 5: DNA methyltransferase inhibition in HBE1 cells. HBE1 cells were plated 0.08-0.15 million cells per well in a 12-well plate. After
incubating with BronchiaLife™ Epithelial Airway Medium overnight, cells were treated with control medium, 100 ng/ml h-IL-17A protein,
1μM 5-azacytidine, and 100 ng/ml h-IL-17A plus 1 μM 5-azacytidine, respectively. 6 h after stimulation, chemokine production (a)
CXCL1, (b) CXCL2, and (c) CXCL8 was determined by RT-PCR. (d) 24 h supernatant was collected, and CXCL8 protein level was
obtained by ELISA. ∗p < 0 05; ∗∗p < 0 01; ∗∗∗p < 0 001; by paired t-test, two-tailed. This experiment has been repeated.

6 Mediators of Inflammation



(BioLegend, Cat# 570506) or control medium for 48 h. Cells
were harvested in a QIAGEN RLT buffer for further gene
expression detection.

4.2. Cell Line Culture and Stimulation.Human bronchial epi-
thelial cell line HBE1 cells [21] were cultured in complete a
bronchial epithelial airway medium (BronchiaLife™ Epithe-
lial Airway Medium Complete Kit, Lifeline, LL-0023). Cells
were plated 0.08-0.15 million cells in 1ml medium per
well in a 12-well plate. Around 80% of confluence, cells were
then treated with control medium, 100ng/ml h-IL-17A pro-
tein, 1μM 5-azacytidine (Sigma, Cat# A2385), 200 nM CPI
(Cayman, Cat# 15479), 100 ng/ml h-IL-17A plus 1μM5-aza-
cytidine, and 100 ng/ml h-IL-17A plus 200nM CPI, respec-
tively, for 6 h or 24h. At 6 h time point, cells were lysed in a
RLT buffer with 2-mercaptoethanol for RNA extraction and
later gene expression; at 24 h time point, supernatant was col-
lected for ELISA. Cells stimulated with or without 100ng/ml
h-IL-17A medium for 24 h were harvested for mRNA-seq.

Murine lung epithelial cell line MLE12 cells [22]
were cultured with HITES (DMEM/F12 with hydrocorti-
sone, insulin, transferrin, estradiol, and selenium) medium

containing 10% fetal bovine serum (FBS) and antibiotics
at 37°C in an incubator containing 5% CO2. Similar to
HBE1 cells, MLE12 cells were stimulated with a control
medium, 50 ng/ml m-IL-17A protein (BioLegend, Cat#
576004), 1μM 5-azacytidine, 200 nM CPI, 50 ng/ml h-IL-
17A plus 1μM 5-azacytidine, and 50ng/ml h-IL-17A plus
200 nM CPI, respectively, for 6 h or 24 h. 6 h after stimula-
tion, cells were obtained for further RNA extraction and
mRNA-seq; 24 h after stimulation, supernatant was collected
for protein measurement.

4.3. HDAC5 Overexpression. HBE1 cells were plated
0.08-0.15 million cells per well in a 12-well plate. When
70-80% confluent, cells were transfected with 0.1moi human
HDAC5 adenovirus (a.b.m., Cat# 096660A) and nontarget
adenovirus (a.b.m., Cat# 000541A) in 300μl medium, respec-
tively, for one hour, and then we added 100ng/ml h-IL-17A
protein or 700μl control medium directly into each corre-
sponding well in both adenovirus-infected groups. 24 h after
transfection, cells were harvested for protein and gene
expression measurement; 48 h after transfection, supernatant
was obtained for protein detection.
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Figure 6: Induction of proinflammatory chemokines is dependent on BET. Human bronchial epithelial cell line HBE1 cells were plated
0.08-0.15 million cells per well in a 12-well plate. After incubating with BronchiaLife™ Epithelial Airway Medium overnight, cells were
treated with control medium, 100 ng/ml h-IL-17A protein, 200 nM CPI, and 100 ng/ml h-IL-17A plus 200 nM CPI, respectively. 6 h after
stimulation, (a) CXCL1, (b) CXCL2, and (c) CXCL8 mRNA levels were determined by RT-PCR. (d) 24 h after stimulation, supernatant
was collected and CXCL8 protein level was measured by ELISA. ∗p < 0 05; ∗∗p < 0 01; ∗∗∗p < 0 001; by a one-way ANOVA test. It is the
representative figure from 4 experiments.
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4.4. RNA Extraction and cDNA Synthesis. RNA was extracted
from cell samples with RNeasy Miniprep Kit (QIAGEN, Cat#
74136; Zymo Research, Cat# R1055), according to the manu-
facturer’s instructions. Further cDNA was constructed with
qScript™ cDNA Synthesis Kits (Quantabio, Cat# 95047-100).

4.5. Real-Time PCR. Real-time PCR was conducted with
the Bio-Rad CFX96 system employing TaqMan PCR Mas-
ter Mix (Bio-Rad, Cat# 1725284) and premixed primers/
probe sets (mouse: CXCL1 (Mm04207460_m1) and Hprt
(Mm03024075_m1); human: CXCL1 (Hs00236937_m1),
CXCL2 (Hs00601975_m1), CXCL5 (Hs01099660_g1), CXCL8
(Hs00174103_m1), HDAC5 (Hs00608351_m1), and HPRT
(Hs02800695_m1)) from Thermo Fisher Scientific.

4.6. ELISA. ELISA kits were used for detecting human CXCL8
(BioLegend, Cat# 431505) and mouse CXCL1 (R&D Systems,
Cat# DY453). The procedures were performed in strict accor-
dance with the manufacturer’s protocol.

4.7. Western Blotting. Equal amount of protein (30μg) was
separated by Bolt™ 4-12% Bis-Tris Plus Gels (Thermo Fisher,

Cat# NW04122BOX) and then electrophoretically trans-
ferred onto nitrocellulose membranes. The membranes were
then blocked for 1 hour with 5% skim milk in Tris-buffered
saline (TBS) Tween 20 and probed with specific primary
antibodies (HDAC5: Abcam, Cat# ab55403; β-actin: Abcam,
Cat# ab8226) at 4°C overnight. After washing the primary
antibodies with TBS Tween 20, the blots were incubated with
appropriate horseradish peroxidase-conjugated secondary
antibodies for 2 hours at room temperature. Images were
captured by ChemiDoc™ MP Imaging System (Bio-Rad,
Cat# 12003154).

4.8. ScRNA-seq and mRNA-seq. ScRNA-seq libraries were
constructed according to the “Single Cell 3’ Reagent Kits
v2 User Guide” (10X Genomics). Generally, single-cell
population was barcoded, and barcoded cDNA was prepared
inside each cell by reverse transcription. Cell lysis followed,
and then cDNA library was achieved through a released
barcoded cDNA amplification. Following fragmentation,
end repair, and addition of a single A base, double-sided size
selection was used to isolate cDNA around 200 bp. Further
adaptor ligation, sample index PCR amplification, and
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Figure 7: Epigenetic regulation of IL-17 pathway in mouse airway epithelial cells. Murine lung epithelial (MLE12) cells were cultured with
HITES (hydrocortisone, insulin, transferrin, estradiol, and selenium) medium containing 10% fetal bovine serum (FBS) and antibiotics at
37°C in an incubator containing 5% CO2. Cells were treated with control medium, 50 ng/ml m-IL-17A protein, 1 μM 5-azacytidine,
200 nM CPI, 50 ng/ml h-IL-17A plus 1μM 5-azacytidine and 50 ng/ml h-IL-17A plus 200 nM CPI, respectively. 6 h qPCR was performed
for Cxcl1 mRNA production with (a) IL-17A/5-azacytidine and (c) IL-17A/CPI-treated cells. 24 h supernatant was collected to reach
CXCL1 protein level by ELISA for (b) IL-17A/5-azacytidine and (d) IL-17A/CPI-treated cells. ∗p < 0 05; ∗∗p < 0 01; ∗∗∗p < 0 001; ∗∗∗∗p <
0 0001; by a one-way ANOVA test. It is the representative figure from 4 experiments.
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another double-sided size selection, the final 300∼600 bp
DNA sequencing library was constructed and sequenced on
Illumina HiSeq by Novogene (Chula Vista, CA). The
RNA-seq analysis methodology was published previously
[40]. Heat maps were generated by CLC Genomics Work-
bench (QIAGEN Inc.).

4.9. Statistics. All data analyses were performed with Prism
7.0 (GraphPad). The one-way ANOVA test was used for
the comparison of gene expression among the three groups.
For other comparisons between the paired two groups,
paired Student’s t-test was performed.

Data Availability

The RNA-seq data used to support the findings of this study
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Supplementary Materials

Supplementary 1. Figure S1: heat map of the expression of
multiple HDAC expression in normal HBE cell cultured in
air-liquid interphase in the presence or absence of 100ng/ml
IL-17 in basal media for 48 h.
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Supplementary 2. Figure S2: IPA analysis for gene expression
in human bronchial epithelial cells (HBE1) cultured in
BronchiaLife™ Epithelial Airway Medium, stimulated with
or without 100ng/ml IL-17A for 24 h.

Supplementary 3. Figure S3: IPA analysis for gene expression
in murine lung epithelial (MLE12) cells treated with 50 ng/ml
IL-17A or control medium for 6 h.

Supplementary 4. Figure S4: baseline HuR expression level
in both human HBE1 and mouse airway epithelial cell
line MLE12 cells. Total transcript counts of HuR from
mRNA sequencing data of HBE1 and MLE12 cells without
any stimulation.

Supplementary 5. Figure S5: original Western blotting mem-
brane scan pictures. The membrane was cut into 2 parts.
Two different protein markers were loaded to show the
protein size (ladder labelled on the left side: ExcelBand™
3-color Pre-Stained Protein Ladder, PM5200, SMOBIO;
ladder labelled on the right side: MagicMark™ XP Western
Protein Standard, LC5602, Invitrogen). Sample conditions
were also listed.
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The effect of taxifolin on cisplatin-induced oxidative pulmonary damage was investigated biochemically and histopathologically in
male albino Wistar rats. There were four groups, with six animals in each group: 50mg/kg of taxifolin plus 2.5mg/kg of cisplatin
(TC) group, 2.5mg/kg of cisplatin only (CIS) group, 50mg/kg of taxifolin only (TG) group, and a healthy control group (HG). In
terms of the experimental procedure, the animals in the TC and TG groups were first treated via oral gavage. The CIS and HG
groups received distilled water as solvent, respectively. One hour later, the TC and CIS groups received cisplatin at a dose of
2.5mg/kg (injected intraperitoneally). Taxifolin, cisplatin, and the distilled water were administered at the indicated dose and
volume, using the same method daily for 14 d. At the end of this period, the animals were killed with a high dosage of
thiopental anaesthesia (50mg/kg). Blood and lung tissue samples were taken for biochemical (malondialdehyde (MDA),
myeloperoxidase (MPO), total glutathione (tGSH), and 8-hydroxy-2 deoxyguanosine (8-OHdG)) analyses and histopathological
examinations. The biochemical and histopathological results in the TC and HG groups were then compared with those in the
CIS group. Cisplatin increased the levels of MDA, myeloperoxidase, and 8-OHdG, a marker of oxidative DNA damage, and
reduced the amount of tGSH in the lung tissue. Moreover, severe alveolar damage, including oedema and extensive alveolar
septal fibrosis, in addition to infiltration of polymorphic nuclear leucocytes and haemorrhagic foci, was observed in the CIS
group. These histopathological findings demonstrate that taxifolin provides protection against pulmonary oxidative stress by
preventing increases in oxidant parameters and decreases in antioxidants.

1. Introduction

Cisplatin (cis-dichlorodiammine platinum II) is a platinum
compound and antineoplastic drug, with broad-spectrum
activity against various solid cancers [1, 2]. The anticancer
activity of cisplatin increases in accordance with dose aug-
mentation, but increased cisplatin doses cause severe side
effects [3]. The reported side effects include oxidative stress,
which affects the lungs and various other tissues and organs
[4]. Interstitial inflammation, fibrosis, structural pulmonary
damage, and other severe complications have also been
reported during cisplatin chemotherapy [5]. These adverse
effects of cisplatin-induced pulmonary damage have been

attributed to increased lipid peroxidation caused by free
oxygen radicals and decreases in antioxidant parameters
[6]. Previous research showed that cisplatin increased the
amount of malondialdehyde (MDA) in animal lungs,
reduced enzymatic and nonenzymatic antioxidant levels,
and caused severe DNA damage [7]. In another study, the
authors reported oxidative DNA damage in the lung tissue
of a cisplatin-treated group [8]. In this group, the levels of
total oxidants were high, whereas those of antioxidants were
low [8].

Based on the literature, both oxidative stress and DNA
damage appear to be important in the pathogenesis of cis-
platin tissue and organ toxicity. Thus, a drug that did not
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induce oxidative stress and exhibited anticancer activity
would reduce cisplatin-related pulmonary toxicity. Taxifolin
(3,3′,4′,5,7-pentahydroxiflavanon), a flavanone found in
onions, milk thistle, French maritime, and Douglas fir bark,
has a known antioxidant activity [9, 10]. Furthermore, previ-
ous studies suggested that taxifolin was effective against var-
ious types of cancer [11, 12]. Thus, the literature suggests
that taxifolin may reduce lung toxicity without suppressing
the anticancer effects of cisplatin, possibly potentiating its
anticancer activity. No previous studies have investigated
the effect of taxifolin on cisplatin-induced lung toxicity.
Therefore, the aim of this study was to examine the protec-
tive effect of taxifolin against cisplatin-induced oxidative
pulmonary damage in rats via biochemical and histopatho-
logical analyses.

2. Material and Methods

2.1. Animals. Experimental animals were obtained from
Ataturk University Medical Experimental Application and
Research Centre. In total, 18 male albino Wistar rats (weight:
255–265 g) were used in the experiment. Prior to the experi-
ment, the animals were housed in groups in a normal labora-
tory environment (22°C). The animal experiments were
performed in accordance with the National Guidelines
for the Use and Care of Laboratory Animals and were
approved by the local animal ethics committee of Ataturk
University (AUHADYEK), Erzurum, Turkey (decision
date: 27.04.2018; no. 119).

2.2. Chemicals. Thiopental sodium used in the experiment
was supplied by IE Ulagay (Turkey), cisplatin (Ebewa) was
supplied by Liba (Turkey), and taxifolin was supplied by
Evalar, (Russia).

2.3. Experimental Groups. The animals were divided into four
groups, with six animals in each group: 50mg/kg of taxifolin
plus 2.5mg/kg cisplatin (TC) group, 2.5mg/kg cisplatin only
(CIS) group, 50mg/kg of taxifolin only (TG) group, and a
healthy control group (HG).

2.4. Experimental Procedure. A 50mg/kg dose of taxifolin
was administered via oral gavage to the TC and TG groups.
Distilled water as solvent was administered to the CIS and
HG groups. In accordance with previous research that exam-
ined the protective effects of drugs against cisplatin toxicity
[13], 1 h after the application of taxifolin and distilled water,
cisplatin at a dose of 2.5mg/kg was injected intraperitoneally
in the TC and CIS groups. Taxifolin, cisplatin, and distilled
water at the indicated dose and volume were administered
daily for 14 d using the same method.

At the end of the 14 d period, blood samples were taken
from the tail veins of the animals. The animals were then
killed with a high dosage of thiopental anaesthesia (50mg/
kg), and lung tissues were removed. Malondialdehyde
(MDA), myeloperoxidase (MPO), and total glutathione (tG
SH) levels in the blood and lung tissue samples were mea-
sured. In addition, 8-hydroxy-2 deoxyguanosine (8-OHdG),
a marker of DNA oxidative damage in the lung tissue, was
measured, and histopathological examinations were carried

out. The biochemical and histopathological results obtained
in the TC, TG, and HG groups were compared with those
in the CIS group.

2.5. Biochemical Analyses

2.5.1. Sample Preparation. The blood samples from the tail
veins were collected in separation gel Vacutainer serum
tubes. The blood samples were incubated for 15min at room
temperature, and the serum was separated by centrifugation
at 1,500×g for 15min. The serum samples were stored at
-80°C until used in the biochemical analysis. Prior to lung
dissection, the tissue was rinsed with phosphate-buffered
saline. The lung tissues were homogenized in ice-cold phos-
phate buffers (50mM, pH7.4) appropriate for the measured
parameter. The tissue homogenates were centrifuged at
5,000 rpm for 20min at 4°C, and the supernatants were
extracted to analyse the tGSH, MDA, and MPO levels and
protein concentrations. The protein concentration of the
supernatant was measured using the Bradford method and
expressed by dividing to grams of protein [14].

2.5.2. MDA Levels in Serum and Tissue Samples. The mea-
surement of MDA was based on the method of Ohkawa
et al. [15], with spectrophotometric measurements of the
absorbance of the pink-coloured complex formed by thiobar-
bituric acid and MDA. The serum/tissue homogenate sample
(0.1ml) was added to a solution containing 0.2ml of 80 g/l of
sodium dodecyl sulphate, 1.5m of 200 g/l of acetic acid,
1.5ml of 8 g/l 2-thiobarbiturate, and 0.3ml of distilled water.
The mixture was then incubated at 95°C for 1 h. Upon cool-
ing, 5ml of n-butanol : pyridine (15 : 1) was added. The mix-
ture was vortexed for 1min and centrifuged for 30min at
4,000 rpm. The absorbance of the supernatant was measured
at 532nm. A standard curve was obtained using 1,1,3,3-tetra-
methoxypropane [15].

2.5.3. MPO Activity in Serum and Tissue Samples. The
method of Bradley et al. [16] was used to determine MPO
activity in serum and tissue homogenates. Hydrogen peroxide
(H2O2) in phosphate buffer (50mM, pH6) was used as sub-
strate. Serum/tissue homogenate (20μl) was added to 280μl
of assay buffer (7.0mg of O-dianisidine HCl and 5ml of
0.0005%H2O2 in 40ml of phosphate buffer). TheMPO activ-
ity was kinetically measured at 460nm for 5min [16].

2.5.4. tGSH Level in Serum and Tissue Samples. The method
of Sedlak and Lindsay [17] was used to measure tGSH. A
cocktail solution (5.85m of 100mM sodium phosphate
buffer, 2.8m of 1mM 5,5′-dithiobis(2-nitrobenzoic acid)
(DTNB), 3.75ml of 1mM NADPH, and 80μl of 625U/l glu-
tathione reductase) was prepared. DTNB disulphide is chro-
mogenic in medium. It is reduced by sulfhydryl groups and
produces a yellow colour, which is measured by spectropho-
tometry at 412 nm. Before the measurement of tGSH, 0.1ml
of metaphosphoric acid was added to 0.1ml of the serum/tis-
sue homogenate and centrifuged for 2min at 2,000 rpm for
deproteinization. This cocktail solution (0.15ml) was then
added to 50μl of the supernatant. A standard curve was
obtained using GSSG [17].
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2.6. DNA Oxidation Analysis. The levels of 8-OHdG and
deoxyguanosine (dG) were measured in predefined systems
at various wavelengths using HPLC with HPLC-UV and
HPLC-ECD electrochemical detectors. Before the HPLC
analysis, the hydrolysed DNA samples were redissolved
with HPLC eluent to produce a final volume of 1ml con-
sisting of 20ml of the final hydrolysate. HPLC-ECD (HP,
HP 1049A ECD detector, Agilent 1100 modular systems
HP 1049A ECD detector, Germany) reverse-phase C18 col-
umn (250mm × 4 6mm × 4 0 μm, Phenomenex, Torrance,
CA) and a 0.05M potassium phosphate (pH = 5 5) tampon
contained acetonitrile (97 : 3, v/v), with 1ml flow velocity
per minute as the mobile phase. The dG concentration
was quantified by measuring the absorbance at 245nm,
and 8-OHdG was observed with electrochemical readings
(600mV). The amounts of dG and 8-OHdG were identified
using dG and 8-OHdG standards (Sigma, St. Louis, MO).
8-OHdG/105 was used as a marker of DNA damage.

2.7. Histopathological Examination. The dissected tissues
were fixed in 10% formalin solution for 24h. 4μm thick sec-
tions were obtained from paraffin blocks following routine
tissue monitoring and stained with haematoxylin and eosin
(H&E). The sections were evaluated under light microscopy
(Olympus BX 52; Tokyo, Japan) by a pathologist who was
blinded to the treatment protocols.

2.8. Statistical Analysis. The data were analysed using Micro-
soft Excel and MedCal (Ostend, Belgium). Descriptive statis-
tics were generated for each group. Outlier analysis was
performed using Tukey’s test. Differences between groups
were compared by a one-way analysis of variance.

3. Results

3.1. Blood Serum and Lung Tissue MDA, MPO, and tGSH
Levels. As shown in Figure 1, the levels of MDA and MPO
in the blood serum of the cisplatin (CIS) group increased sig-
nificantly as compared with those in the HG, TG, and TC
groups (P < 0 0001). The difference between the MDA and
MPO values in the HG, TG, and TC groups was statistically
insignificant (P > 0 05). In the blood serum samples of the
CIS group, the tGSH level significantly decreased as com-
pared with that of the HG, TG, and TC groups (P < 0 0001
). The difference between the levels of tGSH in the TG, TC,
and HG groups was statistically insignificant (P > 0 05).

In the CIS group, the lung tissue levels of MDA andMPO
significantly increased (P < 0 0001), whereas those of tGSH
significantly decreased (P < 0 0001) as compared with the
levels in the HG, TG, and TC groups. The lung tissue
MDA, MPO, and tGSH levels were very close to those found
in the HG, TG, and TC groups (Figure 2).

3.2. Lung Tissue Levels of 8-OHdG. In the CIS group, the lung
tissue levels of 8-OHdG increased as compared with those in
the HG, TG, and TC group (Figure 3). The difference
between the 8-OHdG levels in the CIS, HG, TG, and TC
groups was statistically significant (P < 0 0001). In contrast,
the difference between the 8-OHdG levels in the HG, TG,
and TC groups was statistically insignificant (P > 0 05).
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Figure 1: MDA, MPO, and tGSH levels in blood serum of the study
groups. TC, TG, and HG groups were compared with the CIS group
(n = 6, ∗P < 0 0001).
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Figure 2: MDA, MPO and tGSH values in lung tissues of the study
groups. TC, TG and HG groups were compared with the CIS group
(n = 6, ∗P < 0 0001).
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3.3. Histopathological Findings. As shown in Figure 4, no his-
topathological evidence of lung damage was observed in the
TC group, other than slight pulmonary oedema and conges-
tion. However, extensive alveolar oedema and severe alveolar
damage were observed in the lung tissue of the CIS group
(Figure 5), with extensive alveolar septal fibrosis, infiltration
of polymorphic nuclear leucocytes, and haemorrhagic foci
observed (Figure 6). The pleural mesothelium, pulmonary
arterioles, structure of the bronchioles, and alveolar structure
were all healthy in the HG (Figure 7). As observed under a
microscope, the histological structure of the alveolar
channels in the lung tissue of the HG was also normal
(Figure 7). In the TG, lung tissue congestion and microscopic
histopathological findings were absent (Figure 8).

4. Discussion

In this study, the effect of taxifolin on cisplatin-induced lung
damage in rats was investigated biochemically and histopath-
ologically. The results of the biochemical tests revealed signif-
icantly increased levels of MDA, MPO, and 8-OHdG and
significant decreases in tGSH levels in the lung tissues of
the CIS group as compared with those in the HG, TG, and
TC groups.

Previous research demonstrated that various parameters,
including MDA, MPO, and 8-OHdG, can be used to deter-
mine oxidative stress [18]. Free oxygen radicals give rise to
oxidative stress, which oxidizes cell membrane lipids. These
then form toxic products (e.g. MDA) that further increase
cell damage [19]. Hypochlorous acid (HOCl), a toxic oxi-
dant/free oxygen radical, is produced by MPO and causes
lipid peroxidation [20]. MPO oxidizes H2O2 to chloride ions
and leads to the formation of HOCl [19]. HOCl reacts with
proteins, amino acids, lipids, and nucleic acids, causing tissue
damage [21]. The release of HOCl from PNLs is upregulated
in damaged tissues. Reactive oxygen species react with DNA
and cause oxidative DNA damage. As a result of free radical
reactions, cation exchanges in nucleic acids and chain breaks
in DNA occur. If such changes cannot be repaired, DNA is
mutated. 8-hydroxyguanine is considered a mutagenic form
of DNA [22].

The therapeutic use of cisplatin causes oxidative stress
and DNA damage in noncancerous tissues (e.g. kidney, liver,
testicular, brain, and lung) [4]. According to previous
research, tissue damage may be associated with a decrease
in antioxidant defence mechanisms in the pathogenesis of
cisplatin-induced oxidative damage [6]. In the present study,
lung tissue levels of tGSH, an endogenous antioxidant mole-
cule, significantly decreased in the CIS group as compared
with those in the HG and TG groups. These findings in
accordance with those of Afsar et al. [7] reported that MDA
and H2O2 levels increased in the presence of cisplatin-
induced lung damage, whereas the levels of GSH and other
enzymatic antioxidants decreased significantly.

Taxifolin is a flavanone and a powerful antioxidant agent
[23]. Flavonoids exhibit their antioxidant activity by different
mechanisms, for example, by scavenging radicals [24]. These
induce lipid peroxide radicals and lipid peroxidation by bind-
ing metal ions and inhibiting enzymatic reactions responsible

for the formation of free radicals [24]. In previous research,
taxifolin suppressed the development of oxidative stress in
the lung tissue of cisplatin-treated animals. Studies also
reported that taxifolin suppressed MDA production in a
PC12 cell line [25] and that it provided protection against
inflammatory-induced damage in the lung tissue in an exper-
imental study by suppressing MPO activity [26]. No previous

Figure 4: Histopathological findings (TAF) in the TC group. There
were no histopathological findings, except for slight oedema and
lung congestion (H&E ×200).

Figure 5: Extensive alveolar oedema (double-sided arrow) and
severe alveolar damage (dashed arrow) in the lung tissue of the
CIS group (H&E ×100).

Figure 6: Extensive alveolar septal fibrosis (double-sided arrow),
infiltration of polymorphic nuclear leucocytes (straight arrow),
and haemorrhagic foci (dashed arrow) in the lung tissue of the
CIS group (H&E ×200).
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studies have investigated the effect of taxifolin on tGSH in the
lung tissue or its effect on DNA oxidative damage. One study
reported that GSH protected the liver tissue against
ethanol-induced oxidative damage by preventing its reduc-
tion [27]. The results of the present study showed that taxifo-
lin protected DNA from oxidative damage.

In the current study, the cisplatin group, which had high
levels of oxidants and low levels of antioxidants, was charac-
terized by extensive alveolar oedema and alveolar septal
fibrosis, severe alveolar damage, infiltration of polymorphic
nuclear leucocytes, and haemorrhagic foci in the lung tissue.
The lung tissue of the TG group was histopathologically sim-
ilar to that observed in the HG group. The presence of only
slight oedema and congestion in the lung tissue of the TC
group indicated that the biochemical results overlapped with
the histopathological findings. Leo et al. also reported that
cisplatin chemotherapy induced structural pulmonary dam-
age associated with interstitial inflammation, fibrosis, and
obliterative bronchiolitis [5].

In the clinic, cytotoxic drugs have been reported to cause
pulmonary inflammation and fibrosis [28]. Antioxidants are
used in the treatment of various lung diseases. Previous
research reported that herbal antioxidant-based products
increased the effectiveness of anticancer drugs and that they

could reduce the harmful effects of these drugs [29, 30].
Impellizzeri et al. experimentally demonstrated that taxifolin
inhibited lung inflammation and fibrosis by inducing
anti-inflammatory activity [26].

In conclusion, cisplatin caused pulmonary oxidative
stress by raising levels of oxidant and proinflammatory
markers and lowering antioxidant levels. Cisplatin also
caused extensive alveolar septal fibrosis. As shown by the bio-
chemical and histopathological findings, oxidative pulmo-
nary damage was absent in the TC group. Biochemical and
histopathological manifestations of oxidative damage were
not observed in the blood and lung tissues of the TG group.
These findings indicate that taxifolin protected the lung tis-
sue from the toxic effects of cisplatin. Taxifolin may be clin-
ically effective against cisplatin-associated lung toxicity.
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Type 1 diabetes (T1D) is a metabolic disease associated with systemic low-grade inflammation and macrophage reprogramming.
There is evidence that this inflammation depends on the increased systemic levels of leukotriene (LT) B4 found in T1D mice,
which shifts macrophages towards the proinflammatory (M1) phenotype. Although T1D can be corrected by insulin
administration, over time T1D patients can develop insulin resistance that hinders glycemic control. Here, we sought to
investigate the role of leukotrienes (LTs) in a metabolically active tissue such as muscle, focusing on the insulin signaling
pathway and muscle-associated macrophage profiles. Type 1 diabetes was induced in the 129/SvE mouse strain by
streptozotocin (STZ) in mice deficient in the enzyme responsible for LT synthesis (5LO-/-) and the LT-sufficient wild type (WT).
The response to insulin was evaluated by the insulin tolerance test (ITT), insulin concentration by ELISA, and Akt
phosphorylation by western blotting. The gene expression levels of the insulin receptor and macrophage markers Stat1, MCP-1,
Ym1, Arg1, and IL-6 were evaluated by qPCR, and that of IL-10 by ELISA. We observed that after administration of a single
dose of insulin to diabetic mice, the reduction in glycemia was more pronounced in 5LO-/- than in WT mice. When muscle
homogenates were analyzed, diabetic 5LO-/- mice showed a higher expression of the insulin receptor gene and higher Akt
phosphorylation. Moreover, in muscle homogenates from diabetic 5LO-/- mice, the expression of anti-inflammatory macrophage
markers Ym1, Arg1, and IL-10 was increased, and the relative expression of the proinflammatory cytokine IL-6 was reduced
compared with WT diabetic mice. These results suggest that LTs have an impact on the insulin receptor signaling pathway and
modulate the inflammatory profile of muscle-resident macrophages from T1D mice.

1. Introduction

The incidence of metabolic disorders is increasing dramat-
ically and is now widely considered a serious threat to
public health. In diseases such as diabetes, obesity, atheroscle-
rosis, and gout, metabolic imbalance is associated with the
establishment of low-grade systemic inflammation, which
in turn is a determining factor in the pathophysiology of
these diseases. This happens as a consequence of the
accumulation of certain metabolic products, such as glucose,
fatty acids, uric acid, and cholesterol, which activate

receptors of innate immunity in leukocytes and induce the
chronic production of proinflammatory cytokines and lipid
mediators [1–3].

Characterized by chronic hyperglycemia with changes in
the metabolism of carbohydrates, lipids, and proteins [4],
diabetes is classically divided into two forms. In type 2 diabe-
tes (T2D), hyperglycemia is due to insulin resistance estab-
lished in the liver, muscle, and adipose tissue, and the main
risk factor for this condition is obesity [5]. In T1D, hyper-
glycemia results from deficient insulin production as a
consequence of the destruction of pancreatic β cells by
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autoimmune processes. This condition is corrected by insulin
administration, but throughout treatment, T1D patients also
begin to develop resistance to insulin, and glycemic control
becomes increasingly difficult, which impairs the patient’s
quality of life [6]. It is believed that in both T1D and T2D,
insulin resistance is due to a systemic low-grade inflamma-
tion; however, the mechanisms involved may be distinct
and still need to be elucidated.

In muscles, the accumulation of lipids along with their
peroxidation promotes endoplasmic reticulum stress, and
muscle-associated macrophages undergo reprogramming
to the proinflammatory profile, producing IL-6, IL-1β,
TNF-α, and lipid mediators [7–10]. The high level of
TNF-α produced by these macrophages stimulates produc-
tion of the chemokine CCL2, leading to the recruitment of
activated monocytes (CD11b + LY6Chigh) to the tissue [11].
By binding to their membrane receptors on muscle cells,
the cytokines IL-6, IL-1β, and TNF-α can induce insulin
resistance [10, 12].

The lipid mediator leukotriene B4 (LTB4) plays a central
role in systemic low-grade inflammation [13–15] and the
establishment of insulin resistance in animal models of
diabetes [10, 16, 17]. Leukotrienes (LTs) are generated from
arachidonic acid (AA) metabolism by 5-lipoxygenase
(5LO). Arachidonic acid is esterified in cell membrane phos-
pholipids from where it is released by activated phospholi-
pase PLA2. Together with other enzymes of the 5LO
metabolic pathway, macrophages and other inflammatory
cells are able to generate high amounts of LTs within a few
minutes of stimulation. Together with the accessory protein
FLAP (5-lipoxygenase-activating protein), 5LO oxidizes
AA, generating the unstable intermediate LTA4, which is
rapidly hydrolyzed to generate LTB4 [16]. LTB4 binds to G
protein-coupled receptors; BLT1 is the high-affinity receptor
and is coupled to Gi protein, thereby resulting in decreased
intracellular levels of cyclic AMP.

Activation of the BLT1 receptor in macrophages potenti-
ates phagocytosis, microbicidal activity, and the production
of proinflammatory cytokines [2]. This proinflammatory
profile of macrophages in T1D mice is associated with
increased levels of LTB4 in the blood, systemic inflammation,
and insulin resistance. Blocking of LTs shifts macrophages
towards an anti-inflammatory profile and reduces systemic
inflammationand insulin resistance.Whensepsiswas induced
in these animals, the systemic inflammatory response was
more intense, and animal mortality was increased. This was
reversed by LT antagonists [17].

Recently, it has been demonstrated that in mice fed a
high-fat diet, LTB4 is produced in adipose tissue, muscles,
and liver. Adipose tissue macrophages exhibit a proinflam-
matory profile and insulin resistance. Similarly, in the liver
and muscle of obese mice, LTB4 promotes inflammation
and insulin resistance [10, 16–20]. Therefore, considering
studies involving LTs in inflammation and how they may
be involved in the development of metabolic syndromes, in
the present study we investigated the participation of LTs
in the insulin receptor pathway, an important checkpoint
pathway related with insulin resistance, and the macrophage
profile, an important cell in inflammatory processes.

2. Materials and Methods

2.1. Animals. We used 8-week-old, male, pathogen-free
129/SvE wild-type (WT) and 5LO knockout (5LO-/-) mice.
The animals were maintained in a controlled environment
at 22°C under a 12-hour light-dark cycle with free access to
water and restricted access to food only before the T1D
induction protocol, as described below. This study was carried
out in strict accordance with the principles and guidelines
adopted by the Brazilian National Council for the Control of
Animal Experimentation (CONCEA) and approved by the
Ethical Committee on Animal Use (CEUA) of the Institute
of Biomedical Sciences (ICB) of the University of São Paulo
(USP) (CEUA no. 08/2014). All surgical procedures were per-
formed under ketamine/xylazine hydrochloride anesthesia,
and care was taken to minimize animal suffering.

2.2. Induction of Diabetes Mellitus. For the induction of T1D,
the animals were fasted for 5 hours, followed by an intraper-
itoneal (i.p.) injection of STZ (ChemCruz® U-9889, lot
F1816) (30mg/kg for WT and 25mg/kg for KO, in 0.1M cit-
rate buffer, pH4.5); after that, the animals were maintained
with free access to food. This protocol lasted for a period of
5 consecutive days. Animals with glycemia greater than
300mg/dL (OneTouch® Select Simple™) 10 days after the
last dose were considered diabetic. Mice in the nondiabetic
control group received a citrate buffer injection alone. To
evaluate variation in body weight, the animals were weighed
before and 10 and 17 days after STZ administration. The
STZ-induced destruction of pancreatic beta cells is com-
monly accepted as a model of T1D, has been described by
other groups [21, 22], and has also been previously standard-
ized in our laboratory [17, 23].

2.3. Insulin Tolerance Test (ITT).After a 6-hour fast, the mice
received an i.p. injection of insulin (Novolin®, lot CS6G140,
1.0 IU/kg), and the blood glucose level was determined (One-
Touch® Select Simple™) using blood samples collected from
the caudal vein every 30 minutes.

2.4. Insulin-Induced AKT Phosphorylation. The animals
were anaesthetized with ketamine/xylazine (90mg/kg and
10mg/kg, respectively) and 5 minutes after the i.p. insulin
injection, tissue samples were collected and macerated (Poly-
tron PT 1600E) in RIPA buffer (50mM Tris, pH8.0, 150mM
NaCl, 1% Triton X-100, and 0.1% SDS) containing a protease
inhibitor (Sigma-Aldrich), orthovanadate, and fluoride and
subsequently centrifuged (1500 × g for 5 minutes).

2.5. Measurement of Serum Insulin Levels. After the collec-
tion of whole blood from T1D and control mice, the samples
were centrifuged for 20 minutes at 1600 × g (for serum sepa-
ration). The serum insulin concentration was determined
using an insulin kit (Insulin Mouse ELISA Kit, lot
534070518, Thermo Fisher Scientific). The test is based on
the capacity of the insulin in the sample to compete with
the acetylcholinesterase-conjugated insulin for specific anti-
body binding. The reading was performed at 414nm on a
microplate reader (Epoch Microplate Spectrophotometer,
BioTek Instruments), and the results are expressed in ng/mL.
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2.6. Western Blotting. Protein concentration in the samples
was determined (BCA Assay Kit, Thermo Fisher Scientific).
Equal amounts of protein were separated by electrophoresis
(SDS-PAGE) and transferred to a nitrocellulose membrane.
After blocking of nonspecific binding (nonfat dried skim
milk powder), the membranes were incubated overnight at
4°C under constant stirring with primary antibodies specific
for pAkt Ser 473 (1 : 2000, Cell Signaling Technology, lot
0019) and β actin (1 : 1000, Cell Signaling Technology, lot
0017). Anti-rabbit IgG (1 : 3000, Cell Signaling Technology,
lot 0025) was used as a secondary antibody. Expression was
visualized using SuperSignal® West Pico Chemiluminescent
Substrate (lot PD202858, Thermo Fisher Scientific).

2.7. RNA Purification and Real-Time PCR Analysis. Total
RNA from the tissue homogenates was extracted as previ-
ously described [24]. cDNA was synthesized using the
RevertAid First Strand cDNA Synthesis Kit (lot 00376305,
Thermo Fisher Scientific), and qPCR was performed using
primers for Irs1, Insr, Il-6, Arg1, Stat1, Ym1, and Mcp1 (all
from Exxtend®) on the Applied Biosystems StepOnePlus™
Real-Time PCR System (Thermo Fisher Scientific). Rela-
tive expression was calculated using the comparative
threshold cycle (Ct) and expressed relative to the controls
(ΔΔCt method).

2.8. Muscle Homogenates. Tissue samples were separately
collected from the mice and homogenized in RIPA buffer
with a tissue homogenizer (Polytron PT 1600E). The super-
natants were separated from the cellular debris by centrifuga-
tion at 500 × g for 10 minutes, collected, and stored at −80°C.
The protein concentration in the homogenates was deter-
mined using a commercial kit (Pierce™ BCA Protein Assay
Kit, lot PE203766, Thermo Fisher Scientific). The assay was
performed according to the manufacturer’s manual. Absor-
bance values at 562nm were obtained using a microplate
reader (SpectraMax 190 Microplate Reader).

2.9. Cytokine Quantifications. The concentrations of IL-10 in
the supernatants of tissue homogenates were measured using
a BD OptEIA™ ELISA Set (BD Biosciences) following the
manufacturer’s protocol.

2.10. Data Analysis. Data were processed and analyzed by
analysis of variance (ANOVA) and the Bonferroni posttest
or unpaired t-tests using GraphPad Prism 6.0 software
(La Jolla, CA, USA). Two-tailed p values with 95% confidence
intervals were acquired. Data are represented as the mean
± standard error of the mean (SEM). Values of p < 0 05 were
considered significant.

3. Results

3.1. Characterization of the T1D Model. Figure 1 illustrates
the experimental protocol employed. InWT and 5LO-/- mice,
STZ (60mg/kg) was administered by i.p. injection in 5 doses
over 5 days. Before each dose, the mice were fasted for 5
hours, and for 30 minutes after the injection, they were main-
tained with free access to food and water (Figure 1(a)). Blood
glucose levels were measured three days after the last dose of

STZ, and only mice with glycemia greater than 300mg/dL
were used in the experiments (Figure 1(b)). Body weight loss
is one of the symptoms of T1D, and in our study both WT
and 5LO-/- diabetic mice showed significant body weight loss
compared with healthy mice (Figure 1(c)).

3.2. Insulin Signaling Pathway in T1D. Diabetic mice were
submitted to the insulin tolerance test. After i.p. injection of
insulin (1.0 IU/kg), the blood glucose level was determined
every 30 minutes. It was observed that diabetic WTmice pre-
sented difficulty controlling glucose levels over time, whereas
the 5LO-/- diabetic mice were able to control their blood glu-
cose, suggesting a role for LTs in the insulin pathway
(Figure 2(a)). When the production of insulin was evaluated
in the serum, it was observed that both groups of diabetic
mice (5LO-/- and WT) presented significantly lower insulin
content when compared with the nondiabetic controls
(Figure 2(b)).

The gene expression of the insulin receptor in homoge-
nates of the quadriceps and gastrocnemius muscles was not
significantly different between WT and 5LO-/- mice. How-
ever, in diabetic 5LO-/- mice, the expression of the insulin
receptor was significantly higher than in diabetic WT mice
(Figures 3(a) and 3(b)). In Figures 3(c) and 3(d), we can see
that after insulin administration to diabetic and healthy mice,
the muscles from diabetic 5LO-/- have higher levels of pAkt
than WT diabetic mice.

3.3. Muscle-Associated Macrophage Profile in T1D. To assess
inflammation in T1D mouse muscles, we analyzed the
expression of some markers of the macrophage profile in
quadriceps and gastrocnemius muscles. Homogenates of
these tissues were obtained, and the mRNA expression of
macrophage markers was measured in the precipitate and
that of cytokines in the supernatant. We show in Figure 4
the results obtained in the muscle quadriceps. A similar pat-
tern was observed in the gastrocnemius (data not shown).

The expression of proinflammatory macrophage
markers Stat1 and Mcp-1 (CCL2) did not vary between
the groups. However, the expression of the proinflamma-
tory cytokine IL-6 was significantly increased in the
muscles from diabetic mice but only in those able to pro-
duce LTs (Figures 4(a)–4(c)). The expression of the
anti-inflammatory macrophage markers Ym1 and Arg1
and of the anti-inflammatory IL-10 (Figures 4(d)–4(f)) was
higher in diabetic 5LO-/- mice compared to diabetic WT.

4. Discussion

The mechanisms involved in insulin resistance have been
well described in T2D, but in T1D those mechanisms are less
known. In the present study, we investigated the involvement
of LTs in the development of insulin resistance in the muscle,
a metabolically active tissue. It was found that in diabetic
mice, LTs downregulated the insulin signaling pathway in
muscles of mice pretreated with insulin. In addition, LTs
shifted the muscle-associated macrophages towards the
proinflammatory phenotype.
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T1D was induced chemically using STZ, an antibiotic
that kills the insulin-producing beta cells in the pancreas,
thus inducing a deficiency in insulin production, insulin

resistance, and chronic inflammation of the pancreatic islets.
Because these symptoms resemble those of T1D in humans,
the use of STZ has become popular as a model of T1D in rats
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and mice [21]. In 2015, Wu and Liang [22] showed that a
single dose of STZ, although not enough to induce insulin
resistance, was able to maintain hyperglycemia. We adapted
the original model by giving five doses over 1 week, and after
the last dose, all mice lost significant weight, exhibited poly-
uria, and had high blood glucose levels. In addition, we
observed the phosphorylation of AKT in the muscle, which
is indicative of insulin resistance.

Insulin resistance is a pathological characteristic of
numerous metabolic diseases. To confirm that LTs produced
during T1D promote insulin resistance, the response of dia-
betic WT and 5LO-/- mice to insulin was initially evaluated.

We observed that after a single dose of insulin, diabetic
5LO-/- mice had a greater reduction in glycemia than WT
diabetic mice. Li et al. [10] and Spite et al. [18] have shown
that in T2D, the activation of the LTB4 receptor BLT1 leads
to the downregulation of the insulin receptor cascade, block-
ing the action of the insulin receptor substrates and leading to
insulin resistance. The same pattern was observed in our
study. We observed that even with low levels of serum insu-
lin, diabetic 5LO-/- mice exhibited higher insulin receptor
gene expression in both muscles tested. After treatment with
one dose of insulin, only diabetic 5LO-/- mice were able to
recover the phosphorylation of AKT, an important molecule
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in the insulin signaling pathway. These data suggest that
similarly to what happens in T2D, LTs also affect the insulin
signaling cascade in T1D.

It has been described that in skeletal striatedmuscle tissue,
including the quadriceps and gastrocnemius, T2D induces the
expression of the proinflammatory cytokine IL-6 and a reduc-
tion in IL-10 levels [25]. Our results show that this also occurs
in T1D; in addition, we showed that T1D mice unable to

produce LTs (5LO-/-) produced a higher amount of the
anti-inflammatory cytokine IL-10, which indicates that in
diabetic mice, in the absence of LTs, muscle-associated
macrophages acquire an anti-inflammatory profile. Kim
et al. [26] showed that IL-6 decreased skeletal muscle insulin
action and signaling, which corroborates our results showing
that higher IL-6 expression was correlated with a lower
expression of the insulin receptor and AKT phosphorylation
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in the muscles of diabetic WT mice. Hong et al. [25] showed,
in a model of diet-induced insulin resistance, that treatment
with IL-10 prevented insulin resistance and increased AKT
phosphorylation. These findings are similar to those found
in themuscles of the diabetic 5LO-/- mice in the present study,
where increased pAKT and IL-10 levels were observed. In
addition, in a previous study it was shown that T2Dmice have
higher systemic levels of LTB4 than healthy mice [20].
Together, these results suggest that in diabetic mice, increased
LT levels downregulate the insulin signaling pathway, thereby
leading to insulin resistance in muscles. They also help us to
understand the mechanisms responsible for the development
of insulin resistance in T1D with the involvement of LT.

It has been shown recently that in peritonealmacrophages
from T1D 5LO-/- mice, the expression of anti-inflammatory
macrophagemarkers (Arg1 andYm1)was enhanced, whereas
the WT macrophages expressed higher levels of proinflam-
matory markers. Also, systemic inflammation is less intense
in T1D 5LO-/- mice compared to the WT. This indicates an
important role for LTs in the development of systemic inflam-
mation in diabetes and reprogramming of tissuemacrophages
towards a proinflammatory phenotype [26]. Here, we show
that macrophages resident in muscles are similarly repro-
grammed by LTs in T1D mice.
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Innate lymphoid cells (ILCs) are a novel family of innate immune cells that act as key coordinators of intestinal mucosal surface
immune defense and are essential for maintaining intestinal homeostasis and barrier integrity by responding to locally produced
effector cytokines or direct recognition of exogenous or endogenous danger patterns. ILCs are also involved in the pathogenesis
of inflammatory bowel disease (IBD). Many studies have demonstrated the occurrence of crosstalk between ILCs and intestinal
microbiota, and ILCs have recently been shown to be connected to the enteric nervous system (ENS). Thus, ILCs may act as a
key link between the nervous system and microbiota in intestinal networks. In this review, we briefly summarize the role of the
ILCs in the intestinal tract (particularly in the context of IBD) and discuss the relationship between ILCs and the microbiota/ENS.

1. Introduction

Innate lymphoid cells (ILCs) play an important role in the
immune regulatory network, which are not only the effector
cells of innate immunity but also mediate acquired
immunity-related functions. Recent studies have identified
a special subset of lymphocytes in the human and mouse
mucosal systems (e.g., the intestines and lungs) and other
critical organs (e.g., the liver) that are related to regional
immunization. These lymphocytes are derived from a com-
mon lymphoid progenitor (CLP), such as T cells and B
cells, and depend on the master lymphocyte cytokine recep-
tor interleukin- (IL-) 2 receptor common γ chain and the
expression of inhibitor of DNA binding 2 (Id2) [1, 2].
These cells can be distinguished from adaptive lymphocytes
by the absence of functionally rearranged antigen-specific
receptors that recognize “nonself” structures and participate
in the innate immune response. Therefore, these cells have
been designated ILCs, including classic cytotoxic natural
killer (NK) cells and lymphoid tissue inducer (LTi) cells.

Most CLPs are developed in the bone marrow, whereas
mature ILCs are mainly enriched in peripheral tissues such
as the gastrointestinal tract, lung, liver, and skin. There are
exceptions, for instance, LTi cells are from the fetal liver to
the periphery [3]. Recent studies from parabiosis experi-
ments have confirmed that the vast majority of ILCs are
tissue-resident [4]. Mature ILCs have been further catego-
rized into three groups based on differences in effector
cytokine production [5–7]. Group 1 ILCs (ILC1s), includ-
ing NK cells, have the capacity to produce the T helper-
(Th-) 1 cell signature cytokines interferon-γ (IFN-γ) and
tumor necrosis factor-α (TNF-α), and their function is reg-
ulated by the transcription factor T-bet or eomesodermin
(Eomes) following stimulation with the proinflammatory
cytokines IL-12, IL-15, and IL-18 [8–10]. Group 2 ILCs
(ILC2s) express and require the transcription factors Gata
binding protein 3 (GATA-3) and/or retinoic acid receptor-
(RAR-) related orphan receptor-α (RORα) and are capable
of secreting Th2 cell-type cytokines, such as IL-4, IL-5,
IL-9, and IL-13 [11, 12], in response to IL-25, IL-33, or
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thymic stromal lymphopoietin [13]. Lastly, group 3 ILCs
(ILC3s), including LTi cells, are defined by the expression
of the transcription factor RORγt and have been shown
to be associated with the production of IL-17A, IL-17F,
IL-22, and colony stimulating factor 2 (CSF2, also known
as granulocyte-macrophage CSF) in response to stimulation
with IL-23 and IL-1β [13], which are characteristic of
Th17/Th22 cells [5, 7, 14]. Different ILC subtypes have
different functions, and maintenance of the steady state of
the body depends on the coordination of and interactions
among the three subtypes.

ILCs are unique in the innate immune system in that they
may produce and secrete cytokines that are classically
regarded as CD4+ Th cell products and are considered to be
the “mirror image” of CD4+ Th cells. Compared with adap-
tive lymphocytes, ILCs are relatively rare in lymphoid tissue
and are mainly deposited on barrier surfaces, such as the
skin, intestine, lungs, fat, and mucosa-associated lymphoid
tissue. Among these tissues, the intestine is a secondary lym-
phoid organ and the largest immune system-related organ in
the body. Notably, the most common intestinal disease is
inflammatory bowel disease (IBD), which encompasses
Crohn’s disease (CD) and ulcerative colitis (UC). IBD is a
chronic, recurrent inflammatory disease of the intestine and
strongly impairs the quality of life of patients [13]. Moreover,
some studies have shown that IBD may increase the risk of
cancer [15, 16]. Currently, the molecular mechanisms medi-
ating IBD remain unclear, and clinical treatments are not sat-
isfactory. However, studies have shown that the pathogenesis
of this disease involves genetic, immunologic, infectious,
environmental, and mental factors. Additionally, IBD is
known to involve impairment of the integrity of the mucosal
epithelial barrier. Because ILCs play an important role in
mucosal homeostasis and are involved in a critical feedback
loop in which damaged epithelium activates ILCs to restore
epithelial barrier function [17–19], ILCs may participate in
the pathogenesis of IBD.

Many researchers have attempted to elucidate the rela-
tionships between ILCs and intestinal microbes, and recent
studies have shown that there is a link between ILCs and
the enteric nervous system (ENS) [20–22]; however, the
details of this connection are still unclear. In this review, we
discuss the roles of ILCs in the intestine, particularly in the
context of IBD, and trace the connections among ILCs, the
intestinal microbiota, and the ENS in intestinal networks.

2. Overview of ILCs in the Intestinal Tract

ILCs are important populations of innate immune effectors
and are mainly distributed in the intestinal mucosa, includ-
ing the intraepithelial compartment and lamina propria.
ILC1s are the most abundant ILC population in the intrae-
pithelial compartment in both the small and large intestines,
whereas ILC2 and ILC3 are the dominant populations in the
lamina propria in the large and small intestines, respectively
[23]. Moreover, a study considered that ILCs, which are edu-
cated in mesenteric lymph node (MLN) and then home to
the intestine, have sophisticated migration programs that
undergo retinoic acid- (RA-) dependent homing receptor

switching in a shared, yet subset-specific manner. However,
the model they used and the data they tested did not directly
prove this migration, which needs more evidences [12].
Additionally, another study showed that ILCs in the gut
can be locally renewed and expanded in response to acute
environmental challenges, such as helminth infection [4].
Although the ILC population in the intestine is only a frac-
tion of the total lymphocytes, ILCs can promote lymphoid
tissue genesis, intestinal mucosal barrier protection, gut
microbiota and anti-infection immune regulation, tissue
repair coordination, and tissue reconstruction, mainly via
secretion of effector cytokines and interactions with Leydig
cells or other immune cells [5, 24]. Furthermore, ILCs have
a certain degree of plasticity, some subgroups will transform
into each other when their surrounding microenvironment
changes or during the development of certain diseases. The
main regulatory mechanisms of ILCs in IBD are shown in
Figure 1.

2.1. Group 1 ILCs. Group 1 ILCs include cytotoxic conven-
tional (c) NK cells, which were first discovered in 1975 [25],
and noncytotoxic ILC1 family. All ILC1s produce IFN-γ
and TNF-α, and the physiological roles of ILC1s involve
immune responses to intracellular pathogens [26] and
tumors [13, 27]. cNK cells are effector cells present in the lam-
ina propria and have roles in antitumor responses via secre-
tion of perforin to kill target cells. In addition to direct
killing of target cells, cNK cells can produce the proinflamma-
tory factor IFN-γ during early inflammation [28]. Some other
proinflammatory cytokines, such as IL-15 and IL-21, can
induce and activate NK cells to secrete abundant amounts
of IFN-γ and TNF-α [29]. In comparison with healthy
controls, the number of CD16+ NK cells present in the lamina
propria of patients with CD andUC is substantially increased.
However, CD161+ NK cells in the colonic lamina propria
have also been shown to have anti-inflammatory roles, and
the number of CD161+ NK cells in patients with UC is
obviously decreased [30]. Therefore, further studies are
needed to elucidate the regulatory mechanisms mediating
these processes.

TNF-α and IFN-γ are both characteristic proinflamma-
tory cytokines. TNF-α plays a key role in early rapid immu-
nity via a pathway independent of MHC molecules and
antibodies. IFN-γ is closely linked to IBD [31]. The number
of intraepithelial ILC1s is increased in patients with CD
[32] and in mice with anti-CD40-induced colitis [33],
thereby contributing to intestinal inflammation via secretion
of IFN-γ [29, 34] and forming a pathological environment
with a high concentration IFN, and this induced inflamma-
tion can be ameliorated by depletion of ILC1s [35].

2.2. Group 2 ILCs. In the intestinal tract, ILC2s are more
homogeneous cells than ILC1s and ILC3s. Group 2 ILCs
function to express transcription factor GATA3 and produce
type 2 cytokines such as IL-4, IL-5, IL-9, and IL-13. ILC2s
are important in the clearance of helminth [36] and viral
infections [37] and in the progression of asthma and lung
allergies [38, 39]. Studies have indicated that crosstalk occurs
between ILC2s and CD4+ Th2 cells during infection. This
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crosstalk is important for optimizing antihelminthic
responses through a transition from innate to adaptive
immunological pathways [40], and depletion of ILC2s in
mice disrupts Th2 responses [41]. However, in the absence
of ILC2s, a normal Th2 response may still occur [42], sug-
gesting that ILC2-derived IL-13 and the underlying
antigen-presenting functions of ILC2s may not be essential
for enhancing Th2 responses.

The role of ILC2s in IBD is still unclear. The propor-
tion of IL-13-producing ILC2s is increased in the intesti-
nal mucosa of patients with CD, and these cells also
produce IFN-γ [43]. A study showed that the number
of IL-13-producing ILC2s is increased in an oxazolone-
induced UC mouse model [44]. Additionally, production
of the type 2 cytokines IL-4, IL-5, IL-9, and IL-13 is
related to the severity of IBD [45–47], and neutralization
of the central cytokines IL-4 and IL-13 has been shown
to control experimental intestinal inflammation owing to
the involvement of type 2 responses in proinflammatory
pathways at the enteric mucosa. Nevertheless, neutraliza-
tion of human IL-13 had no therapeutic effect in patients
with UC. Thus, although ILC2s may be involved in the
pathogenesis of IBD, additional studies are needed to elu-
cidate the specific mechanisms.

2.3. Group 3 ILCs.Group 3 ILCs include LTi cells, which were
first discovered in 1992 [48], and postnatal ILC3 cells. Com-
pared with the other ILCs, ILC3s are the predominant popu-
lation in the ileum and colon [49]. LTi cells are involved in
the development of lymphoid organs during embryogenesis
by modulating the secretion of lymphotoxin-β and TNF-α.
In addition, LTi cells can express IL-17A and IL-22 [13].
Additionally, ILC3s can be subdivided into two subsets
according to the expression of natural cytotoxicity receptor
(NCR) [5]. NCR+ ILC3 cells express NK markers (NKp46
in mice and NKp44 in humans) and secrete IL-22 but little
IL-17, whereas NCR- ILC3 cells produce IL-17 but limited
amounts of IL-22 [5, 7]. Notably, the healthy human intestine
contains primarily NCR+ ILC3 [50]. Compared with other
ILC subtypes, ILC3s are particularly relevant to the intestinal
tract. ILC3s, particularly LTi cells, contribute to tertiary lym-
phoid organogenesis [51–53], the containment of commen-
sal bacteria [54], and the clearance of bacterial infections in
the gut [55, 56]. Additionally, ILC3s are major regulators of
the pathology of IBD [57, 58].

There is a relative decrease in the number of IL-22+ ILC3s
in the intestinal mucosa of IBD animal models or patients
with IBD. IL-22 has protective effects on intestinal mucous
membranes. NCR+ ILC3s secrete IL-22 through interactions
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Figure 1: The main mechanisms regulating ILCs in IBD. The schematic shows the three ILC subgroup transcription factors and their
secretory cytokines, which play proinflammatory (+) or anti- inflammatory (-) roles in IBD, and inhibiting “arrow” means suppression
effects on ILCs. Particularly for ILC3s, macrophages secrete IL-1β, which induces RORγt+ ILC3s to produce colony stimulating factor 2
(CSF2) (shown by purple arrow). CSF2 then acts on dendritic cells (DCs) and macrophages to promote the secretion of regulatory factors
and induce the transformation of immature T cells into mature regulatory T cells (Tregs), which are essential for inhibiting inflammation
and maintaining intestinal homeostasis. Natural cytotoxicity receptor- (NCR-) ILC3s express high levels of major histocompatibility
complex (MHC) II, which is involved in processing and presenting antigens and can limit the response between CD4+ T cells and
intestinal commensal bacteria, thereby inhibiting inflammation mediated by CD4+ T cells to prevent IBD. ILCregs can protect against
innate intestinal inflammation by secreting IL-10 to suppress the activation of ILC1s, ILC3s, and autocrine TGF-β1 for the expansion and
survival of ILCregs during intestinal inflammation. Furthermore, ILCs could mutually transform via induction by specific cytokines
(shown by red font).
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with aromatic hydrocarbon receptor (AHR) from gut
microbes and food, and IL-22 then acts on nonhematopoietic
cells (such as epithelial cells) through interactions with het-
erodimeric receptors and the signal transducer and activator
of transcription 3 (STAT3) pathway, mediating mucosal
wound healing responses and promoting the proliferation
and fucosylation of epithelial cells to maintain the integrity
of the intestinal barrier [13, 59]. IL-22 deficiency causes
intestinal mucosal barrier damage, leading to exposure of
intestinal tissue to a large number of antigens. Abnormal
immune responses are then induced in the host, leading to
the development of IBD. Excessive production of IL-22 leads
to pathological abnormalities such as tumor growth in a
mouse model of colorectal cancer [60].

Inflammatory CD4+ T cell responses to commensal bac-
teria are related to the pathogenesis of IBD. NCR- ILC3s
express high levels of MHC class II gene (MHCII) mole-
cules, which are involved in processing and presenting
antigens, thereby limiting the response between CD4+ T cells
and intestinal commensal bacteria and inhibiting inflamma-
tion mediated by CD4+ T cells [61, 62]. Furthermore,
MHCII levels are reduced in pediatric patients with IBD
[62]. RORγt+ ILCs are the primary source of CSF2 in the
intestine. IL-1β, which is secreted by macrophages after
identifying pathogenic bacteria or symbiotic bacteria, stimu-
lates CSF2 production by ILC3 in the intestinal mucosa. This
could in turn act on dendritic cells and macrophages to
promote the secretion of regulatory factors, such as RA
and IL-10, which induce the transformation of immature T
cells into mature regulatory T cells (Tregs), these cells are
essential for inhibiting inflammation and maintaining intes-
tinal homeostasis [63]. Recent studies have also shown that
IL-10 removes damaged mitochondria by blocking the
metabolism of macrophages and promoting mitophagy,
thereby suppressing inflammation [64].

Cytokines secreted by ILC3s have different effects in IBD.
In addition to playing important roles in limiting chronic
intestinal inflammation and maintaining tissue homeostasis,
some ILC3s (IL-17-producing NCR- ILC3 cells) also have
proinflammatory effects in IBD. Researchers have shown that
the number of IL-17-producing ILC3s is significantly
increased in inflamed intestines in patients with CD but not
in patients with UC [58]. NCR- ILC3 cells mainly secrete
IL-17. Recent evidence has strongly suggested that IL-
17-producing ILC3s drive colonic inflammation during Heli-
cobacter hepaticus infection, and the number of NCR- ILC3s
was significantly increased in the intestinal tract of colitis
model mice, resulting in activation of mononuclear macro-
phages via secretion of IL-17 and other cytokines and then
inducing a series of mucosal inflammatory responses [65,
66]. Furthermore, IFN-γ secreted by ILC3s also has proin-
flammatory effects, as described below. Excessive production
of IL-17A and IFN-γ would destroy the intestinal barrier and
induce IBD.

2.4. Other ILCs. In addition to the three ILC subsets, new cells
have been found to be closely associated with ILCs, however,
the definitions of these cells remain unclear. Numerous stud-
ies have shown that ILCs exhibit plasticity and that plastic

changes among ILCs are likely to cause skewing of the func-
tionally plastic ILC subsets due to the microenvironment,
which will also be stated in this part.

iCD8α cells are innate lymphocytes in the intestinal epi-
thelium. These cells are derived from the lymphatic system
and mediate innate immunity; thus, they are easily confused
with ILCs. However, the development of iCD8α cells does
not require the transcriptional suppressor Id2, and these cells
therefore cannot be classified as ILCs [67], but are instead
thought to exist at the edge of the intestinal immune system
[68]. Moreover, these cells also participate in the pathogene-
sis of IBD. In a mouse model of colitis induced by anti-CD40
antibodies, iCD8α cells secrete abundant granzymes to
enhance intestinal inflammation, which may promote infil-
tration of molecules into the intestinal epithelium [69].

ILCregs, a regulatory subpopulation of ILCs, have been
identified in mouse and human intestines and have been
shown to be regulated by the translational regulator Id3
[70]. ILCregs have been recently found to contribute protec-
tion against innate intestinal inflammation by secreting IL-10
to suppress the activation of ILC1s and ILC3s. In addition,
autocrine transforming growth factor- (TGF-) β1 produced
by ILCregs is required for the expansion and survival of
ILCregs during intestinal inflammation [70].

Some ILCs are plastic cells that can adopt another ILCs
fate depending on environmental cues. Following stimula-
tion with IL-12, some ILC3s have the ability to upregulate
T-bet and downregulate RORγt both in vitro and in vivo
[55, 57, 71]. These changes promote the secretion of IFN-γ
to activate macrophages and other mononuclear phagocytes
and induce the development of IBD [72]. IL-7 has also been
shown to maintain stable expression of RORγt and inhibit
the transformation of ILC3s into ILC1-like cells, thereby
reducing the inflammatory response [73]. The conversion
from ILC3 to ILC1 was accompanied via downregulation of
AHR [74]. Furthermore, researchers found that differentia-
tion of ILC3s into ILC1s might be reversible. The transfor-
mation of CD127+ ILC1s into ILC3s is induced by IL-23
and IL-1β. This process is dependent on the transcription
factor RORγt and is enhanced by retinoic acid [75]. Accord-
ingly, the subtle balance between ILC1s and ILC3s ensures
tissue integrity and maintains intestinal immune defense
ability. In addition, plasticity has also been observed in
ILC2s, which are modulated by IL-12 and express the Th1
cytokine IFN-γ under inflammatory conditions [43], in turn,
IL-4 could convert ILC1s into ILC2s [76].

3. Crosstalk between ILCs and Gut Microbiota

Many studies have examined the roles of ILCs in the intesti-
nal tract with a focus on their relationships with the intestinal
microbiota. The gut microbiota is an essential component of
the intestine, and its highly dynamic balance is vital for main-
taining intestinal health and preventing chronic inflamma-
tion. The ratio of bacteria to human cells is approximately
1 : 1 based on the recent estimates, most of them are from
the intestines, with an amount of about 1014 bacteria [77].
These bacteria form the gut microbiota [78], which plays an
important role in human health and disease [79].
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ILCs and the gut microbiota communicate with each
other in an indirect manner via cytokine signaling, and these
signals also combine with signals from intestinal epithelial
cells (IECs) and macrophages. The symbiotic microflora
can influence the differentiation of ILCs by inducing the
expression of intestinal cytokines. Moreover, ILCs react to
the gut microbiota by changing their structure, having pro-
tective or destructive effects on gut immunity. Among ILCs,
the most important with regard to the gut microbiota are
ILC3s. Signals that originate from commensal microorgan-
isms affect the maturation of ILCs and the acquisition of
the tissue-specific functions by ILCs. Many studies have
shown that the microbiota is indispensable for differentiating
ILCs and producing IL-22 [50]. IL-22 production by ILC3s
also maintains the balance of the microbiota during early col-
onization resistance against pathogens [80]. Moreover, ILC3s
are known to produce IL-22 to protect the body during Citro-
bacter rodentium-induced colitis [50], and IL-22 drives anti-
microbial peptide expression and is required for the
prevention of severe intestinal pathology and mortality dur-
ing C. rodentium-induced colitis [81]. Interestingly, even in
lymphocyte-replete hosts, mice lacking RORγt+ ILCs die
from C. rodentium infection, although IL-22 can also be pro-
duced by Th-17 cells [82].

The gut microbiota can stimulate macrophagocytes to
secrete IL-β, which can induce RORγt+ ILCs to produce
IL-22 [83]. Commensal bacteria directly interact with IECs.
Additionally, a germ-free mouse experiment showed that
the process of IL-7 secretion by IECs depends on the gut
microbiota and that IL-7 is indispensable for promoting
cytokine secretion from ILC3s [83]. IECs also secrete IL-25
following stimulation by gut microbiota, and IL-25 decreases
the production of IL-22 by ILC3s [83]. IL-22 produced by
ILC3s can promote the production of antimicrobial peptides
(AMPs) secreted by IECs, thereby limiting symbiotic bacte-
ria, and can regulate the anatomic location of lymphoid
symbiotic bacteria [81, 84, 85]. Furthermore, IL-22 derived
from ILC3s induces fucosylation in IECs, promoting host
protection against enteric pathogens [86] and facilitating
the establishment of a healthy intestinal microflora by inhi-
biting the growth of pathogenic bacteria and conditioned
pathogens and preventing damage to the gut tissue [87]. In
addition, microbial sensing and production of IL-1β by
intestinal macrophages drive the secretion of CSF2 by ILC3s,
which is needed for macrophage function and the stimula-
tion of oral tolerance [63]. Additionally, the levels of specific
Alcaligenes IgG in pediatric patients with CD are signifi-
cantly increased, and the production of IL-22-dependent
AMPs inhibits intestinal Alcaligenes, indicating that ILC3s
play important roles in maintaining intestinal microenviron-
mental homeostasis [88].

AHR is essential for stimulating innate gut immunity by
controlling RORγt+ ILCs [89, 90]. RORγt+ ILCs increased
apoptosis in AHR-deficient mice, together with less produc-
tion of IL-22 and the mice were particularly prone to infec-
tion with C. rodentium [89, 91]. Consumption of ILCs leads
to infection by commensal bacteria and systemic inflamma-
tion, and these events can be suppressed by modulation of
IL-22 [88]. Based on these results, RORγt+ ILC3s and IL-22

secretion play vital roles in intercommunication among cells
[88, 92]. Importantly, ILCs and symbiotic microbes can
immediately intercommunicate via Toll-like receptor (TLR)
activation. TLR2 expressed on the surface of CD127+

LTi-like ILCs can identify bacterial signals, permitting direct
sensing of microbial cells [93]. ILCs may also interact with
bacterial components through NCRs [94]. For example,
NKp46 and NKp44 have been shown to immediately bind
to epitopes of Fusobacterium nucleatum or Mycobacterium
tuberculosis [95]. The activity of other ILC subsets can also
be affected bymicrobiota. RORγt+ ILCs are stimulated by epi-
thelial tuft-cell-derived IL-25 [18] in a microbiota-dependent
manner [96]. Furthermore, crosstalk between DCs and ILCs
would be important in the regulation of intestinal homeosta-
sis, such as confrontation with H. typhlonius-driven inflam-
mation, and T-bet, a T-box family transcription factor, plays
a crucial role in regulating this interaction [97].

4. Activation of ILCs by the ENS

ENS, enteric nervous system, is one of the main divisions of
the autonomic nervous system and consists of a mesh-like
system of neurons that governs the function of the gastroin-
testinal tract, it also acts a significant role in the activation of
ILCs. The ENS includes the myenteric nerve plexuses and
submucosal plexuses and can act alone or in combination
with exogenous neurons, storing various nerve programs of
gastrointestinal behavior patterns, to regulate almost all func-
tions of the intestine, including exercise, nutrient absorption,
immune responses, and blood supply. Moreover, the ENS
can manipulate the intestinal tract to release various intesti-
nal hormones, thereby affecting all organs within the body.
Besides the brain, the ENS is the most complex nervous sys-
tem and is sometimes called the “intestinal brain”. The inter-
action between the ENS and immune system has been
reported; however, the relationship between the ENS and
ILCs is still unclear. Recent studies have indicated that the
ENS plays a role in the activation of ILCs, which then pro-
duce cytokines to exert their functions.

A novel process that protects the intestinal lining against
inflammation and microbial aggression via interactions
between enteric glial cells (EGCs) and ILC3s through neuro-
trophic factor signals has recently been reported. EGCs are
the most abundant and widely distributed cells in the ENS
and have been shown to support neuron function and to
absorb and regulate certain active substances. Indeed, enteric
ILC3 subsets express the neuroregulatory receptor tyrosine
kinase (RET), which is activated by glial-derived neuro-
trophic factor (GDNF) family ligands (GFL) derived from
EGCs. Activated RET then sends neural regulation signals
to induce IL-22 secretion from ILC3s, thereby mediating
intestinal repair. Additionally, neurotrophic factors also
directly regulate innate IL-22 downstream of the STAT3 acti-
vation. These mechanisms then promote efficient gut
homeostasis and defense [22]. Thus, the nervous system acts
as a surveillance mechanism for the immune system. When
nerve cells receive an alert from the gut, specific instructions
are passed on to ILCs to produce effectors that can repair
intestinal damage.
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In mice, ILC2s, which are essential for immune responses
to parasites, have been shown to express a receptor that binds
to the neuronal messenger neuromedin U (NMU). Neurons
produce large amounts of NMU, and neurons in the intesti-
nal mucosal tissue, as important components of the ENS,
rapidly generate NMU following detection of products
secreted by helminth, NMU then actively transduces a signal
to ILC2s by binding to NMU receptor 1 (NMUR1) on ILC2s.
This results in secretion of innate type 2 cytokines to produce
a rapid immune response at intestinal mucosal sites [21].
Some other researchers have also found that ILC2s in the
intestinal tract of mice colocalize with cholinergic neurons,
which produce NMU. In addition to NMUR1, the trigger
for this signaling pathway is also dependent on cell-
intrinsic expression of Gαq protein. Furthermore, ILC2s were
found to coevolve with the ENS to selectively regulate early
sensing and responsiveness to infectious and external stimuli
at barrier surfaces [20].

Another study suggested that the ENS maintains intes-
tinal health by regulating the constitution of the gut

microbiota. The experimental results indicated that the
number of proinflammatory bacteria increased signifi-
cantly in the ENS-dysplastic zebrafish intestine, whereas
the number of anti-inflammatory bacteria decreased obvi-
ously, resulting in increased incidence of IBD [98]. The
main relationships between ILCs and the gut microbiota
and between ILCs and the ENS in IBD are shown in
Figure 2.

5. Conclusions and Future Directions

ILCs have been extensively studied in recent years, and there
are many conflicting reports on ILC characteristics and
functions. ILCs are relatively rare cells in lymphoid tissue,
but participate in a variety of biological functions, particu-
larly in the bowel [99]. Moreover, ILCs play pivotal roles in
elimination of infectious pathogens, control of inflammation,
and induction of sepsis. In addition to maintaining the
homeostasis of the intestinal mucosal barrier in the normal
intestinal environment, ILCs also participate in the
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Figure 2: The main relationships between ILCs and the gut microbiota and between ILCs and the ENS in IBD. The gut microbiota can
stimulate macrophagocytes to secrete IL-β, which can induce RORγt+ ILCs to produce IL-22. This process is also observed for IL-7, which
is secreted by intestinal epithelial cells (IECs). IL-25, which is produced by IECs and stimulated by the gut microbiota, decreases the
production of IL-22 by ILC3s. IL-22 can also induce fucosylation, which is required for host protection against enteric pathogens, in IECs.
Microbial sensing and production of IL-1β by intestinal macrophages drive CSF2 secretion by ILC3s. Toll-like receptor 2 (TLR2)
expressed on the surface of ILC3s can identify bacterial signals. ILC3 subsets express the neuroregulatory receptor tyrosine kinase (RET),
which is activated by glial-derived neurotrophic factor family ligands (GFL) derived from enteric glial cells (EGCs), in response to IL-22
secretion. Neuronal messenger neuromedin U (NMU), produced by neurons, binds to NMUR1 on ILC2s, and ILC2s are activated to
secrete innate type 2 cytokines. Activation of ILCs via the ENS or induction of cytokines via the gut microbiota can modulate the
development or progression of IBD, as detailed in Figure 1. The gut microbiota is also associated with the ENS. Cytokines regulated by gut
microbiota could modulate ENS activity directly or indirectly, e.g., IL-1β, which has its receptors on ENS neurons.
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development and progression of IBD when the intestinal
environment changes. Thus, ILCs have dual roles related to
anti-inflammatory and proinflammatory responses. Overall,
the mechanisms mediating the functions of ILCs are mostly
related to the secretion of cytokines and the activities of tran-
scription factors.

The gut microbiota and ENS have important roles in the
gut, which are linked through ILCs. Neurons and EGCs
(important components of the ENS) can induce ILCs to
secret inflammatory cytokines (such as IL-22). Additionally,
the gut microbiota interacts with some cells (such as T cells
and IECs), which can induce or inhibit the secretion of
inflammatory cytokines by ILCs. The release of these cyto-
kines can also alter the gut microbiota. Several reports have
also suggested links between the gut microbiota and ENS,
potentially involving ILCs [100, 101].

However, there are still many limitations to studies on
ILCs. First, the boundaries between the groups of ILCs are
still obscure. Expression profiles of cytokines and transcrip-
tion factors in some ILC subsets are not stable, and mutual
transformation may occur among the groups of ILCs [43].
In addition, there is a close relationship between ILCs and
Th cell subsets, which function through the same cytokines,
thereby making it difficult to clarify the specific intercellular
relationships and to study the functions and mechanisms of
each ILC subset separately. Existing data indicate that the
nervous system sends out specific instructions to the immune
system after nerve cells are stimulated by signals from the
intestine. Based on such research, the ENS is known as the
“second brain” and exhibits autonomic regulation of intesti-
nal motility and secretion. However, further studies are
needed to analyze the relationship between the nervous sys-
tem and the immune system, including basic research studies
on the molecular mechanisms. Neurons secrete NMU, which
stimulates ILC2s and induces immune responses within a few
minutes. This observation may have practical applications in
the clinical setting with regard to the immune responses pro-
duced after vaccination, which typically require a few weeks.
Moreover, most studies on ILCs have been carried out in
mice, e.g., the established developmental hierarchy from a
CLP and frommore restricted precursors of different ILC lin-
eages in mice, such as NKp, ILC1p, ILC2p, and ILC3p. These
topics must also be examined in humans. However, although
it is now clear that human CLP-like CD34+ progenitors from
different compartments can give rise to distinct ILC lineages,
only NKp and ILC3p have been described in humans. Fur-
ther in vitro and in vivo studies on human ILCs are needed
to elucidate how ILCs operate in the human body. Such
research will help us to understand the occurrence and devel-
opment of IBD and to explore effective treatment strategies
to combat related diseases in the future.
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The role of cytokines in the pathogenesis of chronic venous disease (CVD) remains obscure. It has been postulated that oscillatory
flow present in incompetent veins causes proinflammatory changes. Our earlier study confirmed this hypothesis. This study is
aimed at assessing chemokines and growth factors (GFs) released by lymphocytes in patients with great saphenous vein (GSV)
incompetence. In 34 patients exhibiting reflux in GSV, blood was derived from the cubital vein and from the incompetent
saphenofemoral junction. In 12 healthy controls, blood was derived from the cubital vein. Lymphocyte culture with and without
stimulation by phytohemagglutinin (PHA) was performed. Eotaxin, interleukin 8 (IL-8), macrophage inflammatory protein 1 A
and 1B (MIP-1A and MIP-1B), interferon gamma-induced protein (IP-10), monocyte chemoattractant protein-1 (MCP-1),
interleukin 5 (IL-5), fibroblast growth factor (FGF), granulocyte colony-stimulating factor (G-CSF), granulocyte-macrophage
colony-stimulating factor (GM-CSF), platelet-derived growth factor-BB (PDGF-BB), and vascular endothelial growth factor
(VEGF) were assessed in culture supernatants by a Bio-Plex assay. Higher concentrations of eotaxin and G-CSF were revealed in
the incompetent GSV, compared with the concentrations in the patients’ upper limbs. The concentrations of MIP-1A and
MIP-1B were higher in the CVD group while the concentration of VEGF was lower. In the stimulated cultures, the
concentration of G-CSF proved higher in the incompetent GSV, as compared with the patients’ upper limbs. Between the
groups, the concentration of eotaxin was higher in the CVD group, while the IL-5 and MCP-1 concentrations were lower. IL-8,
IP-10, FGF, GM-CSF, and PDGF-BB did not reveal any significant differences in concentrations between the samples. These
observations suggest that the concentrations of chemokines and GFs are different in the blood of CVD patients. The oscillatory
flow present in incompetent veins may play a role in these changes. However, the role of cytokines in CVD requires further study.

1. Introduction

Chronic venous disease (CVD) affects up to 85% of the pop-
ulation, and more advanced clinical changes (C3–C6 in the
Clinical-Etiology-Anatomy-Pathophysiology (CEAP) classi-
fication) occur in about 30% of the population [1–4]. Its exact
pathogenesis remains unclear. However, the impact of
inflammatory processes is considered crucial for venous wall
remodeling [5–11]. Reflux in the incompetent veins causes
oscillatory flow, with blood moving towards the heart during
the contraction of the muscular pump of the calf and

backwards during the relaxation of the calf [12]. It has been
demonstrated that these flow changes cause the release of
proinflammatory cytokines by endothelial cells and lead to
leukocyte-mediated inflammatory reactions [12–16]. Our
recent publication demonstrated that proinflammatory cyto-
kines are released by lymphocytes in higher concentrations in
the incompetent veins [17].

In order to further investigate the role of cytokines
released by lymphocytes in CVD, we studied two other
panels: chemotactic cytokines and growth factors (GFs). Both
these cytokine groups have previously been described as
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released in higher concentrations by endothelium subject to
hypoxia [18]. Following our previous findings which
confirmed the proinflammatory state in CVD, it seemed
probable that the levels of chemotactic cytokines should be
elevated in the incompetent vein, recruiting leukocytes and
promoting the inflammatory process. The influence of GFs
on the histological changes in CVD also seemed possible.
The incompetent vein wall is known to be distorted, with a
degraded extracellular matrix [19], damaged intima [20–23],
and disorganized, hypertrophic media [24, 25]. An imbalance
between collagen and elastin has been observed, with lower
content of elastin and collagen type III and higher content
of collagen type I [26–29]. These changes are linked to a
higher metalloproteinase activity [19, 30], dysregulated
apoptosis [14, 24, 31], and elevated smooth muscle prolifera-
tion [25]. Increased numbers of vasa vasorum in varicose
veins have also been observed [23]. The GFs have been dem-
onstrated to play a role in regulating the metalloproteinase
activity [32]. Moreover, they take part in neovascularisation.
Therefore, their role in CVD progression seems possible.

Few papers describe cytokines in CVD [9], and there are
no studies concerning the role of chemokines and GFs
released by lymphocytes in this disease. No differences in
the lymphocyte percentage were observed in the varicose
veins when compared to healthy veins [6, 33], and the
lymphocytes were shown to have an important role in venous
ulcer development [34].

We expected to find different cytokine production in the
incompetent vein with oscillatory flow when compared to the
same patients’ healthy cubital vein with laminar (unidirec-
tional) flow. The circulating lymphocytes are also subject to
contact with turbulent flow and pathologically changed
endothelium of the incompetent vein; therefore, differences
in cytokine concentrations in the cubital blood from healthy
subjects and CVD patients were expected. Finally, the lym-
phocytes in CVD group may react differently to stimulating
agents than the lymphocytes in the healthy group.

2. Materials and Methods

The study has been carried out in accordance with the
Declaration of Helsinki and approved by the Bioethical
Committee of the Medical University of Silesia
(KNW/0022/KB1/31/I/12). All participants gave their
written informed consent for the study.

The CVD group consisted of 34 primary CVD patients
with great saphenous vein (GSV) incompetence confirmed
by the Doppler ultrasound examination. The reflux at saphe-
nofemoral junction (reflux time > 0 5 s) was confirmed in all
patients in standing position, with blood flow induced by
manual squeezing. The control group included 12 volunteers
with healthy GSV confirmed by the Doppler ultrasound. The
exclusion criteria involved history of venous thrombosis,
pregnancy, diabetes, any inflammatory diseases present in
the past two weeks, alcohol abuse, smoking, ulceration on
the examined limb during the last month, and intake of
anti-inflammatory drugs within the past two weeks.

Blood samples were obtained from the cubital vein in
both groups, collected to vials containing heparin (10 IU/ml

of blood). Consequently, patients from the CVD group
underwent standard surgical procedure of GSV stripping,
with femoral nerve block and additional local anaesthesia.
The inguinal incision and visualization of the GSV were per-
formed. A blood sample from the GSV directly below the
incompetent saphenofemoral junction was collected into a
heparinized vial. All samples were immediately transferred
to the laboratory, and the temperature of 37°C was main-
tained. Cultures of lymphocytes were prepared either with
lymphocyte-stimulating phytohemagglutinin (PHA) or with
a medium as follows:

The lymphocytes were separated by the use of Histopa-
que gradients (1.119 g/ml and 1.077 g/ml). After centrifuga-
tion (700×g, 30min), the separated lymphocytes were
transferred to another vial and washed twice with
phosphate-buffered saline (PBS) (250×g, 10min). Micro-
scopic morphological assessment of cell population was per-
formed, and no differences were found between the groups.
No significant contamination by other cells was found in
the samples.

A suspension of 2 MM lymphocyte cells/ml of medium
(Roswell Park Memorial Institute (RPMI) 1640, 10% bovine
serum, penicillin 100 U/ml, and streptomycin 100μg/ml)
was prepared. 0.5ml of this suspension was added to a
0.5ml of PHA solution (20μg PHA/ml of medium) and for
no-stimulation samples, 0.5ml of the suspension to a 0.5ml
of medium. These suspensions were incubated for 24h in
37°C, 5% CO2 atmosphere, and 99% humidity. After incuba-
tion and centrifugation (250×g, 10min), the supernatant
was collected into the Eppendorf vials and stored at -80°C.

Assessed panels included chemotactic factors: eotaxin,
interleukin 8 (IL-8), macrophage inflammatory protein 1 A
and 1B (MIP-1A and MIP-1B), interferon gamma-induced
protein (IP-10), monocyte chemoattractant protein-1
(MCP-1), and GFs: interleukin 5 (IL-5), fibroblast growth
factor (FGF), granulocyte colony-stimulating factor
(G-CSF), granulocyte-macrophage colony-stimulating factor
(GM-CSF), platelet-derived growth factor-BB (PDGF-BB),
and vascular endothelial growth factor (VEGF).

The samples were thawed directly before the Bio-Plex
assay. The assay uses magnetic beads with anticytokine
immunoglobulins to assess simultaneously the concentra-
tions of many cytokines. The samples were processed follow-
ing the manufacturer’s instructions (Bio-Plex Pro™ Human
Cytokine Assays, Bio-Rad Laboratories) and read using
Bio-Rad Bio-Plex™ 200 System with Bio-Plex Manager™
Software. The statistical analysis was performed with the
use of STATISTICA 10.0 software. The cytokine data were
not normally distributed; therefore, nonparametric tests were
applied. Mean/median differences were analyzed by Stu-
dent’s paired t-test, the Wilcoxon signed-rank test, or the
Mann-Whitney U test. The leukocyte count and lympho-
cyte percentage had normal distribution; therefore,
Student’s t-test was applied.

3. Results and Discussion

3.1. Results. The CVD group consisted of 34 patients, 85% of
which were women. Median age was 47 ± 25 (21-68). The
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patients belonged to clinical CEAP classes C2-C3, with
43% in C2 and 57% in C3. The control group consisted
of 12 patients, 92% of which were women. Median age
was 36 ± 27 (29-64). The white blood cell count was mean
5 6 × 103/μl (3.7-8 8 × 103/μl) in the CVD group and
5.9× 103/μl (4.6-7.5× 103/μl) in the control group. The
lymphocyte percentage was mean 39% (22%-47%) in the
CVD group and 36% (23%-45%) in the control group.
There were no statistically significant differences between
the groups.

In the samples cultured without stimulation, significantly
higher concentrations of eotaxin and G-CSF were found in
the incompetent GSV samples in comparison with the cubital
vein samples of the same patients (results are expressed as
median ± quartile deviation and range).

Eotaxin: 39 09 ± 14 1 (11.4-256.8) pg/ml vs 34 87 ± 15 47
(5.6-51.34) pg/ml, p < 0 05 and G-CSF: 107 4 ± 91 5
(36.3-1613) pg/ml vs 89 6 ± 91 9 (24.7-1381) pg/ml, p <
0 05. The above results are presented in Figures 1 and 2.

When the upper limb samples cultured without stimu-
lation were compared between the groups, significantly
higher concentrations of MIP-1A and MIP-1B were found
in the upper limb samples of the CVD group (MIP-1A:
181 1 ± 1633 (2.18-3163) pg/ml vs 29 2 ± 3123 (2.7-3125)
pg/ml, p < 0 05 and MIP-1B: 1514 ± 905 1 (185.6-9142)
pg/ml vs 927 8 ± 325 1 (444.3-1396) pg/ml, p < 0 01). The
CVD group showed lower concentrations of VEGF
(53 9 ± 53 3 (17.4-276.8) pg/ml vs 76 2 ± 78 6 (35.3-263.5)
pg/ml, p < 0 05). These results are presented in Figures 3–5.

PHA did not cause significant changes in the concen-
trations of MIP-1B and PDGF-BB in any group. IL-8
and VEGF did not show any difference in concentrations
in the control group. PHA did not cause significant
changes in the IL-5 concentrations in the CVD group.
FGF did not show any significant changes in the

concentrations in the PHA cultures of the lower limb sam-
ples in the CVD group. The GM-CSF concentrations were
higher in the PHA cultures only in the upper limb sam-
ples of the CVD group. The remaining PHA-stimulated
samples had significantly higher cytokine concentrations
than the unstimulated samples (Table 1).

The magnitude of lymphocyte stimulation by PHA was
analyzed and no statistically significant differences were
found. The exception is MCP-1 which showed a more sig-
nificant increase in the concentration after PHA stimula-
tion in the control group, as compared with the examined
group (median increase 899 ± 1391 ((-2302)-2681) pg/ml
vs 548 ± 414 ((-1341)-2072) pg/ml).

In the samples cultured with stimulation, in the CVD
group, the GSV samples had a significantly higher
G-CSF concentration as compared with the upper limb
samples (767 7 ± 1197 (160.2-3030) pg/ml vs 538 4 ±
747 3 (115.7-8630) pg/ml, p < 0 05) (Figure 6).

When the upper limb samples cultured with stimula-
tion were compared between the groups, a higher concentra-
tion of eotaxin was found in the CVD group (67 41 ± 25 9
(29.0-118.7) pg/ml vs 54 9 ± 28 0 (22.15-73.25) pg/ml, p <
0 01) and lower IL-5 and MCP-1 concentrations (IL-5:
21 59 ± 24 8 (1.58-223.6) pg/ml vs 59 27 ± 38 65
(18.5-104.6) pg/ml, p < 0 01) MCP-1: 1351 ± 531 3
(918.0-2622) pg/ml vs 2086 ± 1269 (1667-3343) pg/ml, p <
0 001) (Figures 7–9).

No significant differences in IL-8, IP-10, FGF,
GM-CSF, and PDGF-BB concentrations were found in
any of the samples.

3.2. Discussion. The results of this study show significant
changes in the concentrations of chemokines and GFs in
the incompetent GSV and in the general circulation of
CVD patients.
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Figure 1: Comparison of eotaxin concentrations in the upper (eotaxin-UL) and lower limb samples (eotaxin-LL) in the CVD groups, cultured
without stimulation.
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In the nonstimulated samples, higher concentrations of
MIP-1A and MIP-1B and a lower VEGF concentration were
revealed in the CVD group.

MIP-1 family is responsible for recruiting proinflamma-
tory cells. It also plays a crucial role in the T-cell transen-
dothelial migration [35]. Higher MIP-1A and MIP-1B
concentrations in CVD patients were found in a large cyto-
kine profile performed by Tisato et al. [36]. The elevated
levels of these factors substantiate the theory of the proin-
flammatory impact of the turbulent blood flow in incompe-
tent veins.

The concentrations of VEGF, a proangiogenic cytokine
which promotes neovascularisation and increases vascular

permeability, were found to be lower in the CVD group. Sim-
ilar observations were made in a study comparing cytokine
concentrations before and after endovenous laser ablation,
where VEGF was found in lower concentrations in the blood
of the patients before surgery [37]. In other studies, however,
the concentrations of VEGF were higher in CVD patients:
both in the venous tissue [22] and in the peripheral blood
[36, 38]. Further studies including larger groups of patients
are required to interpret the role of this factor in venous
insufficiency.

Local elevation of proinflammatory markers in GSV was
described by Poredos et al. [16] and in our earlier work [17].
Turbulent blood flow, venous stasis, and hypertension are

1800

1600

1400

1200

1000
G

-C
SF

 (p
g/

m
l)

800

600

400

200

0
89.6

G-CSF-UL

CVD group

107.3

G-CSF-LL

p = 0.0347

Median
25%-75%
Min-max
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well-known factors in CVD pathogenesis. Hemodynamic
changes lead to the activation, adhesion, and migration of
leukocytes through the venous wall, a so-called “leukocyte
trap” [39]. The activated leukocytes damage the endothe-
lium, causing inflammatory response from the endothelial
cells [8, 32]. Local increase of inflammatory response is there-
fore postulated as an important factor of CVD pathogenesis.

In this study, eotaxin and G-CSF had higher concentra-
tions in the incompetent saphenofemoral junction when
compared with the same patients’ general circulation.
G-CSF stimulates neutrophil production and mobilization,

attracting neutrophils to the inflammation site and
restricting their activity in noninflamed regions [40]. Its
higher concentration found in the incompetent vein seems
to further confirm the proinflammatory effect of nonlami-
nar blood flow.

Eotaxin is a potent eosinophil chemoattractant, and it has
a role in multiple inflammatory diseases such as asthma,
atopic dermatitis, or inflammatory bowel disease [41]. It is
supposed to have a local impact on tissues in atherosclerosis
[41]. In this study, elevated eotaxin concentrations were
found in the incompetent vein, while in a study by Sachdev
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Figure 4: Comparison of the MIP-1B concentrations in the upper limb samples (MIP-1B-UL) between the CVD and control groups, cultured
without stimulation.
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et al., eotaxin was found in lower concentrations in the gen-
eral circulation of varicose patients [42]. This might indicate
its regional role in the pathogenesis of the disease.

Addition of PHA to the cultures revealed some differ-
ences in lymphocyte reaction to stimulation. G-CSF concen-
tration was higher in the GSV when compared with the
upper limb of the patients, just as it was in the nonstimulated
samples. When stimulated samples were compared between
the groups, eotaxin levels were higher in the CVD group
and IL-5 and MCP-1 concentrations were lower when com-
pared with controls. The lymphocytes in the control group
produced significantly more MCP-1 in reaction to PHA than
in the CVD group. No differences in VEGF concentrations
were found between the groups. Very few studies discuss
the role of the above factors in the CVD. In a study of chronic

venous ulcer wounds, the MCP-1 concentration was elevated
in the wound tissue and in the healing process, its concentra-
tions increased [43]. In a study comparing cytokine concen-
trations in general circulation between a healthy group and
CVD patients, MCP had lower concentrations in the CVD
group [41]. A study comparing cytokine concentrations
before and after surgical flow correction (so-called CHIVA
procedure) showed significantly higher MCP-1 concentra-
tions after the surgery [12]. MCP-1 is produced by a multi-
tude of cells and acts not only as a chemotactic agent but
also as an angiogenesis promotor [44, 45]. All the above
results indicate the importance of MCP-1 in tissue repair
[12]. Its lower concentration in the incompetent veins sug-
gests its impact on impaired tissue healing in CVD. However,
a study by Tisato et al. showed higher MCP-1 concentrations

Table 1: Comparison of the cytokine concentrations between samples with PHA-stimulated and unstimulated lymphocytes.

Cytokine
CVD group

Control group—upper limb
Lower limb Upper limb

Eotaxin p < 0 001 p < 0 001 p < 0 05
IL-8 p < 0 05 p < 0 05 NS

MIP-1A p < 0 001 p < 0 001 p < 0 05
MIP-1B NS NS NS

IP-10 p < 0 000001 p < 0 000001 p < 0 05
MCP-1 p < 0 00001 p < 0 0001 p < 0 05
IL-5 NS NS p < 0 05
FGF NS p < 0 05 p < 0 05
G-CSF p < 0 000001 p < 0 000001 p < 0 05
GM-CSF NS p < 0 05 NS

PDGF-BB NS NS NS

VEGF p < 0 05 p < 0 0001 NS

Statistically significant increase of concentration in PHA-stimulated samples: p ≤ 0 05. NS: no significant change in cytokine concentration, p > 0 05.
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Figure 6: Comparison of G-CSF concentrations in the upper (G-CSF PHA-UL) and lower limb samples (G-CSF PHA-LL) in the CVD group,
cultured with PHA stimulation.
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in CVD group when compared to controls [36]; therefore,
more studies would be required to determine the role of
these cytokines.

The increased concentration of eotaxin in the stimu-
lated samples of CVD patients supports the hypothesis of
the important role of inflammation in this disease. How-
ever, in another study, eotaxin was decreased along with
other cytokines in varicose patients. The authors of the
study concluded that a generally less varied inflammatory
network seems to be present in CVD patients [42]. In
our study, apart from VEGF (lower concentrations in the

CVD group in the nonstimulated samples), IL-5 was
present in significantly lower concentrations in the CVD
group in the stimulated samples. This interleukin affects
mainly eosinophils, basophils, and mast cells, and it is
widely examined as a target in hypereosinophilic condi-
tions [46, 47].

Other cytokines analyzed in this study were IL-8, IP-10,
FGF, GM-CSF, and PDGF-BB and they did not show any
significant differences in concentrations between samples.
Contradictory results concerning PDGF-BB concentration
in incompetent veins have been published [13, 42]. The

140

120

100

80
Eo

ta
xi

n 
PH

A-
U

L 
(p

g/
m

l)
60

40

20

0

54.94

Control CVD group

67.41

p = 0.0063

Median
25%-75%
Min-max
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aforementioned study assessing the effect of CHIVA on cyto-
kine concentrations described a decrease in IP-10 and its
increase after surgical flow correction [12]. Elevated concen-
trations of GM-CSF have also been noted [36].

In this study, only eotaxin and G-CSF showed signifi-
cantly higher concentrations locally in the incompetent
saphenofemoral junction in comparison with the cubital
vein. This suggests that the turbulent flow may have a
stimulating impact on the production of these cytokines by
lymphocytes in CVD. However, other chemokines and GFs
did not show any significant local concentration changes.
Samples derived from the calf varices would have been
exposed to more stasis and therefore other local changes in
the concentrations of chemokines and GFs could have been
revealed. However, blood would inevitably come from differ-
ent tributaries in each patient and therefore we found it less
comparable. Drawing the blood from the calf region of the
great saphenous vein would also result in less comparable
samples as the GSV is not exposed at the same level in all
patients. The choice of saphenofemoral junction assured that
the samples were obtained from the same anatomical region
with most evident oscillatory flow.

Another limitation of this study is that no samples were
obtained from the lower limb veins of healthy subjects. Tak-
ing blood samples from both the upper and lower limbs of
healthy volunteers would expose them to too much distress
and therefore has not been suggested. Some researchers have
used samples from GSV grafts from patients undergoing car-
diac bypass surgery as controls [6]; however, we considered
such a group of patients most probably subject to numerous
factors altering their immunological state (e.g., atherosclero-
sis, acetylsalicylic acid intake) and therefore not suitable for
this study.

The potential of the lymphocytes in the incompetent
veins to respond to activating factors was tested by addition
of PHA to the cultures. PHA is a lymphocyte T stimulant.

Therefore, the lymphocyte B response to stimulation was
not assessed and requires further study.

The low number of patients is definitely another limita-
tion of this study. The same problem was also met by other
authors working on a similar subject [8, 12, 42, 48]. The
unanimous results of the studies concerning cytokines in
CVD require further investigation with larger groups of
patients in order to determine the role of cytokines in CVD
and the impact of the oscillatory flow on the functioning of
immunological cells.

4. Conclusions

The results obtained in this study show that CVD lympho-
cytes produce cytokines responsible for recruiting inflamma-
tory cells, angiogenesis, and tissue healing in significantly
different concentrations in comparison with a healthy group.
The differences are also present when GSV samples are com-
pared with the patients’ general circulation. This supports the
theory that the turbulent flow present in the incompetent
veins affects the functioning of the immunological cells,
which may have an important impact on the pathogenesis
of the disease. The exact nature of these changes requires
further investigation in larger groups of patients.
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Myeloid-derived suppressor cells (MDSCs) are identified as a heterogeneous population of cells with the function to suppress
innate as well as adaptive immune responses. The initial studies of MDSCs were primarily focused on the field of animal tumor
models or cancer patients. In cancer, MDSCs play the deleterious role to inhibit tumor immunity and to promote tumor
development. Over the past few years, an increasing number of studies have investigated the role of MDSCs in autoimmune
diseases. The beneficial effects of MDSCs in autoimmunity have been reported by some studies, and thus, immunosuppressive
MDSCs may be a novel therapeutic target in autoimmune diseases. There are some controversial findings as well. Many
questions such as the activation, differentiation, and suppressive functions of MDSCs and their roles in autoimmune diseases
remain unclear. In this review, we have discussed the current understanding of MDSCs in autoimmune diseases.

1. Introduction

Myeloid-derived suppressor cells (MDSCs) started to be
described more than three decades ago mainly in cancer
[1, 2]. The suppressive effects of MDSCs on immune
responses lead to the failure of immune surveillance of cancer
and promotion of tumor angiogenesis and metastasis. Thus,
MDSCs are suggested to be an important cell component
for creating tumor immunosuppressive microenvironment
[3–7]. In recent years, it has been reported about the involve-
ment of MDSCs in a variety of inflammatory disorders,
including autoimmune diseases [8–12]. MDSCs serve as the
negative regulator of immune responses, and they are likely
to play a protective role in autoimmune diseases by inhibiting
T cell-mediated immune responses. Most of the studies of
MDSCs in autoimmunity are carried out in animal experi-
ments, and some findings are controversial. The real biolog-
ical and pathological roles of MDSCs in autoimmune
diseases still need to be further characterized. In this review,
we summarize the origin, phenotype, and functional

characteristics of MDSCs and their involvement in autoim-
mune diseases as well as MDSCs as potential targets for ther-
apeutic intervention.

2. Origin, Phenotype, and Functional
Characteristics of MDSCs

Common myeloid precursor cells derive from hematopoietic
stem cells (HSCs) in the bone marrow, and they give rise to
“immature myeloid cells” (IMCs) without suppressive fea-
tures in an unactivated state [13]. In healthy individuals,
IMCs can differentiate into mature, functional dendritic cells
(DCs), macrophages, and granulocytes [14]. However, in cer-
tain pathologic conditions, such as inflammation, tumors,
infections, trauma, transplants, sepsis, or autoimmune dis-
eases, the differentiation of IMCs is impaired, and subse-
quently, IMCs are activated and proliferate in response to
diverse endogenous and exogenous factors [13, 15–17]. As
a result, IMCs differentiate into MDSCs, resulting in the dra-
matic expansion and accumulation of a large number of
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MDSCs in peripheral tissues. MDSCs can potently inhibit
immune responses through the expressions of suppressive
factors [13].

In mice, MDSCs are characterized by the coexpression of
CD11b and Gr-1. The CD11b+Gr-1+ cell population is
divided into two relatively distinct subsets: M-MDSCs
(CD11b+Ly6ChiLy6G-) with monocytic morphology and
G-MDSCs (CD11b+Ly6ClowLy6G+) with granulocytic mor-
phology [18]. Recently, the expressions of CD115, CD80,
CD124, F4/80, CD16, and CD31 have also been suggested
as markers for identifying MDSCs, although these markers
are not specific for MDSCs [19, 20].

Different from murine MDSCs, most human MDSCs
express both CD11b and CD33 and have an absent or low
expression of HLA-DR. Therefore, human MDSCs can be
generally defined as CD11b+CD33+HLA-DRlow/-. Within
this population, monocytic MDSCs and granulocytic MDSCs
can be further characterized by the phenotype of CD14+-

CD15low/- and CD14-CD15+CD66b+, respectively, which
seems to be consistent with hematologic morphology [13,
21]. Given the heterogeneity of MDSCs populations and the
different combinations of markers used, there may be some
overlap between the subsets of MDSCs, and these classifica-
tions are somewhat controversial [22, 23]. In a recent study,
a high level of lectin-type oxidized LDL receptor 1 (LOX-1)
was identified in polymorphonuclear MDSCs (PMN-
MDSCs) in the peripheral blood and tumor tissues of cancer
patients, which was associated with endoplasmic reticulum
stress and lipid metabolism [24]. Lately, another study
showed that the phenotypic and functional characteristics
of MDSCs can shift at different clinical stages of multiple
sclerosis (MS) [25].

MDSCs require different signals for their expansion
and activation. A variety of factors play important roles
in the expansion of MDSCs such as cyclooxygenase-2
(COX-2), prostaglandin E2 (PGE2), granulocyte/macrophage
colony-stimulating factor (GM-CSF), macrophage colony-
stimulating factor (M-CSF), IL-6, IL-3, vascular endothelial
growth factor (VEGF), and stem cell factor (SCF)-1 [13,
26–29]. The activation of MDSCs is associated with IFN-γ,
TGF-β, IL-13, IL-4, etc. [13]. These factors can trigger signal-
ing pathways in MDSCs which are involved in regulating the
processes of cell differentiation, proliferation, and apoptosis
during hematopoiesis [30–32].

MDSCs can suppress the immune response through a
variety of different mechanisms, including close cell-cell con-
tact and soluble mediators, of which the predominant factors
are arginase-1 (Arg-1) and inducible nitric oxide synthase
(iNOS) [33]. The expressions of Arg-1 and iNOS which gen-
erate NO responsible for theMDSCs suppressive function are
upregulated by activated MDSCs. The common substrate
of Arg-1 and iNOS is L-arginine. Reactive oxygen species
(ROS) represent another important mechanism [13, 34–37].
The monocytic MDSCs mainly associated with inflammation
were found to express high levels of iNOS and low levels of
ROS, whereas the granulocytic MDSCs mainly associated
with tumors expressed high levels of ROS and low levels of
iNOS [13]. Both subsets expressed Arg-1 [18, 38]. In addi-
tion, indoleamine 2,3-dioxygenase (IDO), IL-10, PGE2,

COX-2, program death ligand 1 (PD-L1), and TGF-β also
are very important to enable MDSCs to inhibit T cell prolif-
eration and cytotoxicity [39–42]. MDSCs also facilitate regu-
latory T cells (Tregs) to exert suppressive functions. It has
been shown that Gr-1+CD115+ MDSCs can promote the
development of Foxp3+ Tregs in vivo and mediate the inacti-
vation of tumor-specific T cells in a tumor mouse model [43].
Further studies are required to demonstrate whether MDSCs
are involved and associated with Tregs in a common immune
regulatory network. Moreover, a recent study found that
Ly6G+ PMN-MDSCs could control the selective accumula-
tion and cytokine secretion of B cells in the central nervous
system (CNS), which facilitated the recovery of disease in
experimental autoimmune encephalomyelitis (EAE) [44].
The relationship between MDSCs and B cells also remains
to be further studied.

3. The Role of MDSCs in Autoimmunity

MDSCs’ function has mostly been studied in animal
tumor models and cancer patients. Recently, a growing
body of evidence has suggested that MDSCs may be
actively participating in the development of autoimmune
diseases, such as MS [8, 25, 45], systemic lupus erythema-
tosus (SLE) [11, 46], type 1diabetes (T1D) [47], inflamma-
tory bowel disease (IBD) [9, 48], and rheumatoid arthritis
(RA) [49]. However, the in vitro and the in vivo studies are
sometimes controversial.

3.1. In Vitro Study of MDSCs. Generally speaking, in vitro,
CD11b+Gr-1+ cells isolated from autoimmune inflammatory
sites are able to inhibit T cell proliferation, typically through
the participation of iNOS and Arg-1. In the autoimmune
hepatitis (AIH) mouse model, the accumulation of CD11b+-

Gr-1+ myeloid cells was observed in the BALB/c Tgfb1-/-liver.
And only the isolated Ly6Chi subset was able to efficiently
suppress CD4+ T cell proliferation in vitro by several differ-
ent mechanisms, including NO, IFN-γ, and cell-cell contact
[50]. Similarly, in the IBD mouse model, CD11b+Gr-1+ mye-
loid cells accumulated in the spleens and secondary lym-
phoid tissues, and only CD11b+Ly6ChiLy6G- MDSCs
suppressed the proliferation and production of cytokines by
CD4+ T cells, which were mediated by NO, cell-cell contact,
and partially by IFN-γ and PGs [48]. It was shown that
CD11b+Ly6ChiLy6G- MDSCs isolated from the spleen after
EAE were induced potently inhibited CD4+ and CD8+ T cell
proliferation, and induced apoptosis of proliferating T cell
ex vivo, which was mediated by iNOS activity [8]. In line with
these findings, MDSCs were also involved in experimental
autoimmune uveoretinitis (EAU). These cells expressed
CD11b phenotypically resembling monocytes and were accu-
mulated in the inflamed eyes. In vitro, T cell proliferation
could be greatly suppressed by these isolated monocyte-like
cells [51]. Subsequent research in EAU showed that the intact
TNF response axis was responsible for the suppressive func-
tion of MDSCs [52]. In line with the above reports, CD11b+-

Gr-1low MDSCs were also identified in lupus-prone MRL-
Faslpr mice that develop autoimmune organ damages. These
cells had a suppressive effect on CD4+ T cell proliferation
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ex vivo, and Arg-1 inhibitor could block the suppression,
indicating that arginase served as the dominant suppressive
factor of MDSCs in this autoimmune setting [11]. Recently,
in the pristane-induced lupus mouse model, we observed that
CD11b+Ly6Chi monocytes sorted from the peritoneal cells
greatly inhibited T cell proliferation ex vivo which was medi-
ated by cell-cell contact, NO, and PGE2 and could inhibit
Th1 differentiation but enhanced the development of Tregs
[53]. Our findings provide a novel insight into the role of
Ly6Chi monocytes mobilized by pristane injection in the
pathogenesis of pristane-induced lupus in mice. We believe
the Ly6Chi monocytes induced by pristane injection are
monocytic MDSCs.

3.2. In Vivo Study of MDSCs. Despite that MDSCs can
potently inhibit T cell responses in vitro, the presence of
MDSCs in autoimmune diseases is different, and current
studies have shown conflicting roles for MDSCs in auto-
immunity, either as an aggravating or as a curative factor
of disease.

EAE is a common mouse model for multiple sclerosis,
which is an autoimmune inflammatory neurological disease.
Several studies have tried to demonstrate the possible role of
MDSCs in EAE. King et al. observed that CD11b+CD62L+-

Ly6Chi cells were mobilized increasingly and accumulated
in the blood and CNS before clinical episodes of the disease,
and these cells were subsequently matured into inflammatory
macrophages and/or functional DCs. Thus, the study con-
cluded that the accumulation of CD11b+Ly6Chi monocytes
in vivo served as pathologic effectors and was associated with
EAE pathogenesis [45]. Similarly, the Mildner study showed
that the selective depletion of CCR2+Ly6Chi monocytes
strongly reduced the CNS autoimmunity, indicating a
disease-promoting role of CCR2+Ly6Chi monocytes during
autoimmune inflammation of the CNS [54]. Yi et al. also
confirmed that the expansion of CD11b+Gr-1+ cells was
present in the development of EAE. Although these MDSCs
inhibited T cell proliferation, they promoted inflammatory
Th17 cell differentiation in vitro mediated by IL-1β. Selective
depletion of MDSCs using gemcitabine resulted in a marked
reduction in the severity of EAE, and the adoptive transfer of
MDSCs after this treatment restored EAE disease progres-
sion. The authors also demonstrated that the severity of
EAE was correlated with the frequency of Th17 cells and
the levels of inflammatory cytokines [55]. All the above find-
ings in EAE indicate that MDSCs in vivo serve as pathologic
effectors. However, some other studies had different conclu-
sions about the activity of MDSCs. Ioannou et al. reported
that before the disease remission, CD11bhiLy6G+Ly6C-

granulocytic MDSCs were abundantly accumulated in the
peripheral lymphoid organs. Adoptive transfer of G-MDSCs
potently delayed the development of EAE through the sup-
pressive effect on the priming of Th1 and Th17 cells. The
upregulation of PD-L1 upon exposure to the autoimmune
milieu both in vitro and in vivo was essential for the suppres-
sive function of G-MDSCs [56]. Taken together, it seems that
MDSCs have opposite roles in EAE, having both inflamma-
tory functions and protective functions. The discrepancy of
different reports suggests that further characterization of

MDSCs in various autoimmune settings is needed. It is also
possible more functionally diverse MDSCs subsets may exist.

Lately, MDSCs have been involved in the development of
SLE associated with organ damages. A study reported that
the deletion of CD24 in a lupus-like disease model driven
by heat shock proteins (HSPs) led to the increase of CD11b+-

Gr-1+ MDSCs and Tregs that augmented immune tolerance,
accompanying with the alleviation of lupus-like renal pathol-
ogy [57]. On the contrary, it was recently shown that in a
humanized SLE model MDSCs contributed to induce Th17
responses and related renal damage which was dependent
on Arg-1 [58]. In addition, a recent study demonstrated that
there were gender differences about the cellular and func-
tional characteristics of myeloid cells in (NZB×NZW) F1
mice. The greatly increased Gr-1hiLy6G+CD11b+ myeloid
cells in male mice were capable of inhibiting autoantibody
production and IL-10 production and slowing the progres-
sion of lupus-like disease in vivo. Furthermore, the produc-
tion of antinuclear autoantibodies was increased after anti-
Gr-1 mAb treatment. In vitro Gr-1hiCD11b+ cells could
directly inhibit B cell differentiation. The authors postulated
that these cells represented an important inhibitory mecha-
nism in male mice and involved in SLE pathogenesis [59].
In Roquinsan/san SLEmice, sortedMDSCs induced the expan-
sion of IL-10-producing regulatory B cells in vitro via NO.
After administration of MDSCs, the regulatory B cells in
the spleens of Roquinsan/san mice were expanded but effector
B cells were decreased, accompanied with the reduction of
serum anti-dsDNA antibody levels and the improvement of
renal pathology. Therefore, MDSCs were likely to be a
promising therapeutic target in the pathogenesis of SLE
[46]. In our in vivo experiment, the transfer of purified
CD11b+Ly6Chi pristane-induced peritoneal monocytes was
able to greatly inhibit anti-keyhole limpet hemocyanin
(KLH) antibody production induced by KLH immuniza-
tion [53], suggesting that these cells may have a protective
effect in chronic autoimmune inflammation in pristane-
induced lupus.

The role for MDSCs in T1D has been recently studied.
The expanded Gr-1+CD11b+ MDSCs induced by anti-
CD20 treatment in a mouse model of diabetes were found
to suppress T cell proliferation dependent on NO, IL-10,
and cell-cell contact and induce Tregs differentiation via
TGF-β. In vivo, the transient expansion of MDSCs induced
by anti-Gr-1 treatment delayed the development of disease
in NOD mice. These findings suggested that Gr-1+CD11b+

MDSCs contributed to establish immune tolerance and could
be a novel immunotherapeutic target for T1D [47]. A recent
study found that CD11bhiGr-1int MDSCs were significantly
increased in the peripheral blood of diabetic NOD mice.
The authors suggested that the expansion of MDSCs was
involved in the onset of diabetes [60]. Another study demon-
strated that the adoptive transfer of MDSCs had an Ag-
specific suppressive function and could prevent the onset of
T1D through the induction of CD4+CD25+Foxp3+ Tregs
development and anergy in autoreactive T cells [61].

MDSCs were also described in other autoimmune dis-
eases. In the mouse model of IBD induced in VILLIN-
hemagglutinin (HA) transgenic mice, the significantly
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increased CD11b+Gr-1+ MDSCs in the spleen and intestine
were found to induce T cell apoptosis and suppress T cell
proliferation ex vivo in a NO-dependent manner as well. Fur-
thermore, the isolated CD11b+Gr-1+ MDSCs inhibited T
cell-mediated colitis in VILLIN-HA mice [9]. The isolated
granulocytic MDSCs from the spleens in a collagen-induced
arthritis (CIA) mouse model were found to inhibit CD4+ T
cell proliferation in vitro. Moreover, these cells could sup-
press the differentiation of CD4+ T cells into Th17 cells.
Adoptive transfer of MDSCs reduced the severity of joint
inflammation in vivo, and the removal of MDSCs wors-
ened the disease [49]. Another recent study found that
CD11c-CD11b+GR-1+ MDSCs separated from the periph-
eral blood and spleens of CIA mice could inhibit T cell pro-
liferation in vitro partly via IL-10 and Arg-1, and in vivo
infusion of MDSCs significantly ameliorated rheumatoid
inflammation [62]. Alopecia areata is an autoimmune skin
disease, the characteristic of which is inflammatory immune
responses that cause hair loss. In a mouse model of alopecia
areata, Gr-1+CD11b+ MDSCs were capable of inhibiting T
cell proliferation in vitro, and subsequent in vivo application
led to partial restoration of hair growth [63]. MDSCs were
also described in a mouse model of experimental autoim-
mune myasthenia gravis (EAMG), in which the adoptive
transfer of MDSCs was found to effectively reverse the
disease progression [64]. Further analysis showed that
in MDSCs-treated EAMG mice, acetylcholine receptor-
(AChR-) specific immune responses were suppressed, serum
anti-AChR IgG levels were decreased, and complement acti-
vation was reduced, in which various immune-modulating
factors, such as PGE2, iNOS and arginase, were actively
involved [64].

Up to date, almost all studies about MDSCs in human
focus on cancer. There are few about MDSCs in patients with
autoimmune diseases. A study performed in T1D patients
has shown that in peripheral blood mononuclear cells
(PBMC) the frequency of CD11b+CD33+ MDSCs is signifi-
cantly increased, but these MDSCs are not maximally sup-
pressive in function, suggesting that functional defects in
MDSCs may contribute to T1D pathogenesis [60]. Recently,
a study on human SLE demonstrated the pathogenic role of
MDSCs. Compared to healthy controls, HLA-DR-CD11b+-

CD33+ MDSCs in the peripheral blood of active SLE patients
significantly increased. A positive correlation between the
frequency of MDSCs and Th17 responses, serum Arg-1 level,
and disease severity was observed, which provided new
insights into the molecular mechanism targeting MDSCs
for the treatment of SLE [58]. This increase of HLA-
DR-CD11b+CD33+ MDSCs may be mobilized and recruited
during the active inflammatory process in SLE, because
inflammation can lead to myelopoiesis [65] potentially giving
rise to these intermediate stages of myeloid cells. Addition-
ally, the numbers of MDSCs in the peripheral blood and
plasma Arg-1 level were greatly increased in RA patients.
The elevated frequency of Th17 cells in those patients was
observed to be negatively correlated with the plasma Arg-1
level and the frequency of MDSCs. It was also found that
there was a negative correlation between the level of plasma
TNF-α and MDSCs frequency [66]. Recently, another study

about RA patients has shown that the expansion of MDSCs
as a risk factor was associated with disease activity and joint
inflammation [67]. Given the important role of MDSCs in
modulating immune response, more research needs to be
carried out to explore the effect of MDSCs in human autoim-
mune disorders.

In conclusion, MDSCs possess a variety of activities in
autoimmune models and diseases (summarized in Table 1);
it is therefore a challenge to draw a definitive conclusion
on the roles of MDSCs in autoimmune diseases [68, 69].
Generally speaking, in vitro, the isolated CD11b+Gr-1+

MDSCs from inflammatory sites inhibit T cell responses
dependent on various mechanisms such as NO and Arg-1.
However, in vivo, endogenous MDSCs may be proinflam-
matory and fail to effectively reduce the severity of autoim-
mune diseases in several systems (e.g. in EAE [45, 54, 55]).
By contrast, the adoptive transfer of MDSCs is able to
induce immune tolerance to self-Ag and limits autoimmune
pathology and has a beneficial effect on the autoimmune
disease, as observed in models of IBD [9], T1D [61], and
inflammatory eye disease [70]. The reasons that lead to these
discrepancies between the activities of endogenous and
exogenous MDSCs remain unclear. A possible explanation
may be that certain factors coexisting in the same inflamma-
tory microenvironment inhibit the suppressive activity of
MDSCs, and the isolation of MDSCs is liberated from this
“inhibitory” environment and MDSCs regain their immuno-
suppressive function upon readministration or addition into
in vitro culture systems.

4. Therapeutic Potential of MDSCs in
Autoimmune Diseases

The application of MDSCs exogenously in certain animal
models shows great efficacy in suppressing autoimmune dis-
eases, indicating that MDSCs might be a promising cellular
immunotherapeutic target in autoimmune diseases. Several
potential cellular sources are available for in vitro generated
MDSCs. Exogenous MDSCs isolated from the peripheral
blood or bone marrow could be markedly expanded
in vitro by use of growth factor/cytokine regimens [71–73].
In addition, it has been reported that exogenous MDSC pop-
ulations also can derive from hematopoietic stem cells and
embryonic stem cells [74]. More recently, the monocytes iso-
lated from the peripheral blood were cultured in vitro supple-
mented with PGE2, for the generation of high numbers of
MDSCs, and their functional stability was established [75].
In vitro generated MDSCs share many characteristics with
their ex vivo isolated counterparts. They have strong sup-
pressive effect on the proliferation of CD4+ and CD8+ T cells
mediated by the expressions of iNOS and/or Arg-1 and cell-
cell contact [72]. All these methods above will be able to pro-
vide reliable cellular products for immunotherapy in treating
autoimmune diseases. Several groups have shown that the
adoptive transfer of ex vivo generated MDSCs had the ability
to inhibit graft-versus-host disease (GVHD) and prevent
allograft rejection in mice [73, 74, 76]. Meanwhile, there are
some potential risks associated with the utilization of MDSCs
to treat autoimmune diseases. For example, MDSCs utilized
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would be nonspecific for antigen-specific T cells. Therefore,
the suppressive effects of MDSCs on harmful T cell
responses for autoantigens and the protective immune
responses to pathogenic microorganisms or tumors exist
at the same time. It would also be difficult to control the
migration and accumulation of the injected MDSCs. Addi-
tionally, the release of inflammatory factors may occur after
the administration of MDSCs. Some other unpredictable
risks may also exist. Thus, more extensive research in
animal models is indispensable before MDSCs therapy
moves into clinical studies.

5. Concluding Remarks

MDSCs are a highly heterogeneous cell subpopulation. They
have multifaceted phenotypic characteristics and may sup-
press T cell proliferation through various mechanisms.
Large numbers of factors are involved in the differentiation,
migration, expansion, and activation of MDSCs. However,

there are many unresolved questions in the field of MDSCs
research. Up to now, the biological roles of MDSCs are
rarely known. The role of endogenous MDSCs in autoim-
mune diseases in vivo remains controversial. Many ques-
tions about the variety of activities for MDSCs remain to
be elucidated. It is necessary to understand why the induc-
tion and suppressive mechanisms of MDSCs are different
between in vivo and in vitro environments. A better com-
prehension of the role of human MDSCs in autoimmunity
and how to manipulate this cell population in patients with
autoimmune diseases will be of great clinical significance.
Importantly, exogenously prepared MDSCs have a great
potential to become an effective immunotherapeutic regi-
men for autoimmune diseases.
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Table 1: Myeloid-derived suppressor cells in autoimmune diseases.

Disease Species Phenotype Mechanism of suppression (in vitro) Effect in vivo Reference

Multiple sclerosis

Mouse CD11b+Ly6ChiLy6G- NO apoptosis Not determined [8]

Mouse CD11b+CD62L+Ly6C+ Undetermined Proinflammatory [45]

Mouse CCR2+CD11b+Ly6Chi Unknown Increase severity [54]

Mouse CD11b+Gr-1+ IL-1β Increase severity [55]

Mouse CD11bhiLy6G+Ly6C- PD-L1 Reduce severity [56]

Systemic lupus erythematosus

Mouse CD11b+Gr-1low Arginase-1 Not determined [11]

Mouse CD11c-CD11b+Gr-1+ NO Suppressor [46]

Mouse CD11b+Ly6Chi NO, PGE2, cell-cell contact Possibly protective [53]

Human HLA-DR-CD11b+CD33+ Unknown Increase severity [58]

Mouse Gr-1hiLy6G+CD11b+ ROS, NO
Suppressor (in

males)
[59]

A lupus-like disease driven
by HSP

Mouse CD11b+Gr-1+ Unknown Reduce severity [57]

Type 1 diabetes

Mouse CD11b+Gr-1+ NO, IL-10, cell-cell contact Reduce severity [47]

Mouse CD11bhiGr-1int Cell-cell contact Proinflammatory [60]

Human HLA-DR-CD11b+CD33+ Cell-cell contact Proinflammatory [60]

Mouse Gr-1+CD115+
MHC class II-restricted Ag

presentation
Reduce severity [61]

Inflammatory bowel disease
Mouse CD11b+Gr-1+ NO apoptosis Reduce severity [9]

Mouse CD11b+Ly6ChiLy6G- NO, cell-cell contact,
partially IFN-γ, PGs

Not determined [48]

Rheumatoid arthritis

Mouse CD11b+Ly6G+Ly6Clow Arg-1, NO Reduce severity [49]

Mouse CD11c-CD11b+GR-1+ IL-10, Arg-1 Reduce severity [62]

Human HLA-DR-CD11b+CD33+ Unknown Suppressor [66]

Human CD11b+CD33+HLA-DR- Unknown Increase severity [67]

Inflammatory eye disease
Mouse CD11b+Gr-1+Ly6G- TNFR-dependent, arginase Not determined [51, 52]

Mouse CD11b+Gr-1+ IL-6 Reduce severity [70]

Autoimmune hepatitis Mouse CD11b+Ly6ChiLy6G- NO, IFN-γ, cell-cell contact Not determined [50]

Alopecia areata Mouse CD11b+Gr-1+ T cell apoptosis Possibly protective [63]

Experimental autoimmune
myasthenia gravis

Mouse CD11b+Gr-1+ PGE2, NO, Arg-1 Reduce severity [64]
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