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Due to capacity limitations, large amounts of data generated by IoT devices are often stored on cloud servers. These data are
usually encrypted to prevent the disclosure, which significantly affects the availability of this data. Searchable encryption (SE)
allows a party to store his data created by his IoT devices or mobile in encryption on the cloud server to protect his privacy
while retaining his ability to search for data. However, the general SE techniques are all pay-then-use. The searchable
encryption service providers (SESP) are considered curious but honest, making it unfair and unreliable. To address these
problems, we combined ciphertext-policy attribute-based encryption, Bloom filter, and blockchain to propose a blockchain-
based fair and reliable searchable encryption scheme (BFR-SE) in this paper. In BFR-SE, we constructed an attribute-based
searchable encryption model that can provide fine-grained access control. The data owner stores the indices on SESP and
stores some additional auxiliary information on the blockchain. After a data user initiates a request, SESP must return the
correct and integral search results before the deadline. Otherwise, the data user can send an arbitration request, and the
blockchain will make a ruling. The blockchain will only perform arbitrations based on auxiliary information when disputes
arise, saving the computing resources on-chain. We analyzed the security and privacy of BFR-SE and simulated our scheme on
the EOS blockchain, which proves that BFR-SE is feasible. Meanwhile, we provided a thorough analysis of storage and
computing overhead, proving that BFR-SE is practical and has good performance.

1. Introduction

With the continuous development of Mobile Internet, 5G,
and some other advanced technologies, especially the Inter-
net of Things, people and machines are always generating
massive amounts of data. Most IoT devices produce large
amounts of data with a limited storage capacity, so the data
owners like to use cloud storage services to reduce the bur-
den of maintenance costs and local storage overhead. Cloud
services provide users with great convenience, enabling users
to access their data anytime and anywhere, instead of using a
specific machine. But these data, especially the data gener-
ated by specific IoT devices such as smart homes and intel-
ligent wristbands, often contains sensitive information to

the user. To prevent the disclosure, users encrypt their data
before uploading it to the cloud server [1–8]. However,
encryption will weaken the ability of users to search for data.

Searchable encryption technology was first proposed by
Song et al. [9], which allows a party to store his data in
encryption on the cloud server to protect his privacy while
retaining his ability to search for data. A searchable encryp-
tion scheme typically includes three participants: the data
owner (DO), the data user (DU), and the cloud server. The
DO encrypts his data together with the corresponding key-
words and uploads them to the cloud server. The cloud
server maintains these ciphertexts and provides search ser-
vices for data users. A data user will initiate a search request
using a search token generated based on the keywords, and
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the matching search results will be sent to him by the cloud
server. Finally, the data user can decrypt the ciphertext
locally to obtain the data. The whole process will not expose
any information related to the data itself. Nowadays, many
researchers have proposed various searchable encryption
algorithms, such as asymmetric searchable encryption [10,
11], multikeyword searchable encryption [12, 13], and fuzzy
keyword searchable encryption [14, 15]. Most of the above
studies focus on searchable encryption’s privacy and perfor-
mance in different scenarios and assume that the cloud
server is curious but honest. However, this is not the case,
which will cause problems in the fairness and reliability of
searchable encryption:

(1) On the one hand, after the user pays, the cloud server
cannot provide satisfactory search services, resulting
in the user’s economic losses. On the other hand,
after the user obtains the desired search results, he
will slander and deny the cloud server’s service and
deceptively refuse to pay the service fee

(2) The cloud server is not always reliable. To save costs,
it may delete data that is not often used at ordinary
times to save space. When users search, it will send
part of the search results or even send fake data to
users

According to the above point of view, in addition to
the privacy of keywords and search algorithms’ efficiency,
practical searchable encryption is highly expected to be
fair and reliable. To solve these problems, we urgently
need such a searchable encryption scheme, in which the
service provider is always to provide reliable search ser-
vice, and the users pay for it. There is no credible third
party in this scheme but will not cause any economic dis-
putes. Fortunately, with the emergence and development
of Bitcoin [16], as a decentralized cryptocurrency, its
underlying technology blockchain can gracefully help us
to achieve this goal. In this paper, we proposed a fair
and reliable searchable encryption scheme (BFR-SE) based
on blockchain. The main contributions of our research are
as follows:

(1) We constructed an attribute-based searchable
encryption algorithm (ABSE) and combined it with
blockchain and Bloom filter to propose a fair and
reliable searchable encryption scheme. While the
DO stores the data indices in the SESP, some addi-
tional auxiliary information used for verification is
uploaded to the blockchain. In the event of disputes
between DU and SESP, the blockchain will arbitrate,
and the dishonest participant will be punished
financially

(2) BFR-SE supports users’ multikeyword search for
ciphertexts. By utilizing ABSE, the DO realizes fine-
grained access control for their data search, which
means that only the users whose attributes satisfy
the specific policy can search and obtain the correct
search results

(3) Not the same as other blockchain-based searchable
encryption schemes, BFR-SE only stores a small
amount of auxiliary information on-chain and per-
forms possible arbitration when disputes occur,
which dramatically saves storage and computing
resources on-chain

(4) We simulated and implemented BFR-SE on the EOS
blockchain and showed implementation details of
smart contracts and algorithms. Together with the
security analysis, it proves that our scheme is feasible

(5) We used 6 MacBook Pros to build an EOS private
chain in a laboratory environment and simulated
our scheme. The storage and computing overhead
proves that BFR-SE is practical and has good
performance

The rest of this paper is organized as follows: Section 2
consists of related works. Section 3 reviews some prelimi-
nary knowledge used throughout this paper. In section 4,
we have an overview of our scheme. Section 5 describes spe-
cific implementation details. In Section 6, we analyze the
security and performance. Finally, we present the conclusion
and future direction.

2. Related Work

2.1. Verifiable Searchable Encryption. To ensure the reliabil-
ity of searchable encryption and prevent the cloud server
from returning partial or even wrong search results, users
need to have the ability to verify the correctness of search
results. Earliest in 2012, Chai and Gong [17] proposed a ver-
ifiable keyword search scheme, in which the cloud server
needs to prove that the returned results are correct. Kuro-
sawa and Ohtaki [18] proposed the first UC-secure verifiable
symmetric searchable encryption, which can verify whether
the search results are modified or deleted, and the computa-
tional cost of verification has a linear relationship with the
number of files. Zhu et al. [19] constructed a verifiable fuzzy
keyword search scheme to support dynamic data using
Bloom filter and locality sensitive hash function. The
single-keyword verifiable searchable encryption will return
many irrelevant results that cause the waste of transmission
bandwidth and computing resources, so the verifiable
searchable encryption proposed by Azraoui et al. [20] sup-
ports multikeyword search or combined search. However,
the above verifiable searchable encryption schemes are only
suitable for a small number of users, and it is challenging
to meet the user’s dynamic requirements in the cloud envi-
ronment. The number of users growing will cause the bur-
den of key management and cannot achieve fine-grained
access control. In 2014, Zheng et al. [21] proposed a novel
cryptographic primitive named verifiable attribute-based
keyword search. This primitive allows DO to control the
search and outsource his encrypted data to the cloud server
based on an access policy. Simultaneously, it allows legiti-
mate users to outsource the search operation (usually expen-
sive) to the cloud server and verify whether the cloud server
loyalty performs it. Ameri et al. [22] combined hierarchical
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identity-based multidesignated verifier signature (HIB-
MDVS), hierarchical identity-based broadcast encryption
(HIBBE) and Bloom filter to propose a generic construction
for verifiable attribute-based keyword search. The VBKS
scheme proposed by Sun et al. [23] can realize the revocation
of user attributes and utilize proxy reencryption and lazy
reencryption to transfer the heavy update work during attri-
bute revocation to a semitrusted cloud server while support-
ing the multikeyword search.

As mentioned above on verifiable searchable encryption,
the research enables users to verify the search results’ cor-
rectness and integrity. However, as a more practical search-
able encryption scheme, this is far from enough because
when a dishonest server is detected, it cannot continue to
punish the dishonest server without a third-party trusted
organization, which cannot be genuinely reliable.

2.2. Blockchain-Based Searchable Encryption. In recent years,
some researchers utilized blockchain to solve the fairness
problem in searchable encryption. In 2017, Li et al. [24] used
blockchain to construct symmetric searchable encryption
(SSE-using-BC). In their scheme, users publicly store all data
on the Bitcoin through transactions. As long as the partici-
pant does not execute honestly, he will lose his BTC. In their
subsequent work [25], they also improved the scheme and
adopted the Fabric blockchain, which significantly improved
the performance. Hu et al. [26] explored the potential capa-
bilities of the Ethereum blockchain and constructed a decen-
tralized, privacy-protected search model. The scheme
designed a financially fair smart contract to replace the cen-
tralized server so that all participants are treated equally and
motivated to perform correct operations. Cai et al. [27] also
used a smart contract to record encrypted search records on
the blockchain and designed a fair protocol to deal with dis-
putes and payment issues. They used a dynamic, efficient
searchable encryption scheme, which retained the search
capability and inspired the service provider to make a real
effort. Tang [28] extended the original searchable encryp-
tion, storing some necessary information on-chain, in which
blockchain only serves as a proper judicial function. If there
is no dispute, it will perform little operations on-chain,
reducing the blockchain’s burden. Chen et al. [29] stored
the indices and complex logical structure of EHRs on the
blockchain. They believed that only utilizing blockchain for
propagation can the data owner have complete control over
their data. Blockchain ensures the integrity, unforgeability,
and traceability of the indices. Jiang et al. [30] proposed a
Bloom filter-enabled multikeyword search protocol with
enhanced efficiency and privacy preservation. In the proto-
col, a low-frequency keyword is selected using the Bloom fil-
ter to filter the database when performing a multikeyword
search.

In summary, although the above searchable encryption
based on the blockchain can solve the fairness problem in
the payment process, there are still some shortcomings:

(1) These schemes are products of the combination of
blockchain and symmetric searchable encryption
that can only achieve a single one-to-one scenario

that is difficult for a large number of users and meet-
ing dynamic requirements in a cloud environment,
not to mention fine-grained access control

(2) The main idea of these schemes is to store index
information of the encrypted data on-chain.
Although encrypted, the symmetric searchable
encryption is generally a deterministic function. It
will be noticed when the user searches for the same
keyword multiple times. It will lead to the establish-
ment of some statistics, making it possible to infer
some private information

(3) Both file storage and search algorithm execution are
all processed on-chain, which increases the storage
and computing overhead of blockchain. Compared
with the traditional way, because the blockchain
requires parallel storage and calculation of multiple
miners, resource waste is bound to become notice-
able. Individual schemes put this part off-chain but
caused functional defects, such as the participants
need a lot of offline communications

3. Preliminary

3.1. Bilinear Pairing. Let G0 and G1 be cyclic groups of order
p and g be a generator of G0. We call e : G0 ×G0 ⟶G1 is a
bilinear paring if it is a map with the following properties:

(1) Bilinear: for all g1, g2 ∈ G0 and a, b ∈ Zp, there will be

eðga
1, gb2Þ = eðg1, g2Þab

(2) Nondegenerate: there exists g0 ∈G0, such that eðg0,
g0Þ ≠ 1

(3) Computable: there is an efficient algorithm to com-
pute eðg1, g2Þ for all g1 and g2

3.2. Linear Secret Sharing Scheme (LSSS). Let P = fP1,⋯,
Png be a set of participants, and ðA, ρÞ be an access structure.
In the structure, A is an l × k matrix with ρ mapping its
rows. An LSSS is composed of two polynomial-time
algorithms:

(1) shareððA, ρÞ, sÞ: to share a secret value s, it selects
randomly v1,⋯, vk−1 ∈ Zp. Let v! = ðs, v1,⋯, vk−1ÞT ,
and Ai be the vector as the ith row of matrix A, then,
the secret share σi = Ai v

!
belongs to party ρðiÞ

(2) recoverðω, fσigi∈ωÞ: it takes ω ∈ A and corresponding
secret shares as inputs. If any L ∈ fi ∣ ρðiÞ ∈ ωg sat-
isfies the access structure, a set of recovery coeffi-
cients fμigi∈L can be calculated so that ∑i∈Luiσi = s

3.3. Bloom Filter. Bloom filter is a space-efficient probabilis-
tic data structure, proposed by Burton Howard Bloom in
1970 [31] that through an individual error rate in exchange
for space-saving and query efficiency. A standard lBF-bit
Bloom filter includes a vector V with a length of lBF, all bits
of which are initialized to 0, k independent hash functions
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fh1,⋯, hkg, and each hash function has a uniform value in
the range of ½0, lBF − 1�. For each element wið1 ≤ i ≤ nÞ in
set W = fw1,⋯,wng, set the corresponding position of Hjð
wiÞð1 ≤ j ≤ kÞ in the vector to 1. It is only necessary to deter-
mine whether an element all HjðwiÞ in V are 1 or not to
judge whether an element w is in the set W. If not, there
must be w ∉W; otherwise, there is a high probability w ∈
W. (It should be noted that a high probability means that
there is a false-positive rate of nonzero, but this possibility
can be minimized by appropriate setting the value of lBF
and k.) A Bloom filter is composed of two algorithms:

(1) BFGenðfh1 ′,⋯, hk ′g, fw1,⋯,wngÞ⟶ BF: this
algorithm generates an lBF-bit Bloom filter by hash-
ing fh1,⋯, hkg the data set W = fw1,⋯,wng

(2) BFVerifyðBF,w, fh1 ′,⋯, hk ′gÞ⟶ ð0, 1Þ: this algo-
rithm verifies whether the element w is in the set
W. If it returns 1, w ∈W. Otherwise, w ∉W

3.4. Blockchain. The blockchain concept originated from Naka-
moto’s Bitcoin white paper [16], whose foundation is cryp-
tography and P2P networks. Then, it organizes the data
with a specific structure into blocks in a certain way and
links these blocks into a chain in chronological order. Cryp-
tography and consensus mechanisms together ensure the
security and unforgeability of data. In short, as the underly-
ing technology of cryptocurrency like Bitcoin, the block-
chain is a trusted ledger with distributed computing
capabilities that can process business credibly without a
third-party organization.

3.5. Smart Contract. Initially, when it comes to blockchain,
the only well-known applications are cryptocurrencies such
as Bitcoin and Litecoin. What brings a qualitative change
to the blockchain is that in 2013 Vitalik Buterin established
the first public chain platform named Ethereum with a
built-in Turing complete language [32] and inaugurated
smart contract for the blockchain. Szabo defined smart con-
tract as “a computerized transaction protocol that executes
the terms of a contract” [33]. The smart contract in the
blockchain is a piece of program code stored on the chain,
which can be executed securely and reliably. On the one
hand, the blockchain can utilize a programmable smart con-
tract to implement more complex business logic. On the
other hand, the blockchain can provide a trusted environ-
ment for executing a smart contract. The operating mecha-
nism of the smart contract in the blockchain is shown in
Figure 1.

As shown in the figure, the blockchain can be seen as a
state machine triggered by transactions, and the ledger is a
public world state starting from the Genesis Block. Users
can create a transaction and broadcast it to the blockchain
network from any node. All block producers will perform
corresponding operations after receiving the transaction,
and the consensus mechanism makes all nodes finally get a
consistent result and update the world state.

Blockchain provides the following support for the execu-
tion of smart contract on-chain:

(i) Public status: every participant can inspect the
smart contract’s current world state on the public
ledger

(ii) Timestamp server: the block height can be seen as a
trusted timestamp that never stops

(iii) Trusted propagation channel: the sender can utilize
the blockchain to spread the message, and the
receiver will reliably receive the message shortly.
The delivery traces will be recorded on-chain for
auditing, and the records are credible and cannot
be tampered with by anyone

3.6. Transactions of EOS. Account, address, and transaction
are three essential components in the EOS blockchain [34].
Each user has an account that corresponds to multiple
ECDSA key pairs expressed as ðpk, skÞ, and each key pair
represents different operation permission of the account.
The private and public keys are used by users to sign and
verify a transaction. Our definition of a transaction is consis-
tent with our previous work [35, 36]:

Tx = Refblock, t, SigU Chain ID, Txð Þð Þ,
Action Code, Name, AuthU , Datað ÞÞ,

ð1Þ

where Refblock refers to the height and id of a recently
generated block, which prevents the transaction from being
packaged on the fork chain and t is the expiration time of
the transaction. SigUðChain ID, TxÞ is the signature signed
by the sender. Action is the operation performed by the
transaction in which Code is the name of the smart contract,
Name is the method to be invoked in the smart contract,
AuthU is used to verify whether the sender has the authority
to call the method, and Data are the parameters. There may
be multiple actions in one transaction. Smart contracts can
also send actions to each other to call methods of other con-
tracts, which is called inline communication, and the corre-
sponding execution authority is the same as the original
transaction.

3.7. Data Persistence of EOS. After the smart contract is exe-
cuted, the occupied memory will be released, and all variable
data in the program will be lost, so it is necessary to persist
the data in smart contract. In the smart contact of Ethereum,
data can only be stored in key-value pairs, which is difficult
to meet more complex requirements. EOS imitates multi-
index containers in Boost library and develops a C++ class:
eosio::multi_index (from now on referred to as multi_index).
Each multi_index can be regarded as a table in the tradi-
tional database. Each row of the table can store an object,
and the object’s attributes can be any C++ data type. There-
fore, the table constructed by multi_index in EOS is no less
flexible than traditional databases. A significant feature of
multi_index is that a primary key can be set as the main
index and 16 secondary indices. Users can obtain any of
these indices and use the emplace, erase, modify, and find
functions of the index to insert, delete, update, and select
data.
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4. Overview of Proposed Scheme

This section will give an overview of our proposed scheme,
including the system model and scheme design. The mean-
ings of the symbols and abbreviations used in this paper
are shown in Table 1.

4.1. System Model of BFR-SE. The scheme proposed in this
paper is composed of four components: data owner (DO),
data user (DU), searchable encryption service provider
(SESP), and blockchain. The keywords and their corre-
sponding index structure are encrypted and uploaded to
the SESP after DO extracts the keyword set from the out-
sourced data set to prevent privacy disclosure. DO distribute
keys for DUs through blockchain, and only the DUs whose
attributes satisfy the access policy can search and obtain
the original data. DU uses his private key to generate a
search token according to the keywords he wants to retrieve.
According to the search token provided by DU, SESP per-
forms complex search calculation operations, then returns
the search results to DU and obtains the revenue. The traces
and additional evidence of each participant will be recorded
on the blockchain, which cannot be destroyed or denied.
DUs need to pay SESP for the service they use. If the SESP

does not provide the correct result before the predetermined
block height, DU can apply for arbitration, and the block-
chain will make a judgment according to the auxiliary infor-
mation and the additional evidence on-chain during the
search. Then, the charge fee will be returned to the DU as
compensation, together with a penalty on SESP. The specific
functions and responsibilities of the four components are as
follows:

(1) DO: the owner of the IoT device is also the owner of
the data. Responsible for the system’s initialization,
including creating and deploying smart contracts in
the scheme. DO needs to generate and distribute pri-
vate keys for registered DUs according to their attri-
butes. Besides, DO extracts keywords from the
outsourced data files, generates the corresponding
indices, and sets a reasonable access policy for the
indices. DO is honest by default

(2) DU: according to the keywords he wants to retrieve,
DU generates a search token with his private key and
sends a search request to the SESP. At the same time,
DU can judge whether the search results returned by
SESP are correct or not
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Figure 1: Operation mechanism of blockchain-based smart contract.
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(3) SESP: it has powerful computing capabilities and
stores the ciphertext of indices provided by DO. It
will perform complex search calculations on the
indices according to DU’s search token, then return
the search results to DU. SESP may be malicious
and may return partial or even wrong search results
to save resources and defraud profits

(4) Blockchain: it stores the auxiliary information of the
indices and intermediate evidence information. In the
event of a dispute, arbitration can be conducted accord-
ing to this information, and themalicious parties can be
punished economically. In the absence of a third-party
authoritative and trusted organization, the blockchain
is the cornerstone of trust in the scheme. Additionally,
blockchain can provide a reliable broadcast channel
for each participant, which can be used by each party
for information dissemination

The system model of our proposed scheme is shown in
Figure 2.

Our scheme’s searchable encryption algorithm is
inspired by the scheme named VABKS (verifiable
attribute-based keyword search) proposed by Zheng et al.
[21]. We have optimized and extended it to support a multi-
keyword search. The detailed description of each step in the
flowchart is as follows:

(i) DO creates and deploys smart contracts on the
blockchain. BFR-SE includes two smart contracts:
PMContract and SEContract

(ii) DO generates the system master key and public
parameters, as well as a pair of signature keys.
Then, DO publishes the public parameters and
public key for the signature to the smart contract,
while the system master key and the private key
for signature keep secret

(iii) SESP is registered in the SEContract, and a definite
amount of deposit is required when registering. If
SESP has fraudulent behavior, it will deduct part
of the deposit as punishment

(iv) DU applies for registration in the PMContract,
and he needs to provide his EOS account and a
public key of ECC in which the EOS account is
used for receiving compensation when SESP is
dishonest

(v) DO generates the attribute key for DU according
to his attributes set, then uses his public key to
encrypt it and broadcast it to the blockchain. The
ciphertext of the attribute key will be stored in
the PMContract

(vi) DU obtains the ciphertext of his attribute key from
PMContract and decrypts it locally by the corre-
sponding private key

(vii) DO encrypts his data files and outsources them. (It
can be uploaded to the cloud server, or IPFS, which
is beyond the scope of this paper.) The returned
address and the corresponding decryption key

Table 1: The symbols and abbreviations involved in this paper.

No. Symbol Description

1 DO The data owner

2 DU The data user

3 SESP The searchable encryption service provider

4 MSK System master key

5 PK System public parameters

6 ε = ε:Enc, ε:Decð Þ An asymmetric encryption algorithm like ECC

7 Pkcom, Skcomð Þ A pair of keys for algorithm ε

8 Pksig, Sksig
� �

A pair of keys for an algorithm like ECDSA

9 S All general attribute set

10 ω The attributes set of a specific DU

11 P Access policy

12 Skω The private attribute key of DU whose attributes set is ω

13 FID The set of file identities

14 KW The set of keywords

15 CKW The set of ciphertext for keywords

16 I The set of indices between keywords and data files

17 CI The set of ciphertext for indices

18 AI Auxiliary information

19 TOK Search token

20 COMM DO’s commitment to his search request
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constitute the identity of the shared data. DO
extracts the keywords set from the data files and
builds indices for the keywords matching data files’
identification, then generates auxiliary information
simultaneously. DO uploads the indices to SESP

(viii) DO uploads the auxiliary information to
SEContract

(ix) DU uses his private attribute key locally to generate
the corresponding search token and additional com-
mitment for his search request. Before searching, DU
can check the amount of SESP deposit in PMContract.
If the deposit is not enough to pay the penalty when
doing evil, DU can choose not to continue

(x) SESP obtains the search request from SEContract,
uses DU’s search token and the indices uploaded
by DO to execute the search algorithm, and returns
the search results

(xi) SESP uploads search results to SEContract. It
should be noted that SESP needs to complete the

search and upload the results before the preagreed
block height

(xii) DU gets his search results from SEContract

(xiii) If SESP does not provide any results before the
specified block height, DU can withdraw his ser-
vice fee through SEContract without any loss

(xiv) If DU believes that the search results returned by
SESP are incorrect, DU could initiate a request
for arbitration, and the blockchain will determine
whether SESP has performed correctly

(xv) SESP gets his deposit from the contract

4.2. Detail Design of BFR-SE. BFR-SE consists of the following
phase: initialization phase, apply and register phase, build
index phase, token generation phase, search phase, verification
phase, and withdraw phase. This section will describe each
phase’s detailed design in BFR-SE and give the corresponding
relationship with the process steps in the flowchart.
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Figure 2: The system model of our scheme.
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(1) Initialization phase

The main work of the initialization phase is that DO cre-
ates smart contracts and deploys them on the blockchain.
Then, DO generates the system master key MSK and public
parameters PK locally. The core algorithm of this phase is
Setupð1λÞ⟶ ðMSK, PK, Sksig, PksigÞ, which is run by DO

locally. The algorithm’s input is a security parameter 1λ,
and the outputs are MSK, PK, and a pair of keys for signa-
ture. After that, the DO publishes PK and Pksig to smart con-
tracts and keep MSK, and Sksig secret locally. The
corresponding steps in the system flowchart are ① and ②.

(2) Apply and Register phase

The apply and register phase’s primary work is to com-
plete the registration of SESP and DUs, including that DO
distributes private attribute key for each DU. SESP needs
to transfer a certain amount of system tokens to SEContract
when applying for registration. If the amount of deposit is
less than fines when doing evil, DU can choose not to use
the search service. When DU applies for registration, it
needs to provide a public key of ECC. After that, the DO
generates a private attribute key for the DU according to
his attributes set. The core algorithm is KeyGenðMSK, PK,
ωÞ⟶ Skω, which is run by DO locally. The algorithm
inputs MSK, PK, the attribute set ω of DU, and DU’s public
key Pkcom and outputs the private attribute key Skω of DU.
Then, DO uses the public key provided by DU when apply-
ing for registration to encrypt Skω and obtain the ciphertext
of Skω, CSkω = ε:EncPkcomðSkωÞ. DO uploads CSkω to the
SEContracts, so that DU can securely obtain and decrypt it
to get his private attribute key Skω. The corresponding steps
in the system flowchart are ③, ④, ⑤, and ⑥.

(3) Build index phase

The main work of the build index phase is that DO
encrypts the sharing data and outsource it. Take IPFS as
an example, we can use the returned address and key to
identify the data. After that, DO extracts the keywords set
from the sharing data, builds indices for all the sharing data
with the same keyword set, and generates the auxiliary infor-
mation. DO sends the indices to SESP and uploads the aux-
iliary information to SEContract. The corresponding steps in
the system flowchart are ⑦ and ⑧. It consists of the follow-
ing three subalgorithms:

(a) EncryFileðfFηg1≤η≤dÞ⟶ ðfFIDηg1≤η≤dÞ

This algorithm is run by DO. For each element in
fFηg1≤η≤d where d denotes the number of the sharing data,

DO encrypts it by the key keyη and outsource it. Taking IPFS
as an example, the returned address of Fη is href Fη , and the

sharing data’s identity is FIDη = IDGenðkeyη, href ηÞ. The
algorithm’s final output is the identity set FID =
fFIDηg1≤η≤d . IDGen is an encryption function module

defined by DO, which is not the focus of this paper, so the
flowchart does not present it.

(b) IndexGenðKW, FIDÞ⟶ I

DO runs this algorithm, and the main work is to estab-
lish the corresponding indices based on sharing data and
the relevant keywords. At first, DO need to extract the key-
words KWη for each Fη in fFηg1≤η≤d , then KW=KW1 ∪
KW2 ⋯∪KWd . For ∀KWτ = fkw1,⋯, kwmg and KWτ ∈
KW ðKWτ ≠∅,1 ≤ τ ≤ nÞ, if the corresponding data set is
FIDτ, then use all the elements in FIDτ as leaf nodes to gen-
erate a Merkle Tree, and the root is MerkleRootτ. We
defined that Iτ = ðKWτ, MerkleRootτ, FIDτÞ, and the final
indices of the keywords set KW matching the sharing data
FID is I = fIτg1≤τ≤n in which n is the number of indices.

(c) EncryptðI,P , PKÞ⟶ ðCI, AIÞ
DO runs this algorithm and the primary work is to

encrypt the indices by a specific access policy to generate
the ciphertext of indices CI and the auxiliary information
AI. The inputs are the indices I, the access policy P , and
the public system parameters PK, while the outputs are CI
and AI. DO encrypts the keywords of each Iτ in I to get
the ciphertext of the keywords CKWτ. DO signs CKWτ
and MerkleRootτ by his private key to ensure the integrity
of the index. DO uploads the ciphertext CI = fCIτg1≤τ≤n to
SESP, and the corresponding auxiliary information AI is
uploaded to SEContract. For example, with four files, the
data structure of an index is shown in Figure 3.

(4) Token generation phase

The main work of the token generation phase is that DU
uses his private attribute key to call the trapdoor function to
generate a search token and commitment for the searching
keywords. TokenGenðSkω, KWsearchÞ⟶ ðTOK, COMMÞ is
the core algorithm whose inputs are the private attribute
key Skω of DU, and the keywords set KWsearch retrieved,
and outputs are search token TOK and the commitment
COMM. The commitment is to prove that DU did search
for the keywords set provided by him when arbitrating. After
that, DU uploads TOK and COMM to SEContract and pays
the fee simultaneously. The corresponding steps in the sys-
tem flowchart is ⑨.

(5) Search phase

The search phase’s primary work is to use the search
token to retrieve the ciphertext of indices uploaded by DO
and return the successful matching results. The core algo-
rithm of this phase is TESTðTOK, CIτÞ⟶ f0, 1g, which is
run by SESP locally. This algorithm’s inputs are the search
token TOK and the ciphertext of index CIτ, and the output
is 0 or 1. If the output is 1, then the match is booming,
and the search result is CIresult. SESP needs to upload
CIresult to SEContract before the preagreed time. Otherwise,
DU can claim back the charge fee. The corresponding steps
in the system flowchart are ⑩, ⑪, ⑫, and ⑬.
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(6) Verification phase

The verification phase’s primary work is to verify the
search results returned by SESP according to the results
and the auxiliary information uploaded by DO, including
the verification of existence, integrity, and correctness. If
the verification result is that the SESP has done evil, eco-
nomic punishment will be imposed on SESP. This algorithm
is executed by the blockchain, corresponding to step ⑭ in
the flowchart. It can be subdivided into three subphases as
follows:

(a) ExistenceVerifyðAI, random, fH2ðWj′Þg1≤j≤m,
COMMÞ⟶ f0, 1g

When the search result returned by SESP is null, the
algorithm can verify the existence of the sharing data
searched by DU. The algorithm’s inputs are the auxiliary
information AI, a random number related to the search
token and fH2ðWj′Þg1≤j≤m, and the commitment corre-

sponding to the search request. The output is 0 or 1.

(b) IntegrityVerifyðCIresultÞ⟶ f0, 1g
This algorithm can verify the integrity of the search

results returned by SESP and prevent SESP from returning
only partial or even forged results. The input of this algo-
rithm is the search result CIresult, and the output is 0 or 1.

(c) CorrectnessVerifyðTOK, CIresultÞ⟶ f0, 1g
This algorithm can verify the correctness of the search

results returned by SESP and prevent SESP from returning
the wrong results. This algorithm’s inputs are the search
token TOK and the search result CIresult. The output is 0 or
1.

(7) Withdraw phase

The main work of this phase is that each participant
withdraws their coins from smart contract. The SESP’s coin
includes the deposit at the time of registration and DU’s

payment for using the search service. The coin of DU is
mainly compensation, which comes from the penalty of
SESP. It should be noted that each fee needs a freeze period,
during which DU can apply for arbitration on the block-
chain. Only after the freezing period has passed can SESP
withdraw this fee from the contract. The corresponding
steps in the system flowchart are ⑮.

5. Implementation Details of Proposed Scheme

To achieve our goal, we constructed an attribute-based
searchable encryption algorithm that supports multikey-
word search and combined with the EOS blockchain plat-
form to realize our fair and reliable scheme. This section
will elaborate on the details of our smart contracts deployed
on EOS and the concrete construction of BFR-SE.

5.1. Smart Contract Design. In order to make the logic
clearer, we divide the smart contract in the scheme into
two parts, PMContract and SEContract. We use _self to rep-
resent the account of smart contract itself and _self.asset to
represent the balance in the contract. Let require_auth be a
function that represents which account’s permission is
needed to continue. We will describe the two smart contracts
in detail in this section.

5.1.1. Participant Management Contract (PMContract). The
PMContract is composed of five interfaces: SetSPK, Register,
GetPK, SetSK, and GetSK. We initialize PMContract as
follows:

Let three-tuple ðAccountuser, Pkcom, CSkωÞ denote a DU
and create a multi_index named table_user, in which
Accountuser is an EOS account of DU, Pkcom is a public key
of DU, and CSkω is the private attribute key of DU. Let
Accountuser be the primary key of table_user, whose corre-
sponding index is account_idx. Let PK denote the system
public parameters.

(1) SetSPK: when PMContract receives action (PMCon-
tract, SetSPK, Auth, (pk)), this function will be trig-
gered to execute. It can only be invoked by DO to
set and update the public system parameters
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Figure 3: An example of the data structure for an index.
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(2) Register: when PMContract receives action (PMCon-
tract, Register, Auth, (Auser, Pkcom)), this function
will be triggered to execute. It is invoked by DU to
apply for registration in the system. The detail of this
function can be seen in Algorithm 1

(3) GetPK: when PMContract receives action (PMCon-
tract, GetPK, Auth, (Auser)), this function will be trig-
gered to execute

(4) SetSK: when PMContract receives action (PMCon-
tract, SetSK, Auth, (Auser)), this function will be trig-
gered to execute. It is used for DO distributing
private attribute keys to DUs. The detail of this func-
tion can be seen in Algorithm 2

(5) GetSK: when PMContract receives action (PMCon-
tract, GetSK, Auth, (Auser)), this function will be trig-
gered to execute

5.1.2. Searchable Encryption Contract (SEContract). The
SEContract consists of 13 functions: SetPK, SetAI, Deposit,
SearchRequest, SendResult, ExistenceVerify, IntegrityVerify,
CorrectnessVerify, GetFeeSESP, IsVerifyRound, IsResult-
Ready, Compensate, and CommitVerify. We initialize SEC-
ontract as follows:

Let six-tuple (Accountuser, SerialNum, TOK, COMM,
Height, Coin) be a search request initiated from DU and cre-
ate a multi_index named search_table, in which Accountuser
is the account of DU, SerialNum is the serial number of the
search request, TOK is the search token, COMM is the com-
mitment of DU for the request, Height is the block height
when the request is initiated, and Coin is the charge fee paid
by the user for the service. Let Accountuser be the primary
key of search_table, and the corresponding index is search_
idx. Let three-tuple (Accountuser, SerialNum,CIresult) be a
result returned from SESP and create a multi_index named
result_table, in which Accountuser and SerialNum are to
match the search request in search_table, and CIresult denotes
the search result. Let Accountuser be the primary key of
result_table, and the corresponding index is result_idx. Let
Accountsesp be the account of SESP and Deposit be the bal-
ance of SESP in the contract. Let d represent the fee that
the user needs to pay for each search and the amount of pen-
alty when SESP does evil. Let round_height represent the
time required for search round and verification round, BF
be the auxiliary information which is a Bloom filter, and
PKSig be the public key for the signature of DO.

(1) SetPK: when SEContract receives action (SECon-
tract, SetPK, Auth, (pk)), this function will be trig-
gered to execute

(2) SetAI: when SEContract receives action (SEContract,
SetAI, Auth, (AI)), this function will be triggered to
execute

(3) Deposit: when SEContract receives action (SECon-
tract, Deposit, Auth, (Asesp, coin)), this function will
be triggered to execute. The detail of this function
can be seen in Algorithm 3

(4) SearchRequest: when SEContract receives action
(SEContract,SearchRequest,Auth, (Auser,Sn,TOK,
COMM)), this function will be triggered to execute.
The detail of this function can be seen in
Algorithm 4

(5) SendResult: when SEContract receives action (SEC-
ontract, SendResult, Auth, (Auser, Sn, CIresult)), this
function will be triggered to execute. It can only be
invoked by SESP. The detail of this function can be
seen in Algorithm 5

(6) ExistenceVerify: when SEContract receives action
(SEContract, ExistenceVerify, Auth, (Auser,random,
fH2ðWj′Þg1≤j≤m)), this function will be triggered to

execute. The detail of this function can be seen in
Algorithm 6

(7) IntegrityVerify: when SEContract receives action
(SEContract, IntegrityVerify, Auth, (Auser)), this
function will be triggered to execute. The detail of
this function can be seen in Algorithm 7

12 end

(8) CorrectnessVerify: when SEContract receives action
(SEContract, CorrectnessVerify, Auth, (Auser)), this
function will be triggered to execute. The detail of
this function can be seen in Algorithm 8

(9) GetFeeSESP: when SEContract receives action (SEC-
ontract, GetFeeSESP, Auth, (Auser)), this function
will be triggered to execute. The detail of this func-
tion can be seen in Algorithm 9

Input: Auser, Pkcom
Output: void

1 require_auth(Auser)
2 u= account_idx.find(Auser)
3 if (u == null) then
4 u.Pkcom= Pkcom
5 account_idx.modify(u)
6 else
7 u.Accountuser= Auser
8 u.Pkcom= Pkcom
9 account_idx.emplace(u)
10 end

Algorithm 1: Register.
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(10) IsVerifyRound: this is a private function and can
only be called internally by the contract itself. The
detail of this function can be seen in Algorithm 10

(11) IsResultReady: this is a private function and can
only be called internally by the contract itself. The
detail of this function can be seen in Algorithm 11

(12) Compensate: this is a private function and can only
be called internally by the contract itself. The detail
of this function can be seen in Algorithm 12

(13) CommitVerify: this is a private function and can
only be called internally by the contract itself. The
core of this function is the algorithm TEST in the
search phase. For detailed implementation, see the
concrete construction of BFR-SE in the next section

5.2. Concrete Construction of BFR-SE. This section shows the
concrete construction of BFR-SE, including the algorithms
to be executed at each phase and how each participant inter-
acts with the EOS blockchain. Our initialization is as follows:

Let G0 and G1 be cyclic groups of order p, and g be a gen-
erator of G0. Let e : G0 ×G0 ⟶G1 be a bilinear pairing, S
= f1,⋯, lg be the set of all attributes, fh1 ′,⋯, hk ′g be k
general and distinct hash functions. H1 : f0, 1g∗⟶G and
H2 : f0, 1g∗⟶Zp are also two hash functions.

(1) Setupð1λÞ
Firstly, DO picks a, b, c⟵ Zp randomly. For each attri-

bute fi ∣ i ∈ Sg, compute that fhi =H1ðiÞ ∣ i ∈ Sg.
The public system parameters are PK:

PK = ga, gb, gc, hif gi∈S
n o

: ð2Þ

The system master key is MSK:

MSK = a, b, cð Þ: ð3Þ

DO randomly selects a key pair of ECDSA which be
denoted ðSksig, PksigÞ, then keeps MSK and Sksig secret and
sends the following two transactions to the blockchain:

Refblock, t, SigDO Chain ID, Txð Þð ,

Action PMContract, SetSPK, AuthDO, PKð Þð ÞÞ,
ð4Þ

Refblock, t, SigDO Chain ID, Txð Þð ,

Action SEContract, SetPK, AuthDO, PkSig
� �� ��

,
ð5Þ

(2) KeyGenðMSK, ωÞ⟶ Skω

At first, DO sends the following transaction to the block-
chain to obtain the DU’s public key:

Refblock, t, SigDO Chain ID, Txð Þð ,

Action PMContract, GetPK, AuthDO, Auserð Þð ÞÞ
ð6Þ

Let the attribute set of DU be ω and ω ∈ S, then ran-
domly pick t⟵ Zp and compute K1 = gðac−tÞ/b, K2 = gt .

For each i ∈ ω, it computes that K3:i = hti . The private attri-
bute key of DU is Skω:

Skω = K1, K2, K3,i
� �

i∈ω

� �
: ð7Þ

Then, encrypt it with the public key of DU:

CSkω = ε:EncPkcom Skωð Þ: ð8Þ

DO sends the following transaction to the blockchain:

Refblock, t, SigDO Chain ID, Txð Þ,ð
Action SEContract, SetSK, AuthDO, Auser, CSkωð Þð ÞÞ,

ð9Þ

(3) EncryptðI, ðAl×k, ρÞ, PKÞ⟶ ðCI, AIÞ
For ∀Iτ ∈ I, Iτ = ðKWτ, MerkleRootτ, FIDτÞ, randomly

picks r, s⟵ Zp and computes C0 = gcr , C1 = gbs. Let ðAl×k
, ρÞ be an access structure. It randomly chooses y2, y3,⋯,
yk ∈ Zp and sets v! = ðs, v2,⋯, vkÞT . For each i = 1 to l, it cal-

culates σi = Ai × v!. Then, randomly picks r1,⋯, rl ∈ Zp and
performs the following calculations for each attribute:

C2,i = gaσi h−rii , C3,i = gri : ð10Þ

Let m be the size of the keyword set KWτ. For each Wj

Input: Auser,CSkω
Output: bool

1 require_auth(_self)
2 u = account_idx.find(Auser)
3 if u == null then
4 return false
5 else
6 u.CSkω=CSkω
7 account_idx.modify(Auser)
8 return true
9 end

Algorithm 2: SetSK.
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in KWτ, 1 ≤ j ≤m, perform the following calculation:

C4,j = ga r+sð Þ/mgbrH2 Wjð Þ: ð11Þ

The ciphertext of KWτ will be

CKWτ = C0, C1, C2,i, C3,i
� �

i∈ 1,⋯,lð Þ, C4,j
� �

j∈ 1,⋯,mð Þ

n o
: ð12Þ

DO signs the ciphertext of the index by his private key:

Sigτ = SigGen SkSig, MerkleRootτ SHA256 CKWτð Þk� �
: ð13Þ

Let CIτ be the ciphertext corresponding to KWτ:

CIτ = CKWτ, MerkleRootτ, Sigτ, FIDτð Þ: ð14Þ

Set HKWτ = SHA256ðH2ðW1Þk,⋯,kH2ðWmÞÞ, Wj ∈
KWτ,1 ≤ j ≤m.

Input: Asesp, coin
Output: void

1 require_auth(Asesp)
2 if Accountsesp== null then
3 Accountsesp=Asesp
4 end
5 send action (eosio.token, transfer, Auth, (Asesp,_self, coin))
6 Deposit =Deposit + coin

Algorithm 3: Deposit.

Input: Auser, Sn,TOK, COMM
Output: void

1 require_auth(Auser)
2 s = search_idx.find(Auser)
3 send action (eosio.token, transfer, Auth, (Auser,_self, d))
4 if s == null then
5 s.Accountuser = Auser
6 s.SerialNum= Sn
7 s.TOK=TOK
8 s.COMM=COMM
9 s.Coin= d
10 s.Height= getCurrentHeight()
11 search_idx.emplace(s)
12 else if (getCurrentHeight()> (s.Height+2 × round_height)) then
13 s.SerialNum= Sn
14 s.TOK=TOK
15 s.COMM=COMM
16 s.Coin= d
17 s.Height= getCurrentHeight()
18 search_idx.modify(s)
19 end

Algorithm 4: SearchRequest.

Input: Auser, Sn, CIresult
Output: void

1 require_auth(Asesp)
2 rlt=result_idx.find(Auser)
3 if rlt!=null then
4 rlt.SerialNum=Sn
5 rlt.CIresult=CIresult
6 result_idx.modify(rlt)
7 else
8 rlt.Auser=Auser
9 rlt.SerialNum=Sn
10 rlt.CIresult=CIresult
11 result_idx.Emplace(rlt)
12 end

Algorithm 5: SendResult.
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Finally, the ciphertext of the indices and the auxiliary
information will be as follows:

CI = CIτf g1≤τ≤n
AI = BFGen h1′ ,⋯, hk′

n o
, HKW1,⋯, HKWnf g

� �
⟶ BF:

ð15Þ

After that, DO uploads CI to SESP, and the auxiliary
information AI is uploaded to the blockchain by sending
the following transaction:

Refblock, t, SigDO Chain ID, Txð Þð ,

Action SEContract, SetAI, AuthDO, AIð Þð Þ,
ð16Þ

(4) TokenGenðSkω, KWsearchÞ⟶ ðTOK, COMMÞ

Input: Auser, random, fH2ðWj′Þg1≤j≤m
Output: void

1 bool IsVr= IsVerifyRound(Auser)
2 bool IsRd= IsResultReady(Auser)
3 if IsVr== true && IsRd==false then
4 Compensate(Auser)
5 else if IsVr== true && IsRd==true then
6 if CommitVerify(Auser,random, fH2ðWj′Þg1≤j≤m) == true then

7 bool isExist=BFVerify(BF, SHA256(fH2ðWj′Þg1≤j≤m))
8 if isExist == false then
9 Compensate(Auser)
10 end
11 end

Algorithm 6: ExistenceVerify.

Input: Auser
Output: void

1 bool IsVr = IsVerifyRound(Auser)
2 bool IsRd = IsResultReady(Auser)
3 if IsVr== true && IsRd==false then
4 Compensate(Auser)
5 else if IsVr== true && IsRd==true then
6 rlt = result_idx.find(Auser)
7 bool isMK=VerifyMerkleRoot(rlt.MerkleRootτ, rlt.FID)
8 bool isSig = SigVerify(rlt.MerkleRootτ|| SHA256(rlt.CKWτ), rlt.Sigτ, PKSig))
9 if isMK && isSig then
10 throw
11 else
12 Compensate(Auser)
13 end
14 end

Algorithm 7: IntegrityVerify.

Input: Auser
Output: void

1 bool IsVr= IsVerifyRound(Auser)
2 bool IsRd= IsResultReady(Auser)
3 if IsVr== true && IsRd==false then
4 Compensate(Auser)
5 else if IsVr== true && IsRd==true then

s= search_idx.find(Auser)
6 rlt= result_idx.find(Auser)
7 bool isCv=Test(s.TOK,rlt.CKWτ)
9 if isCv == false then
12 Compensate(Auser)
13 end
14 end

Algorithm 8: CorrectnessVerify.
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Firstly, DU obtains his ciphertext of private attribute key
CSkω by sending the following transaction:

Refblock, t, Siguser Chain ID, Txð Þ,ð
Action SEContract, GetSK, Authuser, Auserð Þð Þ:

ð17Þ

DU decrypts it to get the private attribute key:

Skω = ε:DecSkcom CSkωð Þ: ð18Þ

Then, DU randomly picks π⟵ Zp. Let m be the size of
KWsearch and compute it as follows:

tok1 = gaπ
Ym
j=1

gbπH2 Wj′ð Þ,

tok2 = gcπ,

tok3 = Kπ
1 = g ac−tð Þπ/b,

tok4 = Kπ
2 = gπt ,

ð19Þ

For each i ∈ ω, it computes Hi = Kπ
3,i = htπi .Set tok5 =

fKπ
3,igi∈ω = fhπti gi∈ω, and the search token will be TOK:

TOK = tok1, tok2, tok3, tok4, tok5f g: ð20Þ

It calculates the commitment of the search request as fol-
lows:

HKW= SHA256 H2 W1 ′
� ����,⋯, H2 Wm ′

� ����� �
,

COMM= SHA256 π HKWkð Þ:
ð21Þ

Finally, DU picks Sn⟵ Zq randomly as the serial num-
ber of the search request and sends the following transac-

tion:

Refblock, t, Siguser Chain ID, Txð Þ,ð
Action SEContract, SearchRequest, Authuser, Auser, Sn, TOK, COMMð Þð Þ,

ð22Þ

(5) TESTðTOK, CIτÞ⟶ f0, 1g
After SESP receives the TOK from DU, it will compare

each row of CI. Firstly, it is judged whether the number of
keywords m in CIτ is the same as that in TOK. If different,
compare the next row.

Assuming that the attribute set of DU satisfies the access
policy, set μi be the recovery coefficient of the ith row in Al×k
and calculate as follows:

E =
Y
i∈ω

e C2,i, tok4ð Þe C3,i,Hið Þð Þμi : ð23Þ

Then, determine whether the following two formulas (4)
and (5) are equal. If it is, it returns 1. Otherwise, it returns 0.

e C0, tok1ð Þe tok3, C1ð ÞE,

e
Ym
j=1

C4,j, tok2

 !
:

ð24Þ

If the result is found successfully, then CIresult = CIτ; oth-
erwise, CIresult = null. SESP sends the following transaction
to the blockchain.

Refblock, t, SigSESP Chain ID, Txð Þð ,

Action SEContract, Send Result, AuthSESP, Auser, Sn, CIresultð Þð Þ:
ð25Þ

(6) Verification

If DU believes that there are problems with the search
results returned by SESP during the verification round, DU
can initiate a request to the blockchain within this period
and request the blockchain to make a judgment.

(a) Existence

When the result is null, DU can send the following trans-
action to the blockchain:

Refblock, t, Siguser Chain ID, Txð Þ,ð

Action SEContract, ExistenceVerify, Authuser, Auser, π, H2 Wj ′
� �n o

1≤j≤m
′

	 
	 

:

ð26Þ

After the contract receives the transaction, it will first
verify the DU’s previous commitment to prevent DU from

Input: Auser
Output: void

1 s = search_idx.find(Auser)
2 if (getCurrentHeight()> s.Height+2 × round_height)& &
(s.Coin>0) then
3 Deposit =Deposit + s.Coin
4 s.Coin =0
5 search_idx.modify(s)
6 end

Algorithm 9: GetFeeSESP.
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submitting keywords that are different from that in the
search request. It will be calculated as follows:

HKW′ = SHA256 H2 W1 ′
� �

,⋯,k kH2 Wm ′
� �� �

COMM′ = SHA256 π HKW′��� � ð27Þ

Blockchain determines whether COMM′ and COMM in
the contract are equal. If they are the same, the calculation
will continue as follows:

gaπg

bπ〠
m′

j=1
H2 Wj

� �
= tok1 ð28Þ

If the above equation is tenable, this DU is honest. After
that, compute the following formula to verify the existence

of the search result.

BFVerify BF, HKW′, h1 ′,⋯, hk ′
n o� �

⟶ 0, 1ð Þ: ð29Þ

(b) Integrity

When DU believes that the result returned by SESP is
not complete or corrupted, he can send the following trans-
action to the blockchain.

Refblock, t, Siguser Chain ID, Txð Þð ,

Action SEContract, IntegrityVerify, Authuser, Auserð Þð Þ:
ð30Þ

(c) Correctness

Input: Auser
Output: bool

1 s= search_idx.find(Auser)
2 if (getCurrentHeight()> (s.Height+ round_height)) &&

(getCurrentHeight()< (s.Height+2 × round_height)) then
3 return true
4 else
5 return false
6 end

Algorithm 10: IsVerifyRound.

Input: Auser
Output: bool

1 s = search_idx.find(Auser)
2 rlt = result_idx.find(Auser)
3 if s.SerialNum == rlt.SerialNum && rlt.CIResult! = null then
4 return true
5 else
6 return false
7 end

Algorithm 11: IsResultReady.

Input: Auser
Output: void

1 s=search_idx.find(Auser)
2 send action (eosio.token, transfer, Auth, (_self, Auser, s.Coin+d))
3 s.Coin=0
4 search_idx.modify(Auser)
5 Deposit =Deposit - d

Algorithm 12: Compensate.
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When DU believes that the result returned by SESP does
not include the keywords searched for, he can send the fol-
lowing transaction:

Refblock, t, Siguser Chain ID, Txð Þð ,

Action SEContract, CorrectnessVerify, Authuser, Auserð Þð Þ:
ð31Þ

6. Security and Performance Analysis of
Proposed Scheme

6.1. Security and Privacy Analysis of BFR-SE

6.1.1. Security and Privacy of ABSE. The ABSE model we
constructed in BFR-SE is inspired by the attribute-based
search model VABKS of Zheng et al. [21]. Furthermore,
we have expanded it to support the multikeyword search.
VABKS is proved to be secure, and the complete proof pro-
cess can refer to the security analysis in [21]. The security of
VABKS relies on the decisional linear assumption.

We focus on the fairness and reliability of searchable
encryption, and the security of ABSE is not the main work
of this paper. So, we will mainly analyze the correctness of
ABSE and briefly discuss its security and privacy.

(1) Correctness. Let μi be the recovery coefficient of the ith
row in Al×k and calculate as follows:

E =
Y
i∈ω

e C2,i, tok4ð Þe C3,i,Hið Þð Þμi =
Y
i∈ω

e g, gð Þσiπtμi = e g, gð Þ
πt〠
i∈ω

μiσi

:

ð32Þ

If the attribute set ω of DU satisfies the access policy ð
Al×k, ρÞ, it will get s by calculating ∑i∈ωμiσi, and E = e
ðg, gÞπts.

Then, calculate as follows:

e
Ym
j=1

C4,j, tok2

 !
= e g, gð Þ

arcπ+ascπ+brcπ〠
m

j=1
H2 Wj

� �
,

e C0, tok1ð Þ = e g, gð Þ
craπ+crbπ〠

m

j=1
H2 Wj′
� �

,

e tok3, C1ð Þ = e g, gð Þacπs−tπs:
ð33Þ

If the keywords set KW′ in the search token is the same
as the keywords set KW in the index, it will have

e C0, tok1ð Þe tok3, C1ð ÞE == e
Ym
j=1

C4,j, tok2

 !
: ð34Þ

(2) Security and Privacy. From a security point of view, all
attribute-based cryptographic algorithms need to resist col-
lusion attacks. In the ABSE used in BFR-SE, we pick a ran-
dom number t for each DU at the key generation phase,
and the attribute-based part of the private key fK3,igi∈ω is
related to it. So, different DUs cannot combine their respec-
tive attributes to launch a collision attack.

From the perspective of privacy, DO encrypts his indices
and stores them on SESP without revealing any information.
Moreover, DO has fine-grained access control on the search
function. For DU, a random number π is used every time
generating a search token, making the search token gener-
ated will not be the same even if DU searches for the same
keywords multiple times. The adversary cannot analyze
DUs’ privacy by collecting the traces of search requests.

6.1.2. Fairness and Reliability of BFR-SE

(1) Fairness. In this paper, we proposed a pay-per-use
searchable encryption scheme. We believe that both SESP
and DU are not always credible, and the dishonest behavior
of either party may cause economic disputes. In our scheme,
the participant with substantial computing power needs to
pay a certain amount of deposit before becoming SESP.
We divide each search of DU into two rounds: search round
and verification round. When a DU initiates a search
request, he needs to transfer the fee to smart contract.

DUs can initiate a request for arbitration in the verifica-
tion round when SESP does not return any result, return
partial results, or return incorrect results. The blockchain
will arbitrate the search results. If it determines that SESP
has acted dishonestly, SESP will be subject to a financial pen-
alty, and the fine will compensate DU. Although DU may
expose a little bit of their information when applying for
arbitration, they will get financial compensation.

For SESP, if he can provide the correct results before the
pre-agreed time, he can take away his profits after the freez-
ing period. When DU initiates a search request, he promises
the set of keywords retrieved and stores it on-chain, ensuring
that DU will not submit a different set of keywords during
the verification round to defraud the SESP deposit. More-
over, a particular fine can be introduced to DU so that DU
cannot apply for arbitration without any certainty.

In summary, BFR-SE is fair to both SESP and DU.

(2) Reliability. In our scheme, we draw on the idea of verifi-
able searchable encryption in which DU can verify the
results return by SESP from three aspects, including exis-
tence, integrity, and reliability. Therefore, the reliability of
verifiable searchable encryption is also available in our
scheme. Unlike the verifiable searchable encryption, we uti-
lize the blockchain to introduce a reward and punishment
mechanism for the scheme. When DU finds any problem
with the results returned by SESP, they apply for arbitration
during the verification round. If the SESP is indeed dishon-
est, the blockchain will punish SESP financially and com-
pensate DU.
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Therefore, BFR-SE is more reliable than previous
schemes.

6.1.3. Verifiability of Search Results

(1) Existence. BFR-SE uses Bloom filter to verify the exis-
tence of the search result. DO stores all the information cor-
responding to the keyword set in the indices into the Bloom
filter. If the result returned by SESP is null, which means that
there is no matching data for the search request, DU could
verify it using the keywords searched for and Bloom Filter.
If the verification result is 1, the keywords searched for hav-
ing a high probability of existence. Although there is a spe-
cific false-positive rate, the research in Ref. [37] shows that
the calculation method of this false-positive rate is as fol-
lows:

1 − 1 − 1
lBF

	 
kn
 !k

≈ 1 − e−kn/lBF
� �k

: ð35Þ

It can be seen that by setting the values of lBF and k, the
false-positive rate can be reduced. For example, when k = ð
ln 2ÞlBF/n, it can get a minimum false-positive rate of
ð0:6185ÞlBF /n. Therefore, DUs can verify the existence of
search results in BFR-SE.

(2) Integrity. For each row of indices in our scheme, DO uses
his private key to sign the keywords and the MerkleRoot
obtained from the data-related information as leaf nodes.
Each row of the indices uploaded by DO contains the signa-
ture. DUs can use the public key of DO to verify whether the
keywords and MerkleRoot are damaged. For the returned
search results, DU can verify the data’s integrity according
to whether the MerkleRoot can be constructed. Once the
data-related information as leaf nodes are destroyed, or the
SESP only returns partial results, the MerkleRoot cannot
be constructed. Therefore, DUs can verify the integrity of
search results in BFR-SE.

(3) Correctness. If the existence and integrity are verified,
then DU can get the ciphertext of the keyword set of the
search results. DU only needs to use this ciphertext and his
search token as inputs and repeatedly execute the TEST

function to verify the search results. Therefore, DUs can ver-
ify the correctness of search results in BFR-SE.

6.2. Security and Privacy Analysis of BFR-SE

6.2.1. Functional Comparison. We compared BFR-SE with
previous verifiable searchable encryption and blockchain-
based searchable encryption schemes from the following
aspects: fairness, reliability, privacy protection, whether it
supports multikeyword search, whether it is suitable for
multi-user situation, whether it supports fine-grained access
control for the search function, and practicability.

From the comparison in Table 2, comparing verifiable
searchable encryption and previous blockchain-based searchable
encryption schemes, the following conclusions can be drawn:

(1) The former and earlier related studies did not con-
sider the fairness of searchable encryption. With
the emergence of blockchain, these blockchain-
based schemes all meet the requirements of fairness

(2) The former supports DUs to verify search results
and has a certain degree of reliability, but because
there is no subsequent sufficient punishment, the
reliability is weak. However, the recent searchable
encryption schemes based on blockchain have not
been considered reliable

(3) The former stores the indices and DU’s search records
on SESP, which can better protect DU’s privacy on the
premise that SESP is credible. The latter stores the
indices and search records on blockchain and uses a
deterministic encryption algorithm. Since the infor-
mation on-chain is public, even if the keywords are
encrypted, when the search records are large enough,
it is not impossible to analyze some privacy of DU

(4) The performance of the former depends on the capa-
bilities of SESP and has high practicability. The latter
is mostly based on low-performance blockchain plat-
forms such as Bitcoin and Ethereum, and the design
is not particularly perfect, so there are still problems
in performance and security. In real enterprise appli-
cations, it does not have practicality

Compared with these two types of schemes, BFR-SE designs
a relatively perfect reward and punishment mechanism with
blockchain. If SESP is dishonest, it will pay the price. Therefore,

Table 2: Functional comparison between BFR-SE and other related searchable encryption schemes.

BFR-SE Ref. [20] Ref. [21] Ref. [29] Ref. [30]

Fairness Yes No No Yes Yes

Reliability Strong Weak Weak No No

Privacy protection Strong Strong Strong Weak Weak

Multikeyword search Yes Yes No No Yes

Suitable for multiusers Yes No Yes Yes Yes

Fine-grained access control Yes No Yes No No

Practicability Yes Yes Yes No No

17Wireless Communications and Mobile Computing



our scheme has both fairness and reliability. The indices are still
stored on SESP in our scheme, and the blockchain only plays
the role of arbitration when there are disputes, which makes
BFR-SE more efficient than the previous blockchain-based
schemes. Our constructed ABSE is not a deterministic encryp-
tion algorithm. The random number makes the search token
different, even for the same keyword set. Therefore, BFR-SE
has strong privacy protection capabilities. We have extended
the work of Ref. [21] to support a multikeyword search. The
combination of attribute-based searchable encryption and
blockchainmakes BFR-SEmeet multiuser scenarios in a distrib-
uted environment quickly and enables DO to have fine-grained
access control on his sharing data. BFR-SE uses EOS blockchain,
which is the current high-performance public chain. Moreover,
it considers more practical scenarios, such as SESP and DUmay
be dishonest. So, our scheme has better practicality.

6.2.2. Storage Analysis. BFR-SE is a fair and reliable search-
able encryption scheme based on the EOS blockchain. Since
the storage resource on the blockchain is very valuable, and
the acquisition of RAM in the EOS blockchain requires the
user to mortgage the system token, it is necessary to analyze
the size of the data stored on-chain.

In the beginning, we define some symbols. We set jG0j,
jG1j to represent the bit length of an element in group G0
and G1, respectively. Let jZpj be the bit length of an element
in field Zp, jSksigj be the bit length of the signature, ∣S∣ be the
number of all attributes, ∣U ∣ be the number of DUs, |TOK|
be the bit length of search token, |COMM| be the bit length
of commitment, jCIresultj be the bit length of the result
returned by SESP. Let m be the size of the keyword set.

According to the experiment simulation in our scheme, we
set jG0j = jG1j = 1024 bits, jZpj = 128 bits, jSksigj = 576 bits, j
Skcomj = jSksigj = 256 bits jPkcomj = jPksigj = 272 bits. The
length of Account, SerialNum, blockheight, Deposit, and Coin
are all 64 bits. The implementation of our Bloom filter refers
to the C++ code on Github, which address is https://github
.com/bbondy/bloom-filter-cpp.git. We set the length of the
bloom filter to 20KB and there are 5000 rows of ciphertext
indices, so lBF/n = ð20 × 8 × 1024Þ/5000 = 32:768 and the
number of hash functions in Bloom Filter will be k = ðln 2Þ
lBF/n = 22. Then, the false-positive will be 1:45 × 10−7. In our
scheme, three operations that will interact with blockchain to
store data in the smart contract, which are as follows:

(1) Initialization

DO uploads the public system parameters and his public
key for the signature to smart contract. The storage cost is as
follows:

3 Gj j + Gj j Sj j + PkSig
�� ��: ð36Þ

(2) Registration

The information on-chain mainly includes registration-
related information uploaded by DU and SESP. The DU reg-

istration includes the information submitted by DU and the
private key distributed by DO. The SESP registration
includes the account and the deposit. The specific storage
overhead is as follows:

accountj j + Pkcomj j + 2 Gj j + Sj j Gj jð Þ Uj j + accountj j + Depositj jð Þ:
ð37Þ

(3) Search

The information on-chain mainly includes auxiliary
information uploaded by DO, search requests initiated by
DUs, and search results returned by SESP. The specific stor-
age overhead is as follows:

lBF + accountj j + SerialNumj j + TOKj j + COMMj j + heightj j + coinj jð Þ Uj j
+ accountj j + SerialNumj j + CIresultj jð Þ Uj j:

ð38Þ

The storage overhead of BFR-SE varies with the number
of attributes is shown in Figure 4.

For simplicity, the figure only shows that the storage
overhead varies with the number of attributes when there
are only 10 DUs and 50 keywords. From the figure, we can
see that the storage overhead is mainly spent in the search
phase, while the initialization and registration phase are neg-
ligible. As the number of DUs and keywords grows, storage
overhead will also increase linearly. However, since we only
store some information necessary for verification on-chain,
compared with other blockchain-based schemes [24,
26–30] that store all index information on-chain, the storage
overhead is reduced a lot.

Users can obtain the RAM in EOS by collateralizing sys-
tem tokens, and the current price is 42EOS/MB. DO can
purchase RAM according to the scale of his system. Unlike
Ethereum transactions that need to consume ETH as gas,
the tokens mortgaged when acquiring RAM in EOS can still
be redeemed at the original price. Above all, BFR-SE is fea-
sible and practical.

6.2.3. Performance Analysis. Before analyzing the perfor-
mance, we define two primary operations’ computational
cost: P for bilinear pairing and E for power exponent opera-
tion. Here we ignore the computational overhead of opera-
tions such as hash functions because they are very efficient
than the above two. In our proposed scheme, the computa-
tional overhead of the primary operations is shown in
Table 3.

There are many studies on the analysis mentioned above
[38–43], so we will not repeat them too much. Like storage
resource, the computing resource on-chain is also very valu-
able. If the interaction with the blockchain is too frequent or
the computational overhead is too large, it will have a terri-
ble impact on system performance. So, we mainly focus on
the execution time of BFR-SE on-chain.

We used 6 nodes to build an EOS private chain in a lab-
oratory environment. The 6 nodes we chose were all
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MacBook Pro (2017) with Intel (R) Core (TM) i5 CPU that
clocks at 3.1GHz and has 8GB of RAM. The version of the
EOS blockchain we chose is v2.0.7. The computational over-
head of other blockchain-based schemes [24, 26, 27, 30] is all
second level, which is obviously not better than ours, and
will not be analyzed anymore. We compared BFR-SE with
the scheme in Ref. [25], as shown in Figure 5.

In BFR-SE, most of the interactions with the blockchain
are to upload data to smart contract, such as initialization
and registration. The computational overhead of this part
can be ignored. The main computational overhead of BFR-
SE occurs when the blockchain arbitrates. It can be seen
from the figure that as the number of indices to increase,
the computational overhead on-chain of BFR-SE has always
remained at a stable level, about 40ms, while the scheme in
Ref. [25] will grow. It is because, in our scheme, all the time-
consuming operations are executed off-chain. The EOS
block producers’ configuration in the Mainnet is much
higher than that of the MacBook used in our simulation
environment. When our contracts are deployed on the
Mainnet, the performance will be even more outstanding.
The EOS blockchain generates a block in 0.5 seconds, and
the transaction will be confirmed soon after execution.

Therefore, compared with Ref. [25], BFR-SE has a better
performance.

7. Conclusion

To achieve a fair and reliable searchable encryption scheme,
we constructed an attribute-based searchable encryption
ABSE that supports multiple keywords search and designed
an exclusive reward and punishment mechanism by using
blockchain. In our scheme, DO sends the ciphertext of indi-
ces to SESP and uploads the auxiliary information to the
blockchain. SESP must return the correct search results
before a preagreed block height, and the charge fee paid
from DU will be frozen for a period during which DU could
initiate an arbitration request to the blockchain if he dis-
agrees with the results. As the cornerstone of trust, block-
chain will punish the dishonest party economically,
ensuring the scheme’s absolute fairness and reliability
[44–53]. Besides, ABSE can be used by DO to have fine-
grained access control on the search function. Experiments
and analyses show that our scheme is feasible and has better
performance. However, our scheme still has many short-
comings. For example, our scheme uses an index structure,
and the signature guarantees the integrity of the indices,
but this significantly reduces the flexibility of the scheme,
especially when adding or updating the index of sharing
data. Simultaneously, due to an attribute-based encryption
algorithm, topics such as the revocation or update of permis-
sion are also one of the directions that need to be studied in
the future. We will continue to refine our approach in con-
junction with some other research [37, 54–57].

Data Availability

The raw/processed data required to reproduce these findings
cannot be shared at this time as the data also forms part of
an ongoing study.
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Table 3: The computational overhead of main operations in BFR-
SE.

Operation Computational overhead

Initialization 3+∣S ∣ð ÞE
Key generation 2+∣S ∣ð ÞE
Keyword encryption 2 + 3 ∣ S∣+mð ÞE
Search token generation 4+∣S∣+mð ÞE
Search 4P
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Figure 5: The computational overhead of BFR-SE and Ref. [25]
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IIoT (Industrial Internet of Things) has gained considerable attention and has been increasingly applied due to its ubiquitous
sensing and communication. However, the sparse characteristic of sensing data in distributed IIoT networks may bring out
tremendous challenges to implement the security protection measures. Based on the design of centralized data gathering and
forwarding, this paper proposes a novel anomaly detection approach for IIoT sparse data, which can successfully collaborate
the adaptive CEEMDAN (Complete Ensemble Empirical Mode Decomposition with Adaptive Noise) feature exploitation with
one intelligent optimizing classification. Furthermore, in the adaptive CEEMDAN feature exploitation, the CEEMDAN energy
entropy based on adaptive IMF (Intrinsic Mode Function) selection is designed to extract the sensing features from IIoT sparse
data; in the intelligent optimizing classification, one effective OCSVM (One-Class Support Vector Machine) classifier optimized
by the IABC (Improved Artificial Bee Colony) swarm intelligence algorithm is introduced to detect various abnormal sensing
features. The experimental results show that, not only does the CEEMDAN energy entropy based on adaptive IMF
selection accurately describe the change of industrial production by analyzing the probability distribution and energy
distribution of sparse sensing data, but also the proposed IABC-OCSVM classifier has higher detection efficiency compared
with the OCSVM classifiers optimized by other swarm intelligence algorithms.

1. Introduction

IIoT (Industrial Internet of Things), which can effectively
implement real-time simulation and remote control during
the whole production or manufacturing cycle, has been
regarded as an important driving force in the industrial
intelligent revolution [1]. Furthermore, IIoT can successfully
establish one seamless connection between OT (Operational
Technology) and IT (Information Technology), and the
application of various IIoT devices (such as sensors, collec-

tors, or controllers) can cover most aspects of industrial
production by using some advanced technologies [2, 3],
including sensing technology, wireless interconnection and
communication technology, and intelligent analysis technol-
ogy. Under the integration of distributed monitoring and
centralized management, IIoT can accomplish the data pro-
cessing of various industrial activities in a more efficient way.
Consequently, it can not only improve the production qual-
ity and efficiency enormously, but it can also reduce the
product cost and resource consumption significantly.
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Actually, the original definition of IIoT is characterized
by the high interconnectivity and large-scale distributed net-
work, and various IIoT devices can be directly or indirectly
exposed to the public Internet. However, information secu-
rity problems in no matter what type of cyberphysical sys-
tems or social networks emerge rapidly and extensively,
and the corresponding security incidents also occur repeat-
edly [4, 5]. As a consequence, IIoT is facing more and more
severe challenges of information security [6–9], and it may
suffer from greater risks than traditional IoT. In particular,
one integrated IIoT system always consists of thousands of
sensor nodes, which ensure interconnection and interopera-
bility by using some specific wireless communication proto-
cols. Once one or several sensor nodes have been maliciously
infiltrated and controlled by some sophisticated adversaries,
the corresponding disruptive activities may spread at a rapid
rate due to the through-hull connection of all sensor nodes
and have tremendous implications on the whole system
[10]. According to the basic flow and interaction of sensing
data, IIoT network architecture can be briefly divided into
three layers: data acquisition layer, data transmission layer,
and data processing layer, and each layer can experience var-
ious degrees of security threats due to distinct technology
solutions. For instance, in the data acquisition layer, some
intrinsic system flaws of IIoT devices may be considered as
the most direct invasion targets to inject malicious codes
[11]; in the data transmission layer, the public wireless
communication protocols and distributed network structure
may become some of the weak points, which can be stealth-
ily exploited to perform data-stealing or data-tampering
attacks, such as Sybil attacks or arbitrage attacks [12, 13];
in the data processing layer, various local or remote servers
are always exposed to the public network without some extra
protection measures, and these servers can be potentially
targeted by malicious adversaries who can easily excavate
more attack entries and paths [14, 15].

In order to guarantee the stability and reliability of IIoT
systems, both academia and industry have carried out many
theoretical researches and practical applications on IIoT
security protection measures: for the data privacy challenge,
the work in [16] discusses and summarizes the main issues
in the traditional IIoT architecture and designs the detailed
data interaction process based on the blockchain architec-
ture to enhance security and privacy in smart factories; for
the data authenticity challenge, the work in [17] proposes a
robust certificateless signature scheme for data crowdsensing
in the cloud-assisted IIoT, which can be proven to effectively
deal with four types of signature forgery attacks; for the data
confidentiality challenge, the work in [18] presents a secure
industrial data access control scheme for cloud-assisted IIoT,
and it uses the ciphertext policy-attribute-based encryption
scheme to provide fine-grained data protection; for the mali-
cious data transmission challenge, the work in [12] intro-
duces a secured and intelligent communication scheme for
PES (Pervasive Edge Computing) in an IIoT-enabled infra-
structure, and it proposes a lightweight Sybil attack detection
protocol to protect low-powered IIoT devices; for the data
congestion challenge, by using an average consensus-based
algorithm, the work in [19] puts forward an optimal sched-

uling framework to resist a DoS attack for IIoT-based smart
microgrids. In the above protection measures, some addi-
tional security functions or schemes are designed to improve
the security of original IIoT systems. Although they can
reflect an enhanced level of security capability due to the fine
theoretical and experimental analysis, their applicability and
feasibility in real-world IIoT systems await verification by
future explorations. The main causes involve the following
two aspects: on the one hand, most IIoT devices only have
low power and limited system resources, and the security
add-ons may decrease their work performance by perform-
ing the higher or lower computational costs of security oper-
ations [20]; on the other hand, IIoT is usually designed to
serve industrial control systems, whose requirements on
high availability and reliability may be not completely satis-
fied because of the inefficient adaption between the original
system design and some added security services. Differently,
anomaly detection in IIoT systems can be widely regarded
as a feasible and effective measure to identify unexpected
industrial activities [8, 21–23], because it can scarcely affect
industrial availabilities and real-time requirements by using
the bypass monitoring. However, the sensing data in distrib-
uted IIoT networks has some special characteristics of
sparsity, statefulness, and correlation. In practice, the spar-
sity of sensing data may bring out tremendous challenges
to implement the global anomaly detection, because the
extracted spatial features seem to be unfavourable for a
full-scale anomaly detection model without establishing
the intrinsic relationship between different sparse sensing
data. In order to solve the above problem, one ideal method
is to collect and analyze all sparse sensing data in a local
wireless sensor network, which is mainly applied to com-
plete one technological process in the whole industrial
production or manufacturing. Additionally, based on the
relatively short-range communication characteristic, most
IIoT systems always utilize the data collector to gather and
forward the sensing data from distributed IIoT sensors,
and this design can contribute to developing an experienced
machine-learning anomaly detection model, which can thor-
oughly explore the statefulness and correlation characteris-
tics of sparse sensing data. From this point of view, this
paper proposes a novel anomaly detection approach for IIoT
sparse data, and this approach successfully collaborates the
adaptive CEEMDAN (Complete Ensemble Empirical Mode
Decomposition with Adaptive Noise) feature exploitation
with one intelligent optimizing classification. Moreover, the
CEEMDAN energy entropy based on adaptive IMF (Intrinsic
Mode Function) selection is designed to extract the sensing
features from IIoT sparse data, and one effective OCSVM
(One-Class Support Vector Machine) classifier optimized
by the IABC (Improved Artificial Bee Colony) swarm intelli-
gence algorithm is introduced to detect various abnormal
sensing features. Additionally, we use some real-world data
captured from one local oilfield IIoT system in the northeast-
ern part of China to evaluate our approach, and the experi-
mental results show that, for one thing, compared with the
traditional CEEMDAN singular spectrum entropy and
EEMD singular value decomposition, the CEEMDAN energy
entropy based on adaptive IMF selection can accurately
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describe the change of sparse sensing data and is more sensi-
tive to the size of abnormal data; for another, compared with
the OCSVM classifiers optimized by other swarm intelligence
algorithms, the proposed IABC-OCSVM classifier has higher
detection efficiency.

2. Adaptive CEEMDAN Feature Exploitation

2.1. Preparation. Collect all IIoT sensing data in time inter-
val T (T =∑m

i=1ti, ∀i ∈ ½1,m�), and extract the corresponding
data sequence Di = di1d

i
2d

i
3 ⋯ din, ∀i ∈ ½1,m� from the IIoT

sensing data in each time interval ti (i ∈ ½1,m�), where din
represents the nth data value in the data sequence Di. After
that, all data sequences Di (i ∈ ½1,m�) form a data sequence
set D = fD1,D2,D3,⋯,Dmg, where m is the number of data
sequences in the set D.

Due to the different number of IIoT sensing data in each
time interval ti, the dimensions of all data sequences Di
(i ∈ ½1,m�) are distinct from one another. In order to recon-
struct new data samples with the same dimension, an adap-
tive CEEMDAN feature exploitation method is properly
proposed. Furthermore, this method first uses the CEEM-
DAN decomposition to perform the multiscale analysis on
each data sequence, and then adaptively selects the effective
IMF components as the feature factors [24]. After that, the
corresponding energy entropies are calculated as the final fea-
ture values to reconstruct all data samples Yi = ðyi1, yi2, yi3,⋯,
yif Þ (i ∈ ½1,m�), which have the same dimension. Here, yij rep-
resents the jth feature variable in the ith data sample Yi, and f
is the dimension number of Yi.

2.2. Adaptive IMF Selection. As mentioned above, in order to
construct the data samples Yi (i ∈ ½1,m�) with the same
dimension, it is necessary to determine the feature factors
and calculate the corresponding feature values which can
be further utilized to obtain the feature variable yij. In terms
of feature factor selection, although the IMF components
can be used as the feature factors for some traditional anom-
aly detection models, there is still a considerable issue that
the fixed parameter values cannot accurately describe the
intrinsic characteristics of original data. To address this
issue, the proposed feature exploitation method can suffi-
ciently analyze the contribution of a single IMF component
and the global reconstruction error, and adaptively adjust
the number of effective IMF components according to the
intrinsic characteristics. The specific selection process is
listed as follows:

Step 1. We calculate the root mean square error (RMSE),
correlation coefficient, and energy difference between the
original data and the reconstructed data, and design the
adjustment coefficient β to appropriately adjust the number
of IMF components for the adaptive selection of effective
IMF components.

Suppose x and x′ represent the original data and the
reconstructed data, respectively. The numerical difference
between x and x′ can be measured by the RMSE, which is
defined as

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

k=1
xk − xk′
� �2s

: ð1Þ

The correlation between x and x′ can be measured by
the correlation coefficient, which is defined as

r =
∑n

k=1 xk − �xð Þ xk′ − x′
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

k=1 xk − �xð Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
k=1 xk′ − x′
� �r : ð2Þ

Additionally, the energy difference between x and x′ can
be calculated by

Diff E xð Þ, E x′
� �� �

= 1
E xð Þ − E x′

� ���� ��� : ð3Þ

Here, E represents the energy value calculation of the
original data or the reconstructed data.

Based on the above parameters, we can define the final
adjustment coefficient β as follows:

β = 1 − RMSE
r + diff E xð Þ, E x′

� �� � : ð4Þ

Step 2. We calculate the cumulative variance contribution
and cumulative energy proportion of each IMF component
and dynamically adjust their threshold parameters. After
that, we further select the effective IMF components which
are less than two threshold parameters. Two threshold
parameters of IMF components can be calculated by

Tλ = 1 −
∑m

j=1λj

∑J
j=1λj

,

TE = 1 −
∑m

j=1Ej

∑J
j=1Ej

,

8>>>>><
>>>>>:

 m ∈ 1, J½ �, ð5Þ

Here, λj is the variance of the jth IMF component, and
Ej is the energy of the jth IMF component.

In terms of feature value calculation, the following two
points need to be emphasized: the first is the probability dis-
tribution of data sequence, and the second is the energy dis-
tribution of data sequence. In practice, the technological
processes in industrial production can be mapped to indus-
trial communication behaviours by analyzing industrial
communications data [25]. That is, when industrial commu-
nication behaviours show different states or stages, the cor-
responding probability distribution and energy distribution
of data sequences dynamically change. As a result, the prob-
ability distribution and energy distribution of each IMF
component obtained by the CEEMDAN decomposition
can also change when performing the multiscale analysis
on the data sequences. In order to successfully track this
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change, this paper introduces the information entropy based
on the energy distribution of IMF components, and takes the
energy entropies of effective IMF components as the final
feature values.

2.3. Feature Calculation Based on CEEMDAN Energy Entropy.
As shown in Figure 1, the specific steps of feature calculation
based on CEEMDAN energy entropy are listed as follows:

Step 1 (data preprocessing). As mentioned earlier, we obtain
each data sequence Di = di1d

i
2d

i
3 ⋯ din, ∀i ∈ ½1,m� from the

original IIoT sensing data, and we form the data sequence
set D = fD1,D2,D3,⋯,Dmg.

Step 2 (IMF component calculation). Each data sequence Di
(∀i ∈ ½1,m�) is decomposed by the CEEMDAN decomposi-
tion to obtain J IMF components.

First of all, we suppose the original data x =Di, and we
carry out I different experiments on x + ε0wv by using the
CEEMDAN decomposition. Additionally, the EMD decom-
position in each experiment continues running until the first
EMD modal component is obtained. From these I experi-
ments, the first average IMF component can be further cal-
culated by

imf1′ =
1
I
〠
I

v=1
imf v1: ð6Þ

Here, imf v1 represents the first IMF component of the
vth experiment.

Also, the first unique remainder can be obtained by

r1 = x − imf1′: ð7Þ

Secondly, according to the above method, we further
decompose r j + εjEjðwvÞ, v = 1, 2,⋯, I for each j
(j = 1, 2,⋯, J), and we calculate the ðj + 1Þ-th IMF compo-
nent by

imf j+1′ = 1
I
〠
I

v=1
E1 r j + εjEj wvð Þ� �

: ð8Þ

Also, the jth unique remainder can be obtained by

rj = rj−1 − imf j′, j ∈ 2, J½ �: ð9Þ

Here, imf j′ is the jth IMF component obtained by the
CEEMDAN decomposition, Ejð·Þ is the jth EMD modal
component obtained by the EMD decomposition, εj−1 is
the SNR adjustment coefficient when adding the noise to
solve imf j′, and wv is an added zero mean white noise source
for v experiments.

Finally, we repeat the above calculation process until no
remainder can be decomposed, and we obtain all J IMF
components IMF = fimf1′ , imf2′ ,⋯,imf j′g. Also, the final
remainder can be calculated by

R = x − 〠
J

j=1
imf j′: ð10Þ

To sum up, the original data x can be finally decomposed
into

x = 〠
J

j=1
imf j′+ R: ð11Þ

Step 3. According to the adaptive IMF selection process, we
need to calculate the RMSE, correlation coefficient, and
energy difference between the original data x and the recon-
structed data x′ which is reconstructed by the IMF compo-
nents, and we also calculate the cumulative variance
contribution and cumulative energy proportion of each
IMF component. Through the adaptive IMF selection, we
can obtain f effective IMF components.

Step 4. By further calculating the energy Ej (∀j ∈ ½1, f �) of
each effective IMF component, we can construct the corre-
sponding energy vector VE = ðE1, E2,⋯,Ef Þ.

Step 5. For the energy vectorVE, the calculated energy entropy
HðEjÞ (∀j ∈ ½1, f �) of each effective IMF component can be
regarded as one feature value. Also, we can get the energy
entropy vector VH = ðH1,H2,⋯,Hf Þ. The energy entropy of
each effective IMF component can be calculated by

H Ej

� �
= −P Ej

� �
log P Ej

� �
: ð12Þ

Here, Ej represents the energy value of the jth IMF com-

ponent; PðEjÞ = Ej/∑J
j=1Ej is the energy proportion of the jth

IMF component in the total energy.

Step 6. We set the data sample Yi =VH = ðH1,H2,⋯,Hf Þ
(∀i ∈ ½1,m�), and we form the final data sample set Y = fY1,
Y2,⋯,Ymg.

3. IABC-OCSVM Anomaly Detection Classifier

3.1. OCSVM Classifier. OCSVM [26, 27], which has a rela-
tively fine classification effect and a generalization capability
for small sample data, belongs to one improved version of
traditional SVM (Support Vector Machine). Differently,
OCSVM exploits the aggregation of original data in the
high-dimensional feature space to find one optimal separat-
ing hyperplane, which keeps the maximum distance from
the coordinate origin. In one sense, OCSVM only needs
one class of samples to train a suitable classifier.

Actually, OCSVM is briefly designed to solve the follow-
ing quadratic programming problem:

min 1
2 ωk k2 + 1

vl
〠
l

i=1
ξi − ρ

s:t: Φ xið Þω ≥ ρ − ξi, ξi ≥ 0, i = 1⋯ l:

ð13Þ
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Here, xi (∀i ∈ ½1, l�) represents one training sample in the
training sample set X, and l is the number of training sam-
ples; Φ : X ⟶H represents the mapping function from
the original data space to the high-dimensional feature
space; ω and ρ represent the normal vector and compensa-
tion of the hyperplane in the high-dimensional feature
space, respectively; v ∈ ð0, 1� represents the trade-off param-
eter, which is used to control the proportion of support vec-
tors in the training samples; ξi represents the relaxation
variable, which indicates the misclassified degree of some
training samples.

By introducing the Lagrange function to solve the qua-
dratic programming problem, we can further construct the
dual model by using the kernel function and obtain the fol-
lowing decision function:

f xð Þ = sgn 〠
l

i=1
αik xi, xj
� �

− ρ

 !
: ð14Þ

Here, ρ =∑l
i=1αikðxi, xjÞ, and RBF (Radial Basis Func-

tion) is selected as the kernel function:

k xi, xj
� �

= Φ xið Þ,Φ xj
� �� 	

= exp
− xi − xj


 

2
2σ2

 !
: ð15Þ

From the above functions, we can see that the OCSVM’s
trade-off parameter v and the RBF’s parameter σ are two
critical factors affecting the classification performance, and
the optimization of these parameters is an important phase
to obtain an excellent OCSVM classifier [28].

3.2. IABC Parameter Optimization Based on Multivariate
Gaussian Mutation. In order to strengthen OCSVM’s classi-
fication performance, this paper proposes a novel IABC-
OCSVM anomaly detection model, which uses one
improved ABC swarm intelligence algorithm to optimize
the above parameters. More specifically, the ABC swarm
intelligence algorithm is a typical multiobjective optimiza-
tion method which imitates the searching behaviours of dif-
ferent bees, and its minimum searching model includes two
basic elements: bee colony and honey source [29, 30].
Through the local optimization behaviour of individual bees
in the searching process, the division and cooperation of

Feature extraction CEEMDAN decomposition

Original data x

CEEMDAN decomposition

R
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3 d2
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1dm

2dm
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n

D1→ Y1=(y1
1,y1

2,y1
3, ,y1

f)
D2→ Y2=(y2

1,y2
2,y2

3, ,y2
f)

Dm→ Ym=(ym
1,ym

2,ym
3, ,ym

f)

Ej (j [1,f]) of each effective 
IMF component is calculated to 

construct the corresponding 
energy vector VE.

H(Ej) (j [1,f]) of each effective
IMF component is calculated

based on the energy vector VE,
and the corresponding

eigenvector VH is constructed.

IMF1 IMF2 IMFJ

IMF1 IMF2 IMFf

The RMSE , correlation
coefficient and energy

difference between the original
data x and the reconstructed data

x' are calculated.

Adaptive selection off effective
IMF components.

Di(i [1,m]) is decomposed by 
CEEMDAN to obtain J IMF 

components.

Choose f effective IMF 
components.

The cumulative variance
contribution rate and cumulative

energy proportion of IMF
components were calculated.

Figure 1: Feature exploitation process of CEEMDAN energy entropy based on adaptive IMF selection.
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three different bee colonies (the leader, the follower, and the
scouter) can highlight the global optimization in the colo-
nies. In order to homogenize the distribution of the honey
source and improve the searching efficiency, this paper
introduces the multivariate Gaussian mutation into the tra-
ditional ABC algorithm to dynamically guide the searching
processes of different bee colonies, mainly including the fol-
lowing: (1) in the searching process of scouter bees, which is
also the initial process of the honey source, since the initial
honey source is mutated by the multivariate Gaussian muta-
tion; (2) in the searching process of leader bees, wherein the
OCSVM’s classification accuracy of current global optimiza-
tion is used to dynamically guide the searching process; and
(3) in the searching process of follower bees, where the local
optimum of leader searching is applied to carry out the var-
iant search of the neighbouring honey source. Figure 2
describes the parameter optimization and anomaly detection
process of the IABC-OCSVM model.

In the initialization process of the honey source, the ini-
tial honey source is mutated by the multivariate Gaussian
mutation:

xi,j = xmin
j + rand 0, 1ð Þ xmax

j − xmin
j

� �
,

p = 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑j j 2πð Þd

q exp −
1
2 x − μð ÞT 〠

−1
x − μð Þ

 !
:

8>>>><
>>>>:

ð16Þ

Here, the expression of xi,j (∀i ∈ ½1,N�, ∀j ∈ ½1,D�) is the
initialization formula of the ith honey source, and N and D
are the number and dimension of honey sources, respec-
tively; in our algorithm, D is set to 2 due to the OCSVM’s
parameter v and RBF’s parameter σ; xmax

j and xmin
j are the

maximum and minimum in each dimension of the honey
source; the expression of p is the multivariate Gaussian
mutation formula, and x = fx1,j, x2,j,⋯xN ,jg and p = fp1,j,
p2,j,⋯pN ,jg represent all honey sources before and after
Gaussian mutation, respectively; μ and ∑ are the mean and
covariance matrix of x, and ∑−1 and d are the inverse and
dimension of ∑.

In the searching process of leader bees, based on the
Gbest searching strategy, the dynamic searching process is
carried out through the guide of global optimization, and
the OCSVM’s classification accuracy in the current search-
ing process is introduced to realize the adaptive search.
The search of a neighbouring honey source can be expressed
by

vi,j = f pipi, j + ϕi, j f pi pi,j − f pkpk, j
� � 1

iter + ψi,j f pgpg, j − f pipi,j
� � 1

iter :

ð17Þ

Here, vi,j represents a new honey source; pi,j is the honey
source generated after the multivariate Gaussian mutation,
and pi = fpi,jg (∀j ∈ ½1,D�); pk,j (k ≠ i, ∀k ∈ ½1,N�) is a neigh-
bouring honey source randomly selected from all honey
sources, and is different from the current honey source pi,j;

pg,j represents the global optimal solution; f p∗ represents
the OCSVM’s classification accuracy corresponding to the
honey source p∗; ϕi,j is one random number in the range ½
−1, 1�; ψi,j is one random number in the range ½0, 1�; iter is
the goal-setting number of iterations.

In the searching process of follower bees, according to
the local optimum in the searching process of leader bees,
the mutation operation can be performed on the neighbour-
ing honey source, and the OCSVM’s classification accuracy
in the current searching process is introduced to realize the
variant search. The search of a neighbouring honey source
can be expressed by

vi,j = f pl pl,j + ϕi,j f pipi,j − f pkpk,j
� � 1

iter : ð18Þ

Here, pl,j represents the optimal solution in the searching
process of leader bees.

In the whole searching process, each honey source repre-
sents a feasible solution, and the yield of a honey source is
consistent with the fitness of a feasible solution, which is cal-
culated by

Fiti =

1
1 + f pi

, f pi ≥ 0,

1 + abs f pi

� �
, f pi < 0:

8>><
>>: ð19Þ

Here, f pi represents the OCSVM’s classification accuracy
corresponding to the honey source pi.

4. Experimental Evaluation and Discussion

4.1. Experimental Data and Preparation. In order to verify
the effectiveness and advantage of the proposed approach,
we use some real-world data captured from one local oilfield
IIoT system in the northeastern part of China to perform
some experimental evaluations, and the basic system archi-
tecture can be briefly stated as follows: all IIoT sensors are
physically deployed in the wellheads and perform the real-
time data acquisition of the pumping well working status,
mainly including the pressure, the motor speed, the flow,
and some electrical parameters. By using the WIA-PA pro-
tocol [31], the IIoT sensors in one wellhead send these sens-
ing data to one RTU (Remote Terminal Unit) which can be
regarded as the data collector in our approach, and the RTU
forwards these sensing data to the upper monitoring center
by using the Modbus/TCP protocol. After capturing the
Modbus/TCP packets in one RTU for 9 hours, we totally
obtain 109,672 IIoT sensing data, and form 225 data
sequences by the initial preparation.

4.2. Experimental Comparison and Analysis on Different
Feature Exploitations. For the obtained data sequence set,
in each experiment, we randomly select 200 data sequences
as the normal data sequences and construct 100 abnormal
data sequences by injecting or falsifying some malicious data
which cannot conform to the regular production pattern.
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After the proposed adaptive CEEMDAN feature exploita-
tion, we record all normal and abnormal data samples as
“+1” and “-1” data samples, respectively. Moreover, all nor-
mal data samples are used to train the IABC-OCSVM anom-
aly detection classifier, and the test sample set consists of
randomly selected 100 “+1” data samples and 100 “-1” data
samples. Additionally, because the number of malicious data
in each data sequence can directly reflect different attack
powers, we design 5 incremental attack powers when con-
structing 100 abnormal data sequences. From attack power
1 to 5, the number of malicious data in each data sequence
is set from 6 to 10. In order to verify the main advantage
of adaptive CEEMDAN feature exploitation in the multi-
scale analysis of data sequences, we introduce the classifica-
tion accuracy as one significant evaluation indicator to
perform two distinct groups of experiments: the first group
of experiments compare the CEEMDAN decomposition

with the EEMD decomposition whose IMF components are
depicted in Figure 3, and the training and test classification
accuracies of their extracted features are shown in Table 1;
the second group of experiments compare different test classi-
fication accuracies of CEEMDAN energy entropy, CEEM-
DAN singular spectrum entropy, and EEMD singular value
decomposition, and the experimental results are shown in
Table 2.

As seen in Table 1, when the average training classifica-
tion accuracies of EEMD and CEEMDAN decompositions
reach 92.30% and 95.10%, their average test classification
accuracies are 86.50% and 89.00%, respectively. From the
above compared results, it can be concluded that both the
training classification accuracy and the test classification
accuracy of CEEMDAN decomposition are larger than the
ones of EEMD decomposition. That is to say, the CEEM-
DAN decomposition can effectively discover more intrinsic
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In the leader stage, the
neighbouring honey source

is searched according to
Formula (17) .

The fitness value of new
honey source is calculated
according to Formula (19).
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Figure 2: Parameter optimization and anomaly detection of IABC-OCSVM model.
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characteristics of original data, and the corresponding
extracted features can contribute to improving the classifica-
tion accuracy of the OCSVM classifier.

From Table 2, we can see that, for the feature exploita-
tion methods based on CEEMDAN singular spectrum
entropy and EEMD singular value decomposition, their
average classification accuracies are 84.90% and 82.20%,

respectively. Obviously, these accuracies are less than that
of the proposed feature exploitation method, which can
reach 89.00%. Through the comprehensive comparison of
these two tables, we can conclude that, on the one hand,
the proposed feature exploitation method has distinct
advantages in the improvement of classification accuracy,
on the other hand, these results indirectly show that the
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Figure 3: Compared results of CEEMDAN and EEMD decompositions.

Table 1: Training and test classification accuracies of CEEMDAN and EEMD decompositions under different attack powers.

Attack power
CEEMDAN EEMD

Training accuracy Test accuracy Training accuracy Test accuracy

1 96.0% 86.5% 92.5% 81.5%

2 93.5% 88.0% 91.0% 87.5%

3 91.0% 90.0% 92.0% 88.5%

4 96.5% 87.0% 94.5% 87.0%

5 98.5% 93.5% 91.5% 88.0%

Average 95.10% 89.00% 92.30% 86.50%

Table 2: Test classification accuracies of three different feature exploitation methods.

Attack power
CEEMDAN energy

entropy
CEEMDAN singular
spectrum entropy

EEMD singular value
decomposition

1 86.5% 82.0% 80.5%

2 88.0% 85.0% 82.5%

3 90.0% 83.5% 83.5%

4 87.0% 85.5% 81.0%

5 93.5% 88.5% 83.5%

Average 89.00% 84.90% 82.20%
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proposed method can more accurately describe the change
of industrial communication behaviour. Additionally, as
the attack power increases, that is, the number of malicious
data in each data sequence increases, the classification accu-
racy generally shows an upward trend. In other words, the
proposed feature exploitation method is more sensitive to
the number of malicious data, which can help to improve
the anomaly detection performance.

Figure 4 compares the CEEMDAN decomposition
results of normal and abnormal data samples. When some
abnormal communication behaviours occur in industrial
production, not only the energy information and probability
information in all data sequences change accordingly, but
also the implicit information in each data sequence differs
from others under different scales. Figure 5 depicts the
energy proportion and variance contribution rate of differ-
ent IMF components after the CEEMDAN decomposition.
Totally, the energy and variance of each IMF component
can appear surprisingly distinct from each other. Based on
this result, when selecting the appropriate feature parame-
ters, we can focus on the IMF components which have larger
contribution rates and remove the IMF components with
insufficient information.

4.3. Experimental Comparison and Analysis on Different
Parameter Optimizations. In order to further illustrate the
influence of parameter optimization on the OCSVM’s classi-
fication performance, we, respectively, use the traditional
ABC algorithm and PSO (Particle Swarm Optimization)
algorithm to optimize the OCSVM classifier and compare
their classification accuracies by performing some experi-
ments under 5 attack powers. Moreover, the fitness curves
in two parameter optimization processes are shown in

Figure 6, and the training and test classification accuracies
of two classifiers are compared in Table 3. Obviously, the
above experimental results can directly reflect that two
parameter optimization algorithms have different effects on
the OCSVM’s classification performance. In terms of classi-
fication accuracy, the average training and test classification
accuracies of the ABC-OCSVM classifier are 95.10% and
89.00%, respectively. Differently, the average training and
test classification accuracies of the PSO-OCSVM classifier
are 98.00% and 83.20%, respectively. Although the average
training classification accuracy of the ABC-OCSVM classi-
fier is slightly lower than that of the PSO-OCSVM classifier,
the average test classification accuracy of the ABC-OCSVM
classifier can present a trend of higher resolution. That is,
the ABC-OCSVM classifier can have a smaller span change
from training accuracy to test accuracy, and obtain a rela-
tively higher classification accuracy in practice. Also, the
above compared results have proven that different combina-
tions of OCSVM’s trade-off parameter v and RBF’s parame-
ter σ can have a pronounced impact on the OCSVM’s
classification accuracy, and one fine parameter optimization
algorithm can help to improve the detection performance of
OCSVM’s classifier.

In order to obtain better parameters and further improve
the anomaly detection efficiency, we propose an IABC-
OCSVM anomaly detection classifier optimized by the
improved ABC algorithm. To evaluate this classifier, we per-
form some compared experiments to analyze the training
classification accuracy, test classification accuracy, and test
time between the traditional ABC-OCSVM classifier and
the IABC-OCSVM classifier, and Table 4 shows the experi-
mental results under 5 attack powers. As shown in Table 4,
under a similar average test time, the average training and
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Figure 4: CEEMDAN decomposition results of normal and abnormal data samples.
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test classification accuracies of the IABC-OCSVM classifier
can reach 94.50% and 89.80%, respectively. Although the aver-
age training classification accuracy of the IABC-OCSVM clas-
sifier is slightly lower than that of the ABC-OCSVM classifier,
its average test classification accuracy is higher than the one of
the ABC-OCSVM classifier. Especially, for the test samples
with a stronger attack power, the test classification accuracy

of the IABC-OCSVM classifier is significantly higher than
the one of the ABC-OCSVM classifier. For example, under
attack power 5, the test classification accuracy of the IABC-
OCSVM classifier can reach 95.50%, which grows by two
percentage points. More narrowly, Figure 7 gives the classifi-
cation results of training samples and test samples under
attack power 5. Furthermore, Figure 7(a) shows 3 training
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Figure 6: Fitness curves in the traditional ABC and PSO parameter optimization processes.
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samples that are wrongly classified in all 200 training sam-
ples, and Figure 7(b) shows 9 test samples that are wrongly
classified in all 200 test samples. Additionally, the average test
time of the IABC-OCSVM classifier is only 0.0081 s, which

still reaches the millisecond level and has a strong real-time
classification capability. From the comprehensive evaluation
of classification accuracy and detection time, the proposed
IABC-OCSVM classifier has a higher detection efficiency.

Table 4: Detection efficiency comparisons between traditional ABC-OCSVM and PSO-OCSVM anomaly detection classifiers.

Attack power
ABC-OCSVM IABC-OCSVM

Training accuracy Test accuracy Test time Training accuracy Test accuracy Test time

1 96.0% 86.5% 0.0079 s 96.0% 86.5% 0.0076 s

2 93.5% 88.0% 0.0079 s 92.0% 88.5% 0.0080 s

3 91.0% 90.0% 0.0090 s 91.0% 90.5% 0.0081 s

4 96.5% 87.0% 0.0076 s 95.0% 88.0% 0.0079 s

5 98.5% 93.5% 0.0086 s 98.5% 95.5% 0.0089 s

Average 95.10% 89.00% 0.0082 s 94.50% 89.80% 0.0081 s
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Figure 7: Classification results of training samples and test samples under attack power 5.

Table 3: Training and test classification accuracies of traditional ABC-OCSVM and PSO-OCSVM anomaly detection classifiers.

Attack power
ABC-OCSVM PSO-OCSVM

Training accuracy Test accuracy Training accuracy Test accuracy

1 96.0% 86.5% 98.0% 80.5%

2 93.5% 88.0% 96.5% 83.0%

3 91.0% 90.0% 98.0% 85.0%

4 96.5% 87.0% 100.0% 84.0%

5 98.5% 93.5% 98.0% 83.5%

Average 95.10% 89.00% 98.00% 83.20%

11Wireless Communications and Mobile Computing



5. Conclusions

The sparsity of IIoT sensing data may bring out tremendous
challenges to implement the global anomaly detection, and
the collection and analysis of all sparse sensing data in a local
wireless sensor network can provide a feasible opportunity
to develop an experienced machine-learning anomaly detec-
tion model by exploring their statefulness and correlation
characteristics. From this point of view, this paper proposes
a novel IABC-OCSVM anomaly detection approach for IIoT
sparse data, which can successfully collaborate the adaptive
CEEMDAN feature exploitation with the intelligent opti-
mizing OCSVM classifier. Firstly, the multiscale analysis of
IIoT data sequences is carried out through the CEEMDAN
decomposition, and the effective IMF components can be
adaptively selected to calculate the corresponding energy
entropies and construct the final data samples. Secondly, this
approach designs one improved ABC algorithm based on a
multivariate Gaussian mutation to optimize the important
parameters of a traditional OCSVM classifier, which can
unambiguously match with the adaptive CEEMDAN feature
exploitation method. Finally, many experiments are per-
formed to evaluate the proposed approach: on the one hand,
by comparing different feature exploitation methods, we
prove that the proposed feature exploitation method can
more accurately describe the change of industrial communi-
cation behaviour, and have distinct advantages to improve
the classification accuracy; on the other hand, by comparing
different parameter optimization algorithms, we prove that
the proposed IABC-OCSVM classifier can have higher
detection efficiency.

Data Availability

In this manuscript, the analyzed data are some real-world
data captured from one local oilfield IIoT system northeast
of China, and some contents and specific parameters are
not completely open to the public due to the commercialized
secrets. If other researchers want to use these data, please
contact the corresponding author or the first author. The
requests for data will be considered by them after a confi-
dentiality agreement.
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Wearing masks is an effective and simple method to prevent the spread of the COVID-19 pandemic in public places, such as train
stations, classrooms, and streets. It is of positive significance to urge people to wear masks with computer vision technology.
However, the existing detection methods are mainly for simple scenes, and facial missing detection is prone to occur in dense
crowds with different scales and occlusions. Moreover, the data obtained by surveillance cameras in public places are difficult
to be collected for centralized training, due to the privacy of individuals. In order to solve these problems, a cascaded network
is proposed: the first level is the Dilation RetinaNet Face Location (DRFL) Network, which contains Enhanced Receptive Field
Context (ERFC) module with the dilation convolution, aiming to reduce network parameters and locate faces of different
scales. In order to adapt to embedded camera devices, the second level is the SRNet20 network, which is created by Neural
Architecture Search (NAS). Due to privacy protection, it is difficult for surveillance video to share in practice, so our SRNet20
network is trained in federated learning. Meanwhile, we have made a masked face dataset containing about 20,000 images.
Finally, the experiments highlight that the detection mAP of the face location is 90.6% on the Wider Face dataset, and the
classification mAP of the masked face classification is 98.5% on the dataset we made, which means our cascaded network can
detect masked faces in dense crowd scenes well.

1. Introduction

COVID-19 spreads rapidly among the population and has
a serious impact on society, economy, and people’s
normal lives. The weekly epidemiological update of the
World Health Organization (WHO) [1] presented that
the cumulative number of cases reported globally is now
over 186 million, and the number of deaths exceeds 4
million. Fortunately, wearing masks is an effective and
simple method to prevent the spread of COVID-19 [2],
and almost everyone is obligated to wear a face mask
in public places. Relying solely on manpower for inspec-
tions inevitably has disadvantages, such as high work
intensity, low efficiency, and timeliness, but using detec-
tion algorithms to complete this task can save many
human resources. Using computer vision technology to

detect whether people wear masks and to give correspond-
ing reminders can achieve the purpose of noncontact
detection, preventing the spread of the virus and ensuring
people’s safety.

Moreover, most of the existing algorithms train the
model by collecting the data together, but the reality is that
videos captured by the cameras in public places will not be
easily obtained because of personal privacy [3]. The surveil-
lance video data of public place belong to different depart-
ments, which make the data form an isolated island and
difficult to be concentrated together for model training. As
a new distributed machine learning method, federated learn-
ing, with the help of the storage and computing capacity of
the device itself, can cobuild the model without data out of
the local, so as to protect data privacy and effectively solve
the problem of data island [4].
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Therefore, the task is decomposed into two subnetworks.
The first network is used for the general face location, and
the second is used for the masked face classification. The
main contributions of our paper are listed below:

(1) The DRFL network is proposed and trained on the
Wilder Face dataset to locate faces in dense crowds

(2) The SRNet20 network is designed with NAS and
trained by methods of federated learning to classify
masked faces

(3) A masked face dataset is created and contains 18,000
images in the train set and 1,751 images in the test
set. In order to facilitate other researchers, this data-
set is also published on the GitHub: https://github
.com/woshizr/masked-Face

2. Related Work

2.1. Face Detection Algorithms. Face detection is closely
related to general object detection. In recent years, object
detection algorithms have developed rapidly, which are
mainly divided into two categories: single stage object detec-
tion algorithms, represented by YOLO [5] and RetinaNet
[6], divide the image into regions and predict bounding
boxes and probabilities for each region simultaneously.
Therefore, this kind of algorithm is faster. The two-stage
object detection algorithms, represented by RCNN [7] and
FPN [8], generate a large number of proposal regions, which
then classify the proposals into foreground classes or back-
ground. Therefore, the accuracy of this kind of algorithm is
higher. Based on the object detection algorithms, a large
number of face detection algorithms and masked face detec-
tion algorithms have been developed: MTCNN [9] uses 3
cascaded networks to achieve face detection; Face RCNN
[10] is based on Faster RCNN [11] for face detection; SSH
[12] enhances the feature extraction of convolutional layers
with different depths to achieve multiscale face detection;
PyramidBox [13] uses the context information of the face
to improve the detection of occluded faces; Didi company
proposes a mask wearing detection algorithm based on
DFS [14], the algorithm detects the face region first, expands

the face area based on the face features, and then uses the
attention mechanism to find the mask area, and finally
detects whether the face is wearing a mask; AIZOO proposes
a lightweight mask wearing detection algorithm [15] based
on SSD and improves the network structure; RetinaMask
[16] detects the face with mask by adding attention mecha-
nism in context module.

Many efforts have also been made in society to help with
masked face detection. In [17], three kinds of masked face
datasets are proposed, including masked face detection data-
set (MFDD), real-world masked face recognition dataset
(RMFRD), and simulated masked face recognition dataset
(SMFRD). Among them, RMFRD is currently the world’s
largest real-world masked face dataset, which provides the
correct masked face dataset (CMFD) and the incorrectly
masked face dataset (IMFD), and some sample images are
shown in Figure 1(a); however, the dataset in dense scene
is often shown as Figure 1(b). Therefore, the performance
of the algorithm in Figure 1(b) can better illustrate the
advantages and disadvantages of the algorithm.

2.2. Federated Learning. The development of artificial intel-
ligence technology has encountered two main challenges:
one is that data exists in the form of data islands in most
industries; the other is that training models require a lot of
data, and improper collection of data will make it difficult
to protect the privacy and security of data. In the traditional
centralized machine learning method, the data collected
from different devices need to be uploaded to the cloud
[18], and the central server in the cloud uses the data to train
the model, as shown in Figure 2. Data are directly exposed in
the cloud, which is difficult to protect user privacy [19].

To solve the above problems, in 2016, Google proposed
federated learning [20], a machine learning framework
based on user privacy protection. Their main idea is to build
machine learning models based on data distributed on mul-
tiple devices and prevent user privacy from being leaked.
Federated learning allows the device to use local data to train
the model, after the training, the local device does not need
to send sensitive data to the cloud, but only needs to upload
the model parameters [21]. The central server of federated
learning then aggregates the collected model parameters,

(a) Examples in public dataset (b) Expected dataset

Figure 1: Comparing images.
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and this process continues until the joint training models
reach the expected accuracy, as shown in Figure 3.

The data of the provider are kept locally, and the leakage
of data privacy is suppressed from the source. Of course, fed-
erated learning also involves many aspects; in this paper, it
mainly involves the use of multiparty data sources for feder-
ated training.

3. Models and Improvements

The whole algorithm is divided into two cascaded subnet-
works: a general face location network and a face classifica-
tion network with masks. The algorithm process is shown
in Figure 4.

All face boxes are found in the input image through the
face location network, and then whether each face box is
wearing a mask is determined through the classification
network. Especially, a federated training method is used to
keep the data locally, and only the model parameters are
transferred between clients, when training the classification
network.

3.1. Dilation RetinaNet Face Location Network. The DRFL
network is inspired by RetinaNet. In order to solve the prob-
lems of occlusion and multiscale faces in the masked face
detection task in dense crowd, the backbone of the DRFL
network uses ResNet50 [22] as the feature extraction net-
work. C3, C4, and C5 represent the low-level feature,
middle-level feature, and high-level feature extracted for
the image. P3, P4, and P5 are feature fusion in the FPN net-
work through upsampling and residual connection. The
fused features are used to enhance feature extraction,
increase the scope of the receptive field, and enhance the
robustness of small-scale face detection through indepen-
dent Enhanced Receptive Field Context (ERFC) module.
The DRFL network structure is shown in Figure 5.

The entire feature extraction network combines top-
down and bottom-up feature fusion strategies to improve
the multiscale prediction network. Finally, a multitask loss
function is used to fully consider the central point distance
between the face and the detection frame, overlap rate, and
key point information, thereby improving the accuracy of
face detection.

3.2. Enhanced Receptive Field Context Module. The ERFC
module with special dilation convolution is used to extract
the feature output by the FPN. The advantage of using dila-
tion convolution is that it can increase the receptive field
while avoiding the loss of information caused by the pool-
ing operation. Each convolution output contains a larger
range of information and captures multiscale context infor-
mation. As shown in Figure 6, (a) corresponds to 3 × 3 con-
volution with dilation rate 1, which is the same as ordinary
convolution operation, (b) corresponds to 3 × 3 convolution
with dilation rate 2, and the receptive field has increased
to 5 × 5.

The specific operation of ERFC module is to first com-
pute the input features by the 3 × 3 convolution, and then
one of them is to enhance the extraction of context informa-
tion through the parallel 3 × 3 convolution with dilation rate
1 and 3 × 3 convolution with dilation rate 2, in order to
improve the detection robustness of occluded faces. At the
same time, the local parameters are reduced by 16.7% with-
out changing the receptive field and detection accuracy.
Finally, all the outputs are concatenated as the output of
the entire ERFC module and transmitted to the next net-
work as shown in Figure 6(c).

3.3. Masked Face Classification Network. The significance of
NAS is to solve the parameter adjustment problem of deep
learning models, which is a cross-research that combines
optimization and machine learning. Before deep learning,
the traditional machine learning models might also encoun-
ter the problem of parameter adjustment. Because the struc-
ture of the shallow model is relatively simple, most studies
unify the structure of the model as a super parameter to
search, such as the number of hidden neurons in the
three-layer neural network. The methods for optimizing
these hyperparameters are mainly black box optimization
methods, such as evolutionary optimization, Bayesian opti-
mization, and reinforcement learning.

However, in deep learning, with the expansion of the
model scale, the number of super parameters also increases,
which brings new challenges to the optimization problem.
The search space of NAS directly affects the difficulty of
optimization. A simple search strategy [23] in neural net-
work search is to multiply each branch by a weight during
training and to send the result to the next level. After
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training, the branch with the largest weight is retained. The
working principle of the search is shown in Figure 7.

Specifically, in this paper, we designed the SRNet20
network based on ResNet18 network, the convolution kernel
of 3 × 3 is replaced by the parallel structure of 3 × 3, 5 × 5,
7 × 7, and the NAS method is used to find the most suitable
branch of the task. Then, in the experimental part, we train
the searched classification network on our own dataset and
compare the results with the original ResNet results on the
dataset.

3.4. Model Training Method of Federated Learning. In this
paper, the dataset is divided into 10 disjoint parts, represent-
ing 10 independent clients, which simulates the real situa-

tion of training the classification network. Client Ci has a
local private dataset Di, and model M0 is published from
the central server.

The steps in the training stage are as follows:

(1) Client Ci receives model M0 from the central server

(2) Client Ci trains the model based on the local dataset
Di and obtains a new model Mi

(3) Client Ci calculates the model parameter difference
MΔi, where MΔi =Mi −M0, and uploads the param-
eter difference MΔi to the central server

(4) The central server aggregates the parameter differ-
ences uploaded by users, updates the model M0,

DRFL network
for location

SRNet20 network
for classification

Figure 4: Two cascaded subnetworks.
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and resends it to clients participating in federated
learning

After a round of update is completed, we check whether
the accuracy of the local model meets the requirements. If it
meets the requirements, stop training; otherwise, prepare for
the next round of training.

4. Experiments and Results

4.1. Dataset. First, the general face location network uses the
public Wider Face [24] dataset. It is a benchmark dataset in
the field of face detection. It contains 32,203 images and a
total of 393,703 annotated faces, of which 158,989 annotated
faces are in the training set and 39,496 are in the validation
set. Each subset contains 3 levels of detection difficulty: easy,
medium, and hard. These different faces have a wide range
of changes in terms of scale, posture, illumination, expres-
sion, and occlusion. Using this dataset to train the DRFL
network will have better detection and location capabilities
for faces of different scales.

Second, the masked face classification network is trained
on self-made dataset. The training set contains 18,000
images, including 9,000 faces with masks and 9,000 faces
without masks. The test set contains 1,751 images, including
656 faces wearing masks and 1,095 faces without masks. The
dataset contains face data of different ages, genders, and ori-
entations, which can prevent the network from overfitting
the data of a single pose and improve the generalization abil-
ity of the network. Some images are shown in Figure 8.

4.2. Loss Function. Based on the loss function of RetinaFace
[25], the feature pyramid is adopted to realize the fusion of
multiscale information, which plays an important role in
the detection of small faces. Its multitask loss function for
any training anchor i is shown in the following equation.

L = Lcls pi, p∗ið Þ + λ1p
∗
i Lbox ki, k∗ið Þ + λ2p

∗
i Lpts qi, q∗ið Þ: ð1Þ

There are three parts of the loss function:

(1) Face classification loss Lclsðpi, p∗i Þ, where pi is the
predicted probability of anchor i which has a face

and p∗i is 1 for the positive anchor and 0 for the neg-
ative anchor. Lcls is the softmax loss for binary classes

(2) Face box regression loss Lboxðki, k∗i Þ, where ki =
fkx, ky , kw, khgi and k∗i = fk∗x , k∗y , k∗w, k∗hgi represent

the coordinates of the predicted box and ground-
truth box in the positive anchor. Lboxðki, k∗i Þ =
Rðki − k∗i Þ, where R is smooth L1 defined in [26]

(3) Facial landmark regression loss Lpts, where qi =
fqx1 , qy1 ,⋯, qx5 , qy5 gi and q∗i = fq∗x1 , q∗y1 ,⋯, q∗x5 , q

∗
y5
g
i

represent the predicted five facial landmarks and
groundtruth associated with the positive anchor.
The loss is similar to the box centre regression. The
loss-balancing parameters λ1and λ2 are set to 0.25
and 0.1

In the face classification network, we use CrossEntropy
loss shown in the following equation.

LCE = −〠
n

i=1
p xið Þ log q xið Þð Þ: ð2Þ

The pðxiÞ represents the real label of xi, and qðxiÞ repre-
sents the possibility of xi measured through the network.

4.3. Setup for Experiments

4.3.1. Data Augmentation. When training the deep learning
network, the specific operation randomly cropped the image
in the mini-batch to 0.8-1.0 times the size of the original
image, and at the same time perform a horizontal flip with
a 50% probability, and finally use the resize operation to
adjust to a uniform size. Before entering the network, nor-
malize each channel of the image.

The images are randomly cropped and randomly flipped
to achieve data augmentation, which improves the accuracy
and robustness of the model to a certain extent.

4.3.2. Anchors. The DRFL network uses different anchor
boxes in different feature pyramid layers from P3 to P5. In
the lower feature layer, small-scale anchor points are tiled
to capture small facial features. The high feature layer

(a) Unmasked face (b) Masked face

Figure 8: Some images in our dataset.
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corresponds to a large area in the original image, so large
facial features are captured in the high-level feature layer.
The sizes of anchors are shown in Table 1.

4.3.3. Optimization Strategy. In the experiment, the optimi-
zation strategy for training the network is to use Adam for
the first 10 epochs and SGD for the subsequent epochs. At
the 20th epoch, the learning rate decays to 0.1 times, and
at 40 epochs, it decays to 0.01 times.

4.4. Tests and Results. In order to test the performance of this
network, there are the following three experiments. Experi-
ment 1 tests mAP of the DRFL network. Experiment 2 tests
the ERFC module with dilation convolution and without
dilation convolution. Experiment 3 compares mAP of origi-
nal ResNet with SRNet (ResNet after NAS) and verifies the
feasibility of federated learning.

(1) Experiment 1. Train the DRFL to realize face loca-
tion, and test the results on the Wider Face valida-
tion set. The comparison with other algorithms is
shown in Table 2

The results show that our network has advantages in the
easy part and the medium part of this validation set. The
performance of our algorithm is similar to other algorithms
and basically meets the actual needs.

(2) Experiment 2. In order to verify the effectiveness of
the dilation convolution in the ERFC module, using
one 3 × 3 convolution kernel with dilation rate 2 to
replace two 3 × 3 convolution kernels with dilation
rate 1, we train an unreplaced DRFL network on
the same dataset as the baseline and compare it with
the replaced network. The test results on the Wider
Face validation set are shown in Table 3

The results show that the ERFC module using dilation
convolution hardly affects performance while reducing
16.7% parameters, and it is suitable for deploying on embed-
ded cameras.

(3) Experiment 3. First, select the appropriate classifica-
tion model. The convolution kernels of SRNet20,
which is created by NAS, are shown in Table 4

Comparing the mAP of the searched network and the
original network on the face classification dataset is shown
in Table 5.

Comparing with the masked face classification accuracy,
the SRNet20 is 8.8% higher than ResNet18, and the SRNet50
is 5.4% higher than the original ResNet50, which proves the
effectiveness of the NAS for classification network.

Second, in order to verify the feasibility of federated
learning, we simulate a total of 10 clients, and n represents
the number of clients who really participate in the training.
The model is SRNet20 network, and the number of clients
and accuracy are shown in Figure 9.

The result shows that the model quickly overfits when
the number of participating clients is small. As the number

of participating clients increases, the accuracy gradually
rises. After sufficient training, the results of federated train-
ing are shown in Table 6.

Finally, masked face detection in the dense crowd is
completed by cascade network. The mAP of the face location
is 90.6%, and the mAP of the masked face classification is
98.5%. We input the test images into the cascade network,
and the results are shown in Figure 10. The red box repre-
sents the person without the mask, and the green box repre-
sents the person with the mask. The near faces can be
correctly detected even with slight occlusion, but the blurred
faces in the distance are still missed, and this is also the
direction for future improvements.

Table 2: Accuracy on the Wider Face validation set.

Method
Difficulty

Easy Medium Hard

MTCNN 84.8% 82.5% 59.8%

Face R-CNN 93.7% 92.1% 83.1%

SSH 93.1% 92.1% 84.5%

DRFL (ours) 94.7% 93.0% 84.2%

Table 3: Results on the Wider Face validation set.

Model
Difficulty

Easy Medium Hard

DRFL (without dilation) 94.7% 93.1% 84.4%

DRFL (with dilation) 94.7% 93.0% 84.2%

Table 4: Kernel sizes of layers.

Model Layer 1 Layer 2 Layer 3

SRNet 20 3 × 3, 5 × 5, 7 × 7 7 × 7, 3 × 3, 5 × 5 7 × 7, 7 × 7, 7 × 7

Table 5: mAP of the original network and the searched network.

Model mAP

ResNet18 (pretraining) 90.0%

ResNet50 (pretraining) 93.0%

SRNet20 98.8%

SRNet50 98.4%

Table 1: Anchor size in DRFL network.

Feature pyramid Anchor

P3 (80 × 80 × 64) 16, 20.16, 25.40

P4 (40 × 40 × 64) 64, 80.3, 101.59

P5 (20 × 20 × 64) 256, 322.54, 406.37
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5. Conclusions

In this paper, we create the DRFL network to implement
multiscale face location and create SRNet20 network by
NAS to classify masked faces. For privacy protection, we
introduce federated learning to provide a joint training solu-
tion for multiparty data sources in the real world. By cascad-
ing the two networks, the purpose of masked face detection
in dense crowds is achieved. From the effect of the test
images, our DRFL network has good performance. But for
long-distance faces that are blurred or severely occluded,
the detection effect needs to be further improved. In the
future, we can increase the dataset or adjust the network
structure to enhance the network detection robustness. Or
we may use a lightweight backbone network to achieve
real-time detection in dense crowd scene and apply it to
actual life scenarios.

Data Availability

Data is available at https://github.com/woshizr/masked-Face.
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Green roadside units (RSUs), also called renewable energy-powered RSUs, are utilized recently rather than the traditional electric-
powered RSUs with high power consumption and the large infrastructure deployment cost in the Internet of vehicles (IoVs).
However, the power of the green RSUs is limited and unstable, which is affected by the battery size and charging environment.
Therefore, a big challenge to deploy green RSUs in the IoVs is to schedule their service process properly, in order to extend
the service efficiency of RSUs. In this paper, a deep learning-based communication scheduling mechanism is proposed
regarding the service scheduling problem. In particular, a three-part scheduling algorithm consisting of RSU clustering, deep
learning-based traffic prediction, and a vehicle access scheduling algorithm is presented to maximize the service number of
vehicles and minimize the energy cost. An extensive simulation is done, and the simulation results indicate that our algorithm
can serve more vehicles with less energy consumption compared with other scheduling mechanisms under different scenarios.

1. Introduction

The Internet of vehicles (IoVs) is composed of lots of vehicles
and RSUs. These vehicles are equipped with on-board units
(OBUs) including a global positioning system (GPS) and
the RSUs are connected to the centralized network or service
providers [1]. In the IoVs, each vehicle can communicate
with each other at the ad hoc style with the DSRC technique
or Pc5 interface of LTE-V. This kind of communication is
referred as vehicle-to-vehicle (V2V) communication.
Besides, these vehicles can also communicate with RSUs with
the interface of LTE-V [2] and this kind of communication is
commonly referred to vehicle-to-infrastructure (V2I) com-
munication. Based on the two styles of communication, most
of services in the IoVs can be carried out, such as location ser-
vices [3], blockchain services [4], social services [5], and
crowd sensing services [6].

In the IoVs, the RSUs play important roles. They not
only extend the service range of the IoVs but also provide
high-speed message forwarding services for vehicles with
high bandwidth links to the service providers [7]. However,
the forwarding services require high power consumption [8].
In addition, the RSUs are powered by physical infrastruc-
tures linked to the electrical grid, which costs too much.
Especially in some rural areas, the cost of deploying electrical
facilities for RSUs may be much higher. At last, traditional
electric-powered RSUs cause carbon dioxide emissions indi-
rectly. Therefore, the requirement of renewable power, such
as being polar and windy, to be integrated into RSUs instead
of the traditional powered functions is proposed by several
papers [9].

However, there are some critical problems to be solved
while deploying the renewable energy-powered RSUs. First,
the power on the RSU is limited due to the battery size
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and charging environment. In addition, the power con-
sumption of communication is influenced by the communi-
cation time, communication frequency, communication
distance, and channel quality. Without a proper communi-
cation scheduling strategy, the power may be exhausted
quickly, which will have a serious impact on the normal
development of services in the IoVs. Thus, this paper focuses
on how to maximize the performance of renewable energy-
powered RSUs in order to serve as many vehicles as possible
with less energy consumption.

Motivated by this, a deep learning-based communication
scheduling mechanism is proposed in this paper, composed
of three parts. First, a clustering method named t-SNE is uti-
lized to classify all the RSUs to several clusters, each of which
has a special evolving rule on traffic flows. Second, we use a
deep learning-based algorithm to predict the future traffic
flow for each RSU cluster, with the history knowledge of
the traffic status under each RSU. At last, once the prediction
results are obtained, a service ability scheduling algorithm
and a priority-based RSU access algorithm are proposed to
schedule the vehicle access order. The contributions of this
paper are outlined as follows:

(1) A clustering method t-SNE is utilized, based on
which the future traffic flow for each RSU can be a
prediction with a deep learning algorithm

(2) Based on the future traffic prediction, we propose a
service ability scheduling algorithm and a priority-
based RSU access algorithm to maximize the RSU
service efficiency

(3) An extensive simulation is deployed to demonstrate
that the proposed algorithm can achieve higher effi-
ciency with less energy cost compared with other
scheduling mechanisms under different scenarios

The rest of the paper is organized as follows. Section
Related Work summarizes the related work. Section System
Model presents the system model and problem formulation.
Section Deep Learning-Based Communication Scheduling
Algorithm details the deep learning-based communication
scheduling mechanism. And section Simulations presents
the simulation results. Lastly, section Discussion and Con-
clusion draws the conclusion.

2. Related Work

It is necessary to reduce energy consumption as much as
possible for RSUs in the IoVs, and several papers have done
some work referring to the grid-powered RSUs. In [10], the
authors focus on the hardware design of RSUs and propose a
centralized control module to schedule the energy cost on
RSUs. Their idea is based on the artificial neural network
and is composed of three algorithms to achieve the purpose
of the green scheduler. In [11], the authors incorporate a
sleep mechanism on grid-powered roadside units to further
reduce power consumption. However, it is not fit for the
renewable energy-powered RSUs. The off-grid wind-
powered RSUs are considered in [12]. Varied from conven-

tional reliability analysis, the reliability in this paper is rede-
fined in a highway environment. Then, the energy models
are developed and the minimum battery size can be deter-
mined when a certain reliability standard and quality of ser-
vice are achieved.

Due to the high cost of grid-powered RSUs, the renew-
able energy-powered RSUs are proposed. As the energy on
this kind of RSUs is limited, how to minimize the energy
consumption is also a wide concern. An energy-efficient
scheduling framework is proposed in [13]. The task schedul-
ing and energy consumption are considered jointly in the
proposed heuristic algorithm. To minimize energy con-
sumption and satisfy task latency constrains, an imitation
learning-enabled online task scheduling algorithm is pro-
posed in [14]. In [15], it is assumed that any vehicle’s posi-
tion in the network is strongly deterministic. Then, three
energy-efficient online traffic scheduling algorithms are
introduced to minimize the long-term power consumption
subject to the communication requests associated with the
passing vehicles.

The scheduling problem in renewable energy-powered
RSUs is also a hot research topic. A joint scheduling and
power control scheme is proposed in [16]; it is formulated
as a mixed-integer nonlinear programming (MINLP) prob-
lem. Paper [17] investigates the problem of scheduling the
downlink communication for renewable energy-powered
RSUs toward vehicles, with the objective of maximizing the
number of served vehicles. In [18], the authors propose
low-complexity algorithms for downlink traffic scheduling
in green vehicular roadside infrastructure. However, the
algorithms require some priori information, which may
not be always available in the IoVs. In [19], a reinforcement
learning technique for optimizing downlink scheduling is
proposed in an energy-limited vehicular network. Its objec-
tive is to equip RSUs with the required artificial intelligence
to realize an optimal scheduling policy that will guarantee
the operation of the vehicular network during the discharge
cycle while fulfilling the largest number of service requests.
However, works [17, 19] just simulate the scenario in the
simulator without testing the algorithms with vehicle trajec-
tories of reality.

Moreover, some works have been done from the per-
spective of services to save energy of green RSUs. In a green
communication scenario, the safety and QoS are both a con-
cern in [20]. A deep reinforcement learning model named
deep Q-network is proposed, which learns an energy-
efficient scheduling policy. With the policy, the battery of
an RSU is extended and the safety of environment is pro-
moted while the quality of service (QoS) levels is met. Aim-
ing at the problem of power deficiency in solar-powered
roadside units (SRSUs), the challenge of QoS loss is
addressed in [21], in which a two-phase approach is pro-
posed. With the purpose of energy consumption and time
delay guarantee, a distributed packet scheduling optimiza-
tion strategy is proposed in [22] for the renewable energy-
powered RSUs. Based on the proposed strategy, the system
energy consumption can be minimized and the delay of
the system can also be reduced, in which an optimization
model is established based on the Lyapunov theory. To solve
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the problems that existed in battery-enabled RSUs and elec-
tric vehicles (EVs), an intelligent energy-harvesting frame-
work is constructed in [23], where RSUs and EVs are
integrated. Based on a three-stage Stackelberg game devel-
oped by the authors, the utilities of RSUs and EVs are
maximized.

3. System Model

3.1. Scenario Description. We consider an Internet of vehi-
cles scenario, shown as Figure 1. In the scenario, all the vehi-
cles are equipped with a DSRC or LTE-V communication
module, with which each vehicle can interact with the ITS
service center. Besides, any vehicle accessing to the central-
ized network must connect to an RSU with its communica-
tion module. Due to consideration of energy saving, more
and more RSUs are powered by renewable energy such as
solar energy. Thus, the energy on RSUs is limited and each
RSU can only serve finite number of vehicles. Thus, in this
paper, we focus on the communication scheduling mecha-
nism of RSUs to maximize the number of service vehicles.

3.2. Problem Formulation. Based on the above scenario, we
construct the system model as an undirected graph GðR, E,
VÞ, shown in Figure 2. Figure 2 is a formalized definition

of the described scenario. RSUs in Figure 1 are mapped to
the vertexes in Figure 2, and the communication links
among RSUs are described as the edges between vertexes.
Graph G denotes the Internet of vehicles scenario and the
details of the network are described as follows:

(1) R is the set of RSUs, denoted as R = fr1, r2,⋯, rn,
⋯, rMg. In the network, there areM RSUs and every-
thing can be accessed by vehicles passing by. With
the assumption that each RSU is powered by renew-
able energy, the communication bandwidth of each

RSU

Energy

Energy
RSU

RSU

Energy

Energy
RSU

RSU

Figure 1: Solar-powered RSUs in the scenario of IoVs.

RSU

RSU

RSU

RSU

RSU

Figure 2: System model.
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RSU can be tuned with time. In this paper, Srn is the
service ability of RSU rnðrn ∈ RÞ and its value is
determined by the energy charged, with maxrn being
the maximum value of Srn determined by the battery
size. Here, we assume that Srn is an integer and it
denotes the number of vehicles that rn can server.
For any RSU rn, each communication with a vehicle
will cost some service ability of rn, which is assumed
to be 1 in this paper. If the time period is considered,
then Srn can be rewritten as SΔtrn , which means the ser-
vice ability of rn at the time period Δt. Besides, in
order to maintain the service ability at a time period,
some energy still will be costly. In other words, if
there is no vehicle accessing, the RSU still spends
service ability on maintaining the communication
service. Here, another assumption is made that if
no vehicle uses the allocated service ability in the
time period, the service ability will be wasted to
maintain the service, and the amount of service abil-
ity is the same as the communication cost to vehicles

(2) An edge is denoted as EijðEij ∈ EÞ that connects two
RSUs ri and r j. It means that ri and rj are adjacent
RSUs and a vehicle can move from the coverage
range of ri to that of r j

(3) V is the set of vehicles, denoted as V = fv1, v2,⋯,vi,
⋯,vNg. For any vehicle vi ∈ V , it moves from the
coverage of one RSU to another RSU, and at any
time, it can only communicate with no more than
one RSU. The trajectory of vehicle vi is Lvi , which

is a location sequence, such as ðrΔt11 ðviÞ, rΔt22 ðviÞ, rΔt33
ðviÞ,⋯,rΔtxn ðviÞÞ. Here, rΔtxn ðviÞ means that vehicle vi

at time period Δtx is covered by RSU rn. Besides,
we define another term SvirnðΔtxÞ. If SvirnðΔtxÞ is 1,
RSU rn serves vehicle vi at time period Δtx success-
fully; otherwise, SvirnðΔtxÞ = 0

In this scenario, we focus on the communication sched-
uling problem on each RSU to optimize the network. The
objective is to find a proper combination SvirnðΔtxÞ for each
RSU and vehicle for each time period that maximizes the
service time. The problem is formulated as follows.

Maximize throughput =
∑vi∈V∑Δtx∈T∑rn∈RS

vi
rn

Δtxð Þ
total communication , ð1Þ

Maximize service rate = serviced vehiclesj j
Vj j , ð2Þ

subject to

Service vehicles = v ∣ v ∈ V , Svrn Δtxð Þ = 1,∃Δtx ∈ T , rn ∈ R
n o

,

ð3Þ

〠
Δtx∈T

〠
vi∈V

Svirn Δtxð Þ ≤min BΔtx
rn

, maxri
� �

, for ∀rn ∈ R, ð4Þ

rΔtxn við Þ ∈ Li, ∀Svirn Δtxð Þ = 1: ð5Þ
Formula (1) means that given a proper service schedul-

ing set for each RSU and vehicle, with the limited energy
in RSUs, maximize the successful communication rate
between vehicles and RSUs. Formula (2) is used to maximize
the ratio between the number of vehicles that can communi-
cate with RSUs and the total number of vehicles. Constraint

Day 1

Day 2

Day n

𝛥t1 𝛥t2 𝛥tx… … … … … …

… … … … … …

Average

N𝛥t1 N𝛥t2 N𝛥tx

… … … … … …N𝛥t1 N𝛥t2 N𝛥tx

… … … … … …N𝛥t1 N𝛥t2 N𝛥tx

… … … … … …

………… …… … … … …

N𝛥t1 N𝛥t2 N𝛥tx

Figure 3: Data preprocessing.
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(3) ensures that for each RSU, the energy cost for its com-
munication with vehicles should be no more than the energy
it is charged. Constraint (4) ensures if an RSU can commu-
nicate with a vehicle; the vehicle should be in the RSU’s cov-
erage range.

3.3. Main Idea. In order to maximize the service number of
vehicles and the throughput, all the vehicles in the network
should be connected to an RSU at any time, and then, the
service number is maximum intuitively. Thus, we should fig-
ure out the number of vehicles in the network, based on
which the total energy required to satisfy the communica-
tion between all vehicles and RSUs can be calculated.

As the energy cost of each RSU is relative to the number
of vehicles covered by each RSU, the first step is to predict
the number of vehicles passed by each RSU. Based on this,
the required energy of each RSU can be obtained. However,
the amounts of energy in each RSU are not the same, which
are determined by surrounding environments. When the
energy of an RSU cannot afford the energy cost on the vehi-
cles passed by, a scheduling algorithm should be designed. A
reasonable communication scheduling algorithm should be
designed to save energy or reduce energy waste, especially
when the energy of an RSU cannot afford the energy cost

on communications. The main idea of the algorithm is to
tune energy cost over all time periods and then to select
more vehicles to access.

4. Deep Learning-Based Communication
Scheduling Algorithm

4.1. Deep Learning-Based Traffic Prediction Mechanism. As
Section 3 shows, the energy on each RSU is limited and each
time of communication between an RSU and a vehicle costs
energy. In this subsection, our concern is on how to predict
the future traffic according to the current traffic status for
each RSU. Here, we use the LSTM model to predict future
traffic. Compared with the RNN model, LSTM can tackle a
longer sequence better to avoid the affection of short mem-
ory. In order to make the traffic data fit the LSTM model,
the traffic data should be preprocessed first. However, due
to the sparsity of the training data of each RSU and the sim-
ilarity of traffic-evolving rules on many RSUs, we cluster
RSUs to several classes using the clustering method. At last,
we use the LSTM model to train the traffic-evolving data in
different classes to get a prediction model for each cluster of
RSUs. Next, we will introduce the deep learning-based traffic
prediction mechanism in the following parts.

4.1.1. Data Preprocessing Method. Usually, the traffic flow
changes with the time and reveals similar evolving rules
day by day. Thus, we focus on every day as an independent
object to study the rules of traffic flow.

First, a day can be divided into many equal time slots Δt,
such as an hour or a quarter.

For each RSU, the amount of traffic flow in each time
slot forms a value sequence for a day, shown as Figure 3,
where NΔtx

means the total number of vehicles at time slot
Δtx covered by an RSU. However, there may be noise in
the data for some days, which is not the common phenom-
enon. For example, a traffic accident may cause a fast rising
of the traffic flow under an RSU, which happens very
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𝛥t1
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…
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Figure 4: Method of sliding window.

Input:
S,Service ability kept currently
d,Length of features
M,Traffic prediction model
N = fNΔt1

,NΔt2
,⋯,NΔtn−1

g,Traffic status sequence

Output:
SΔtn , Energy Distribution for next time slot
1:Npre = fNΔtn

,NΔtn+1
,⋯,NΔtlast

g
2:forNΔti

∈Npredo
3:NΔti

= Traf f icPreðM,NΔti−d
,NΔti−d+1

,⋯,NΔti+1
Þ

4:endfor
5:SΔtn =NΔtn/∑NΔti

∈Npre
NΔti

⋅ S
6:ReturnSΔtn

Algorithm 1: Service Ability Distribution Algorithm.

Input:
S,Service ability allocated for the current time slot
V = fv1, v2,⋯, vng,Vehicle set in the current time slot
D = fD1,D2,⋯,Dng,Destination of each vehicle
F = fF1, F2,⋯, Fng,Source of each vehicle
Output:
L,Service order list
1:P =∅,Initial priority set
2:forvi ∈Vdo
3:pvi = Priorityðvi,Di, FiÞ,Compute the service priority
4:addpvi to setP
5:endfor
6:repeat
7:Add the maximum value inPto L
8:untiljLj > S
9:ReturnL

Algorithm 2: Priority-based RSU access algorithm.
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occasionally. Therefore, we get the average traffic of the same
time slot on each day, shown as the bottom of Figure 3,
which can reveal the original traffic status for each slot.

4.1.2. RSU Clustering Method. There are three advantages for
RSU clustering. First, the amount of RSUs in a city is usually
linearly related to the size of the city and there may be thou-
sands of RSUs in a city. If we train a model for each RSU, it
will cost too much computing resource, which is also not
necessary. In addition, it is found that traffic flows on many
RSUs reveal some similar evolving patterns, which can be
tackled together. At last, it can solve the data sparsity prob-
lem as there may not be enough data to be trained for some
RSUs in practice. When some RSUs are clustered into one
class, the data on this class of RSUs can be shared together,
so that the training set for this cluster of RSUs is extended.

After data preprocessing, the evolving rules for a cluster
of RSUs are denoted as a sequence ð�NΔt1

, �NΔt2
, �NΔt3

,⋯,�NΔtx
Þ

. Here, this sequence is used as the feature vector for model
training. As mentioned before, the time slot Δt can be cho-
sen as a quarter, an hour, or longer. In this paper, it is
needed to catch the evolving rule from a microscopic time
perspective but the length of the sequence cannot be large
considering the computing consumption. Besides, there
should be obvious up or down trending for the sequence
value; rather than that, most of the values in the sequence
are closed to zero. Thus, Δt is set to a quarter, so that the
sequence length, namely, the number of dimensions of the
feature vector, is 60/15 × 24 = 96.

So far, each RSU has a special feature vector, which
will reveal individual characteristic. Next, all these feature
vectors are used as the input source to cluster all the
RSUs. But, it is hard to get a good result if we directly
cluster such high-dimensional feature vectors with general
clustering methods [24]. In order to solve the problem of
high-dimensional data clustering, many approaches have
been proposed. Clustering with a subset and fuzzy cluster-
ing are typical representatives of these methods [25, 26].
Moreover, the deep learning-based clustering algorithm is
also used to cluster high-dimension data, in which a deep
learning strategy is used to learn low-dimensional repre-
sentation of high-dimensional data. Then, the ordinary
clustering algorithm can be used after the low-
dimensional representation is obtained. Although a better
clustering effect can be obtained using these clustering
methods, they cluster high-dimensional data in an abstract
way and there are still challenges in data visualization and
clustering rationality.

T-distributed stochastic neighbour embedding (t-SNE)
is a new dimension reduction and visualization technique
for high-dimension data [27], which is used to reduce
the dimensionality of each RSU’s traffic flow so that all
RSUs can be clustered well. T-SNE is developed from
SNE that has a “crowding problem.” Different from SNE,
the Euclidean distance is converted to joint probability to
express the similarity between data points in t-SNE
(Euclidean distance is converted to conditional probability
in SNE). As shown in equations (6) and (7), pij and qij are
the joint probability of the original high-dimensional data
and low-dimensional data after dimensionality reduction,
respectively.

pij =
exp − xi − xj

�� ��2/2σ2� �
∑k≠lexp − xk − xlk k2/2σ2� � , ð6Þ

22.7
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22.6

22.55

22.5
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Figure 5: Trajectory snapshot.

Table 1: Simulation scenario description.

Area size 50 km × 50 km
Duration 8 days

Number of RSUs 1536

Coverage of RSUs 1 km × 1 km
Number of trajectories 975391
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qij =
exp − yi − yj

��� ���2
� �

∑k≠lexp − yk − ylk k2� � : ð7Þ

The difference in the joint probability distribution of
the original data and the data after dimensionality reduc-
tion will be very small, even pij = qij. Based on this idea,
Kullback-Leibler (KL) divergence is used to measure the
difference between two distributions, shown in equation
(8), where P is the joint probability distribution in the
high-dimensional space (the original data), Q the joint
probability distribution in the low-dimensional space (the
data after dimensionality reduction), and C the cost or
the sum of KL divergence difference value between two
distributions. The smaller C is, the better the dimensional-
ity reduction effect is.

C = KL P Qkð Þ =〠
i

〠
j

pij log
pij
qij

: ð8Þ

As shown in equation (9), for the purpose of minimiz-
ing C or the sum of the KL divergence, the gradient
descent method is used so that a better dimensionality
reduction effect can be obtained. Finally, the desired low-
dimensional data will be obtained by continuous iterative
solutions.

δC
δyi

= 4〠
j

pij − qij
� �

yi − yj
� �

: ð9Þ

By using t-SNE, the low-dimensional representation of
the traffic flow in each RSU can be obtained. Then, the K-
means algorithm can be used for clustering RSUs, in order
to determine a proper K value. The elbow method is used
to fix the best number of clusters K .

Its main idea is to choose the optimal K according to the
varying trend of the sum of squared errors (SSE) in a cluster.
SSE is defined as equation (10).

SSE = 〠
k

i=1
〠
p∈Ci

p −mij j2: ð10Þ

Here, Ci is the ith cluster, p is the sample vector of Ci,
and mi is the center of cluster Ci.When K is smaller than
the actual cluster number, the value of SSE descends fast
with K increasing. However, when a proper K is found, the
value of SSE tends to be stable with K growing. Therefore,
the inflection point is the best K value.

4.1.3. Deep Learning-Based Traffic Prediction. Once all the
RSUs are clustered, the future traffic flow should be pre-
dicted based on the history data of RSUs. As real-time pre-
diction is hard to achieve, we use the LSTM model to train
the dataset offline.

First in the learning stage, we use the vectors from each RSU
class as the training dataset individually. However, if the 96-
dimension features of the vector are used as the training set, it
will cost too much computing resource. Intuitively, the current
traffic conditions are usually affected by the last few hours of
traffic conditions. Thus, we use a method called the sliding win-
dow with size n to cut off the feature vector. So, in the learning
stage, the consecutive n elements in a vector compose the fea-
ture sequence and the following element is the tag.

In the prediction stage, the consecutive n elements in a
vector are used to predict the following element, shown as
the left part in Figure 4. Another problem is how to predict
the first n elements. As the traffic flow is changing periodi-
cally, the vector can be transformed to a clock-like vector,
shown as the right part in Figure 4. For example, to predict
the first element, we can use the last n elements of the vector
as input.
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Figure 6: The visualization of each RSU feature vector.
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4.2. Scheduling Algorithm. There are two parts in the RSU
communication scheduling algorithm, namely, service abil-
ity distribution algorithm and the priority-based RSU access
algorithm. When a new period starts, such as end of day-
time, the energy of each RSU has already been charged dur-
ing daytime. From then on, the energy is continually
discharging until the next period. We assume that the energy
charged during daytime will be used in the next period,
rather than in the current period. Therefore, the energy

should support the RSU to work for the entire period. With-
out a proper scheduling, the energy might be exhausted
quickly, so that the vehicles traveling during the end of the
period may not be served no matter its priority.

Therefore, we propose the service ability distribution
algorithm to schedule the energy distribution for each
RSU. The main idea of the Algorithm 1 is sketched below.
First, when the energy harvested during daytime is deter-
mined, the total service ability in this period of the RSU will

500000

400000

300000

SS
E

200000

100000

0
5 10 15

K
20 25 30

(a) SSE values vs different K values

60

50

40

Th
e a

ve
ra

ge
 n

um
be

r o
f v

eh
ic

le
s

30

20

10

0

0 20 40 60
Interval

80 100

(b) Clustering result of K = 7

Figure 7: Result of clusters.
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be determined, too. Next, we will assign the total service abil-
ity to each time slot according to the predicted number of
vehicles in each time slot. In order to predict the number
of vehicles, we use the above traffic prediction algorithm to

get the traffic flow from the following slot to the ending slot
of the period. Then, the service ability for each time slot is
assigned according to the total service ability multiplied by
the ratio of the current slot traffic flow to the total traffic flow
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of the period. Once the service ability on each time slot for
an RSU is assigned, it is necessary to determine the service
vehicles and the service order.

Here, we propose a conception of service priority,
defined as formula (11) (where we assume that the destina-
tion of each vehicle is known).

Service priority = 1 + original distance
1 + destination distance : ð11Þ

It means that the longer the time that the vehicle has
travelled, the higher the priority it has, because it may have
more data to submit. Besides, if a vehicle has a long way to
its destination, it may have more chances to communicate
with RSUs, so that the priority is small. Here, the distance
can be Euclidean distance or Manhattan distance. Based on
this algorithm, when several vehicles are in the coverage of
an RSU. The RSU calculates the priorities of all vehicles
and provides service in the descending order of the priority,
shown as Algorithm 2.

5. Simulations

5.1. Simulation Scenario. We evaluate our mechanism in a
scenario with real vehicle trajectories, which come from
the taxis in Shenzhen city, and a snapshot of the taxi location
at a time point is shown in Figure 5. In this scenario, we
assume that all the RSUs are uniformly distributed with
the coverage range of 1 km × 1 km. Then, it can be consid-
ered that any area in Shenzhen is covered by an RSU. The
parameters of the scenario are shown in Table 1.

The simulation is composed of three parts, namely, RSU
clustering, traffic flow prediction, and RSU communication
scheduling process. First, in the RSU clustering process, a
day is divided to 96 time slots with each 15 minutes, so the
clustering is based on the dataset of 96-dimensional vectors
as we introduced in IV-A2. Then, the best K value is chosen
by comparing varying SSE values, and in the following part,
this value is used to deploy the simulation. Third, the trajec-
tory dataset lasting for seven days is selected as the training
dataset and the dataset for the other day is the testing set.
Fourth, we choose different lengths of feature vectors to train
the models in order to compare the accuracy of prediction.

At last, in the RSU communication scheduling process,
we compare the number of successfully accessed vehicles
between our scheduling algorithm and other scheduling
mechanisms when the energy is not sufficient for all the
vehicles’ communications.

5.2. Simulation Result

5.2.1. RSU Clustering. As described in IV-A1, the dimension-
ality of original traffic flow data needs to be reduced before
RSUs can be clustered with t-SNE. For the convenience of
data visualization, the 96D data is reduced to 2D in our sim-
ulation and the visualization of the original traffic flow is
shown in Figure 6. Based on the dimensionality reduction
result with t-SNE, the K-means algorithm can be performed.
As shown in Figure 7(a), the SSE value decreases with K
increasing. When K is 7, the SSE starts to descend slowly.
Although the SSE value still falls down, the falling gradient
becomes smaller. Therefore, it is believed that the best K
value is 7. After the clustering, all the RSUs are divided to
7 clusters.

Then, in Figure 7(b), the clustering result is described
with the average value of all the vectors in each cluster. It
is found that 3 clusters are shown clearly and each of them
has a special evolving rule. The other clusters are not very
clear as most of elements in the vector are very small, even
almost 0. In Figure 8, we take four clusters as examples, each
of which contains several 96-dimensional vectors of RSUs. It
is found that the vectors in a cluster show similar evolving
trending, which can prove the correctness of our cluster
mechanism.

5.2.2. Deep Learning-Based Traffic Prediction. In the deep
learning-based prediction algorithm, the length of feature
vectors is set to 5, 10, and 15. Table 2 shows the losses vary-
ing with various feature lengths for each cluster, in which the
value is the Euclidean distance between the predicted vector
and the original vector. When the length of feature is 5, the

Table 2: Loss for each cluster under various feature vector lengths.

Class
Length

5 10 15

1 3615 3608 3594

2 836 835 834

3 525133 439265 436616

4 27915 27420 27247

5 1282 1282 1282

6 857 857 856

7 63173788 60481962 59170782

Table 3: The average MSE loss of different models ( × 104).

L
N

16 32 64 128 256

1 6.856 5.958 4.453 4.159 4.149

2 6.973 5.761 4.436 4.438 4.146

3 8.71 6.409 5.121 4.779 5.132

4 9.945 7.108 5.433 6.115 5.375

5 12.049 8.158 6.573 7.048 6.394

Table 4: The prediction error under different batch sizes.

B
C

16 32 64 100 200

1 4.429 4.429 4.429 4.43 4.43

2 4.267 4.132 4.018 3.921 3.838

3 7.124 9.693 11.752 13.366 14.736

4 14.454 14.235 14.051 13.891 13.767

5 12.779 11.944 11.227 10.607 10.063

6 9.976 9.892 9.809 9.729 9.65

7 12.739 15.575 18.252 20.728 23.129
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loss is the highest compared to the others. For the length of
the feature vector being 10 and 15, the losses for each cluster
are almost the same. However, considering the computing
resource exhausted, we choose the feature length as 10. In
order to choose the best prediction model for RSUs in each
class, the hyperparameters of the LSTM network are tuned
by changing the number of layers and neurons of each layer

at first. The activation function and loss function are set as
“tanh” and “mse,” respectively. Dropout and early stop are
used to prevent overfitting, where the value of “dropout” is
0.2. The average MSEs of different models are shown in
Table 3, in which “N” represents the number of neurons in
each layer and “L” means the number of layers. As shown
in Table 3, the model has less MSE loss when the layer is 1
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Figure 9: Comparison between predicted vectors and original vectors.
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and neuron is 256 in most cases. Therefore, the 1-layer
LSTM model with 256 neurons in each layer is chosen to
train the final prediction model in the flowing simulations.
Moreover, the batch size also affects the prediction accuracy
of training models. Thus, the models with different batch
sizes are trained so that the best prediction model can be
found in each class. The average prediction error with differ-
ent batch sizes of each class is shown in Table 4, where “B”
and “C” denote “batch size” and “class,” respectively. The
smallest error is shown in bold, and the corresponding
model is selected as the final prediction model. Next, we
show the comparison between the prediction vector and
the original vector in four grids as examples. In Figure 9,
four RSUs are randomly selected from four clusters, which
reveals that each prediction model fits well for the corre-
sponding cluster.

5.3. Scheduling Algorithm. In this part, we simulate the sce-
nario that the RSUs do not have enough power to work
through the entire period. Table 5 shows the energy con-
sumption when the service ability is half and three quarters
of requirement on different scheduling algorithms, in which
“FCFS” denotes “first come first service,” “random” means
an RSU randomly chooses some vehicles to serve, “average”
denotes the service ability of each interval is equal for each
RSU, and “priority” represents that an RSU serves the vehi-
cles according to the proposed scheduling algorithm in this
paper. It can be seen that RSUs consume minimal energy
in the two scenarios with the proposed scheduling
algorithm.

Besides, the number of served vehicles under two scenar-
ios are shown in Table 6. It is obvious that RSUs serve the
maximized number of vehicles using minimized energy con-
sumption with the proposed algorithm. Therefore, the per-
formance of our proposed algorithm is proved.

6. Discussion and Conclusion

RSUs are playing a more and more important role in the
IoVs. In terms of energy and deployment cost, renewable
energy-powered RSUs will be used widely in the future. In
this paper, we study the energy scheduling problem on
renewable energy-powered RSUs. We propose a deep
learning-based communication scheduling algorithm for

RSUs in the IoVs, which is composed of RSU clustering,
deep learning-based traffic prediction, service ability distri-
bution algorithm, and priority based RSU accessing algo-
rithm. At last, we conduct extensive simulation and the
simulation results indicate that our algorithm can achieve a
higher fairness rate while keeping a proper performance
than the no scheduling algorithm.

Data Availability

The original data is the GPS data of taxis in Shenzhen,
China, which were continuously sampled by the GPS devices
during time period 2011/04/18–2011/04/26. Considering the
large amount of original data, the processed data is submit-
ted at the website https://http://github.com/pultoW/
trajectory. If there is any question, you can contact the
author via ljt_it@163.com.
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The low-power wide-area network (LPWAN) technologies, such as LoRa, Sigfox, and NB-IoT, bring new renovation to the
wireless communication between end devices in the Internet of things (IoT), which can provide larger coverage and
support a large number of IoT devices to connect to the Internet with few gateways. Based on these technologies, we can
directly deploy IoT devices on the candidate locations to cover targets or the detection area without considering multihop
data transmission to the base station like the traditional wireless sensor networks. In this paper, we investigate the
problems of the minimum energy consumption of IoT devices for target coverage through placement and scheduling
(MTPS) and minimum energy consumption of IoT devices for area coverage through placement and scheduling (MAPS).
In the problems, we consider both the placement and scheduling of IoT devices to monitor all targets (or the whole
detection area) such that all targets (or the whole area) are (or is) continuously observed for a certain period of time. The
objectives of the problems are to minimize the total energy consumption of the IoT devices. We first, respectively, propose
the mathematical models for the MTPS and MAPS problems and prove that they are NP-hard. Then, we study two
subproblems of the MTPS problem, minimum location coverage (MLC), and minimum energy consumption scheduling
deployment (MESD) and propose an approximation algorithm for each of them. Based on these two subproblems, we
propose an approximation algorithm for the MTPS problem. After that, we investigate the minimum location area
coverage (MLAC) problem and propose an algorithm for it. Based on the MLAC and MESD problems, we propose an
approximation algorithm to solve the MAPS problem. Finally, extensive simulation results are given to further verify the
performance of the proposed algorithms.

1. Introduction

The Internet of things (IoT) is a flourishing paradigm in the
scenario of modern wireless telecommunications, which has
been provided a wide diversity applications for all walks of
life in modern time, such as home automation, transporta-
tion, industry, agriculture, mobile device applications [1],
and smart systems [2]. IoT applications are required a grow-
ing number of technologies to offer low-power operation
and low-cost and low-complexity end devices that will be
able to communicate wirelessly over long distances. With

the development of the Low Power Wide Area Network
(LPWAN) technologies, such as SigFox, NB-IoT and LoRa,
the low power long-range wide-area communication has
become a reality [3]. Since the long range communication
of the LPWAN technologies is gradually used in the Internet
of things, the IoT devices can only communicate with
LPWAN gateways and not directly with each other. Taking
the LoRa example, a single gateway can support as many
as 105 IoT devices and three gateways are enough to cover
all devices in the urban area within an approximate 15 km
radius [4]. The architecture of the LPWAN-based Internet
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of things is shown in Figure 1 [5], in which IoT devices are
deployed in the monitoring area to observe targets or the
whole monitoring area; the installation of few gateways over
the territory allows to gather data from IoT devices that
are placed at different miles from the gateways. Then,
the received data by the gateways are transmitted to the
users through the Internet or satellite for further computa-
tional analysis to determine the appropriate response
mechanism.

Therefore, we can directly deploy IoT devices to monitor
all targets (or the whole monitoring area) in any region with
the LPWAN-based network without considering other data
transmission methods such as virtual backbone networks
[6, 7] and mobile data collectors [8, 9]. Since many IoT
devices are battery-powered sensors, for example, in wireless
sensor networks (WSNs) and ad hoc networks (ANs), the
power usage profile should be carefully designed in order
to extend the battery lifetime. How to prolong the network
lifetime is a classic problem in WSNs, which is called the
coverage problem [10]. Given the m targets (or the entire
monitoring area) and n IoT devices in the monitoring area,
the coverage problem is to schedule the activity of the IoT
devices such that all targets (or the whole monitoring area)
are (or is) continuously observed and the network lifetime
is maximized. Research on the coverage problem benefits a
lot of applications, such as environment monitoring, battle-
field surveillance, indoor guarding, smart space, industrial
diagnostics, and military facility [11]. Recently, many
researchers proposed various problems and corresponding
algorithms for the coverage problem. In [12], Cardei et al.
studied the target coverage problem with the objective of
maximizing the network lifetime of a power constrained
WSN deployed for detecting of a set of targets with known
locations, in which they did not consider the placement of
sensors. In [13], Akhlaghinia et al. studied the heterogeneous
point coverage problem in sensor placement to cover a large
number of target points with various coverage requirements
using a minimum number of heterogeneous sensors. In the
problem, they only investigated the placement of sensors
without considering network lifetime. In [14], Mini et al.
considered both the deployment locations and scheduling
of the given IoT devices to maximize the network lifetime

with the required coverage level. However, they deployed
all available IoT devices to cover targets randomly without
considering their candidate sites. In [15], Hanh et al. inves-
tigated the problem of maximizing the area coverage in het-
erogeneous WSNs. The goal of the problem is to find an
optimal placement scheme for the given set of sensors so
that the coverage area is maximized. In the problem, they
only consider the placement of sensors without considering
their candidate sites.

In the above literature, they only considered one of the
deployment and scheduling of IoT devices or ignored the
factor that candidate sites can be placed by IoT devices
which has to be considered in some applications, such as a
smart city. Actually, to minimize the total energy consump-
tion of IoT devices, we not only need to consider the deploy-
ment of IoT devices but also their scheduling. Meanwhile,
due to the emergence of wireless charging technologies and
natural energy charging methods (e.g., solar charging) for
the IoT devices, the current applications of IoTs have shifted
from maximizing the network lifetime to working for a cer-
tain period of time. In this paper, we study the problems of
the minimum energy consumption of IoT devices for target
coverage through placement and scheduling (MTPS) and
minimum energy consumption of IoT devices for area cov-
erage through placement and scheduling (MAPS), where
we consider both the placement and scheduling of IoT
devices to monitor all targets or the entire monitoring area
in a region such that all targets or the whole area are or is
continuously observed for a certain period of time and the
total energy consumption of all available IoT devices is
minimized. The contributions of this paper are shown as
follows:

(1) We propose two new practical models of minimizing
the total energy consumption of all IoT devices by
placing and scheduling them for continuously
observing all targets or the entire detection area for
a certain period of time. Then, we define the prob-
lems as the minimum energy consumption of IoT
devices for target coverage through placement and
scheduling (MTPS) and minimum energy consump-
tion of IoT devices for area coverage through place-
ment and scheduling (MAPS) and prove that they
are NP-hard

(2) To solve the MTPS problem, we introduce two other
problems, minimum location coverage (MLC) and
minimum energy consumption scheduling deploy-
ment (MESD). Then, we propose an approximation
algorithm for each of them. Afterwards, an approxi-
mation algorithm for the MTPS problem is proposed
on the basis of the solutions for the MLC and MESD
problems

(3) To solve MAPS problem, we introduce another
problem, minimum location area coverage (MLAC).
Then, we propose an approximation algorithm to
solve the problem. Based on the problems MLAC
and MESD, we propose an approximation algorithm
to solve the MAPS problem

Monitoring area Gateway

Internet/Satellite

User

Gateway

IoT devices LPWAN Links

Figure 1: The architecture of the LPWAN-based Internet of things.
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(4) We illustrate the effectiveness of the proposed algo-
rithms by theoretical analysis and simulations

The remainder of this paper is organized as follows. We
give the related works in Section 2. Section 3 introduces
some models and definitions for the problems MTPS and
MAPS. In Section 5, we propose an approximation algo-
rithm to solve the MTPS problem. In Section 6, we propose
an approximation algorithm to solve the MAPS problem.
Simulations are shown in Section 7. Section 8 concludes this
paper.

2. Related Works

In this section, we briefly review the major problems and
methods related to the investigated problem in IoTs. As we
all know, WSN is a special kind of IoTs. If there is no special
explanation, the sensors in WSNs mentioned below repre-
sent IoT devices. According to the investigated problem,
the related works can be categorized into three categories:
IoT device placement problem, target coverage problem,
and area coverage problem.

2.1. IoT Device Placement Problem. The IoT device place-
ment problem aims at finding the least number of IoT
devices and their locations within all known potential sens-
ing locations for meeting requirements, such as [16–21].

In [16], Altinel et al. investigated the minimum cost
point coverage problem with varying sensing quality and
price and formulated a binary integer linear programming
model for effective sensor placement on a grid-structured
area. In [17], Wang introduced the sensor placement optimi-
zation problem, where the locations of targets to be covered
are known and the candidate locations to place sensors are
limited. The objective of the problem is to minimize the
number of sensors to cover all targets, and the problem
can be solved by the greedy algorithm for solving the set cov-
ering problem as shown in [22]. In [18], Gravalos et al.
investigated the gateway placement problem for IoTs, which
aims at finding the minimum number of gateways along
with suitable IoT devices to optimize the overall installation
cost without compromising the related QoS requirements.
In [19], Jiang et al. proposed a group-greedy method to solve
the sensor placement in linear inverse problems, which can
find suboptimal solutions with near optimality guarantee
using less computational cost compared with convex relaxa-
tion methods. In [20], Hasan and Al-Rizzo investigated the
sensor deployment to improve the connectivity in IoT by
presenting the bioinspired metaheuristics canonical particle
multiswarm optimization algorithm. In [21], Jiang et al.
studied the optimal sensor placement problem for an IoT-
based power grid monitoring system. Then, they proposed
a modified binary particle swarm optimization algorithm
to determine the optimal number and location of sensors
and estimate the ratio of conductor temperature alarms that
can be covered by the proposed sensor placement.

2.2. Target Coverage Problem. In general, IoT devices are
battery-powered sensors and there are often a lot of redun-
dant sensors randomly placed in a region to cover a certain

group of targets. How to schedule deployed sensors to max-
imize the network lifetime is an important problem in IoTs,
which is called the maximum lifetime coverage problem
(MLCP) and was proved NP-hard [12]. Currently, many
researches devoted themselves to investigating the various
problems of the MLCP problem, such as [23–26].

In [23], Berman et al. defined the MLCP problem as a
sensor network life problem (SNLP) and proposed an
approximation algorithm with a performance ratio of 1 +
ln n to solve the problem based on the minimum weigh sen-
sor coverage problem (MWSCP) which aims at finding the
minimum total weight of sensors to cover a certain set of tar-
gets, where n is the number of deployed sensors. In [24],
Ding et al. first improved the algorithm for the MWSCP
problem to 4 + ε, where ε > 0. Then, they proposed an
approximation algorithm with an approximate ratio of 4 +
ζ in the light of the MWSCP problem, where ζ > 0. In [25],
Lu et al. investigated the maximum lifetime coverage sched-
uling (MLCS) problem to address the scheduling problem
for both target coverage and data collection in WSNs for
maximizing the network lifetime. Then, they proposed an
approximation algorithm with a constant factor for the
problem. In [26], Shi et al. defined a new coverage problem
in battery-free WSN, which is not only to maximize cover-
age quality but also to prolong network lifetime. Then, they
proposed two centralized approximate algorithms and a dis-
tributed algorithm for solving the problem.

2.3. Area Coverage Problem. In [27], Xing et al. divided the
detection area into grids and guaranteed the coverage of ver-
tices of each grid to approximate the area coverage. How-
ever, the proposed approach as an approximation solution
can not actually ensure the coverage of the whole area. In
[28], Yu et al. studied the k-coverage problem, where a min-
imum subset of sensors among the deployed ones is selected
such that each point in the detection area is covered by at
least k sensors. In [29], Qin and Chen investigated the area
coverage problem to maximize the coverage lifetime of wire-
less sensor networks for monitoring the area of interest.
They proposed the area coverage algorithm based on differ-
ential evolution, which considered the balanced cost and
minimal energy for sensors.

3. Model and Problem Definitions

In this sections, we introduce some parameters and problem
definitions.

Let A be represented as a two-dimensional plane area;
the whole of which can be observed by IoT devices that work
together. There are m targets located on A . Let Q = fr1, r2,
⋯,rmg represent the set of m targets located on A . Due to
the particularity of some detection areas, such as smart cities
and farmlands, IoT devices can only be deployed on some
fixed locations. We call these fixed locations as candidate
sites of IoT devices. Let L = fL1, L2,⋯,LNg denote the set of
N candidate sites. Suppose that there exists n available IoT
devices that can be deployed in the candidate sites to moni-
tor targets in Q or the whole detection area A . We use S =
fs1, s2,⋯,sng to represent the set of n IoT devices, in which
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each IoT device si can be active continuously at most Ei time
slots. In this paper, we assume that each IoT device si ∈ S
continuously works Ei time slots once it starts working and
Ei ≤ T , where T is the minimum time that the targets (or
the detection area) are (or is) continuously observed. For
any pair of si ∈ S and rj ∈Q (or Lk ∈ L and r j ∈Q), let dsi ,r j
(or dLk ,r j) denote the Euclidean distance between si and r j
(or Lk and r j).

In this paper, we aim to find a subset C ⊆ S of IoT devices
which are deployed on some candidate sites in L to observe
all targets in Q or the whole detection area and to minimize
the total energy consumption of all IoT devices by schedul-
ing IoT devices in C such that all targets or the whole detec-
tion area can be continuously observed by IoT devices at
least T time. More formally, for two different kinds of prob-
lems, target coverage and area coverage, we call the research
problems as the minimum energy consumption of IoT
devices for target coverage through placement and schedul-
ing (MTPS) and the minimum energy consumption of IoT
devices for area coverage through placement and scheduling
(MAPS), respectively, whose detailed definitions are shown
in Definitions 1 and 2.

Definition 1 (MTPS). Given a set Q = fr1, r2,⋯,rmg of m tar-
gets located on detection area A , a set S = fs1, s2,⋯,sng of n
IoT devices in which all IoT devices have the same coverage
range R and each IoT device si ∈ S can work Ei time slots, a
set L = fL1, L2,⋯,LNg of N candidate sites to be put on IoT
devices, a positive time T , the minimum energy consump-
tion of IoT devices for target coverage through placement
and scheduling (MTPS) problem aims at finding a subset
C ⊆ S of IoT devices placed on the candidate sites in L and
scheduling the IoT devices in C such that

(1) For any candidate site Lk ∈ L, it can be placed in
more than one IoT device from C

(2) For arbitrary target r j ∈Q, it is continuously
observed by IoT devices in C at least T time

(3) For each IoT device si ∈ C, it continuously works in
Ei time slots once it starts working

(4) The total energy consumption of IoT devices in C,
M =∑si∈CEi, is minimized

Definition 2 (MAPS). Given a detection area A , a set S = f
s1, s2,⋯,sng of n IoT devices in which all IoT devices have
the same coverage range R, and each IoT device si ∈ S can
work Ei time slots, a set L = fL1, L2,⋯,LNg of N candidate
sites to be put in IoT devices, a positive time T , the mini-
mum energy consumption of IoT devices for area coverage
through placement and scheduling (MAPS) problem aims
at finding a subset C ⊆ S of IoT devices placed on the candi-
date sites in L and scheduling the IoT devices in C such that

(1) For any candidate site Lk ∈ L, it can be placed in
more than one IoT devices from C

(2) For arbitrary point p ∈A , it is continuously observed
by IoT devices in C at least T time

(3) For each IoT device si ∈ C, it continuously works in
Ei time slots once it starts working

(4) The total energy consumption of IoT devices in C,
M =∑si∈CEi, is minimized

4. Mathematical Formulation for the Problems

In this section, we will introduce the mathematical formula-
tions for the problems MTPS and MAPS.

We first introduce some notations as follows:
i is the index of IoT devices, where 1 ≤ i ≤ n. j is the index

of targets, where 1 ≤ j ≤m. k is the index of candidate sites,
where 1 ≤ k ≤N . t is the index of active time slots, where T
time is divided into T time slots. We define the binary vari-
ables xik, ajk, and yit as follows:

xik =
1, if si is placed at Lk,
0, otherwise,

(

ajk =
1, if dLk ,r j ≤ R,

0, otherwise,

(

yit =
1, if si is active atT time slot,
0, otherwise:

(
ð1Þ

4.1. Mathematical Formulation for the MTPS Problem. In
this subsection, we will introduce the mathematical formula-
tion for the MTPS problem. The problem can be formulated
into an integer programming (IP) problem as follows:

min 〠
N

k=1
〠
n

i=1
xik · Ei, ð2Þ

s:t:

〠
N

k=1
〠
n

i=1
ajk · xik · yit ≥ 1, j = 1, 2,⋯,m, t = 1, 2,⋯, T ,

ð3Þ

〠
N

k=1
〠

bi+Ei−1

t=bi
xik · yit = Ei ∃bi ∈ 1, 2,⋯,Tf g, i = 1, 2,⋯, n,

ð4Þ
xik ∈ 0, 1f g, i = 1, 2,⋯, n, k = 1, 2,⋯,N , ð5Þ
ajk ∈ 0, 1f g, j = 1, 2,⋯,m, k = 1, 2,⋯,N , ð6Þ
yit ∈ 0, 1f g, i = 1, 2,⋯, n, t = 1, 2,⋯, T: ð7Þ

The function of equation (2) is to minimize the total
energy consumption of IoT devices for continuous observing
of all targets at least T time. Constraint (3) ensures that for
each target r j ∈Q, there at least exists an IoT device si ∈ S
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located at some candidate site Lk ∈ L to cover rj at any tth
time slot. Constraint (4) guarantees that the IoT device si ∈
S located on Lk ∈ L will run out of energy as soon as it starts
working. Constraints (5)–(7) define the domains of the
variables.

4.2. Mathematical Formulation for the MAPS Problem. In
this subsection, we will introduce the mathematical formula-
tion for the MAPS problem. Let Si be the sensing region of
sensor si. We use jjAjj to denote the area of A . The problem
can be formulated as follows:

min 〠
N

k=1
〠
n

i=1
xik · Ei, ð8Þ

s:t:
[
si∈C

Si · 〠
N

k=1
xik · yit

 !\
A

�����
����� = Aj jj j, t = 1, 2,⋯, T ,

ð9Þ

〠
N

k=1
〠

bi+Ei−1

t=bi
xik · yit = Ei ∃bi ∈ 1, 2,⋯,Tf g, i = 1, 2,⋯, n,

ð10Þ
xik ∈ 0, 1f g, i = 1, 2,⋯, n, k = 1, 2,⋯,N , ð11Þ

yit ∈ 0, 1f g, i = 1, 2,⋯, n, t = 1, 2,⋯, T , ð12Þ
The function of equation (8) is to minimize the total

energy consumption of IoT devices for continuous observing
of the whole detection area A at least T time. Constraint (9)
ensures that for any point p ∈A , there at least exists an IoT
device si ∈ S located at some candidate site Lk ∈ L to cover p
at any tth time slot. Constraint (10) guarantees that the IoT
device si ∈ S located on Lk ∈ L will run out of energy as soon
as it starts working. Constraints (11)–(12) define the
domains of the variables.

4.3. NP-Hard Proofness. In the following, we will prove that
the problems MTPS and MAPS are NP-hard. We first prove
that the MTPS problem is NP-hard. Then, based on the
MTPS problem, we prove that the MAPS problem is also
NP-hard.

We consider a special case of the MTPS problem where
we set T = 1, N = n, and Ei = 1 for any IoT device si ∈ S. At
this point, the objective of the MTPS problem can be trans-
formed to find a subset C ⊆ S of IoT devices with minimum
cardinality such that all targets are covered. Since for any
IoT device si ∈ C, it needs to be placed at the corresponding
candidate site to cover targets, the objective of the MTPS
problem changes from finding the minimum subset C to
looking for the minimum subset L′ ⊆ L of candidate sites,
where jCj = jL′j. Therefore, the special case of the MTPS
problem can be equivalently transformed into the minimum
point cover (MPC) problem as shown in Definition 3.

Definition 3 (MPC). Given a set Q = fr1, r2,⋯,rmg of m tar-
gets, a set L = fL1, L2,⋯,LNg of N candidate sites to be put in

IoT devices, and all IoT devices have the same coverage
range R, the minimum point cover (MPC) problem is to find
a subset L′ ⊆ L of candidate sites such that all targets are cov-
ered by IoT devices located on the candidate sites in L′ and
the number of candidate sites jL′j is minimized.

In the MPC problem, for each candidate site Lk ∈ L, we
use Uk to denote the set of targets covered by Lk where for
each target r j, r j ∈Uk if and only if dLk ,r j ≤ R. Let F = fU1,
U2,⋯,UNg. Then, the MPC problem can be equivalently
transformed into the set cover (SC) problem, as shown in
Definition 4.

Definition 4 (SC). Given a set Q = fr1, r2,⋯,rmg of m targets
and a collection F = fU1,U2,⋯,UNg of N sets, where each
Uk ∈ F is a subset of Q, the set cover (SC) problem is to find
a subset F ′ ⊂ F such that

S
Uk∈F

′Uk =Q and jF ′j is

minimum.

Theorem 5. The MPC problem is NP-hard.

Proof. According to the SC and MPC problems, we can
obtain that the decision version of the MPC problem has a
YES answer if and only if the decision version of the SC
problem has a YES answer and jF ′j = jL′j. Since the SC
problem was proved NP-hard [30], the MPC problem is
NP-hard.

Theorem 6. The MTPS problem is NP-hard.

Proof. According to Theorem 5, we can verify that the MPC
is NP-hard. Since the MPC problem is a special case of the
MTPS problem, the MTPS problem is also NP-hard.

Theorem 7. The MAPS problem is NP-hard.

Proof. Since the continuous region A is made up of an infi-
nite set of points, we can take any set of discrete points in A

as a special case of the MAPS where all the discrete points
can be seen as targets for being observed by IoT devices. In
such a case, the MAPS problem can be transformed into
the MTPS problem. According to Theorem 6, we can verify
that the MTPS is NP-hard. Therefore, the MAPS problem is
also NP-hard.

5. Algorithm for the MTPS Problem

According to the definition of the MTPS problem, we can
obtain that the total energy consumption of the IoT devices
depends on the number of IoT devices with their corre-
sponding initial energy. Therefore, we need to deploy IoT
devices as few as possible to cover targets and schedule the
placement of IoT devices to minimize the total energy con-
sumption such that every target in Q is continuously
observed at T time slots by IoT devices. Based on these con-
siderations, we can find that the MTPS problem consists of
two subproblems, minimum location coverage (MLC) and
minimum energy consumption scheduling deployment
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(MESD), as shown in Definitions 8 and 9. In this section, we
first propose an approximation algorithm for each of the
problems MLC and MESD. Then, based on the problems
MLC and MESD, we propose an approximation algorithm
to solve the MTPS problem.

Definition 8 (MLC). Given a set Q = fr1, r2,⋯,rmg of m tar-
gets, a set L = fL1, L2,⋯,LNg of N candidate sites to be put in
IoT devices with coverage range R, the minimum location
coverage (MLC) problem is to find minimum subset L′ ⊆ L
of candidate sites such that all targets are within the coverage
range of candidate sites in L′.

Definition 9 (MESD). Given a set S = fs1, s2,⋯,sng of n IoT
devices in which each IoT device si ∈ S has active time Ei, a
set P = fL1, L2,⋯,LKg of K sites to be put IoT devices, a pos-
itive time T , the Minimum Energy consumption Scheduling
Deployment (MESD) problem is to find a subset C ⊆ S of
IoT devices placed at the sites in P and to schedule the IoT
devices in C such that

(1) for any site Lk ∈ P, it can be placed more than one
IoT device from C

(2) for arbitrary site Lk ∈ P, the IoT devices located at Lk
can cumulatively work at least T time

(3) for each IoT device si ∈ C, it continuous works Ei
time once it starts working, and

(4) the total energy consumption of IoT devices in C,
M =∑si∈CEi, is minimized

5.1. Algorithm for the MLC Problem. In this subsection, we
propose a greedy algorithm, called MLCA, to solve the
MLC problem. Let Uk denote the set of targets within the
coverage range of Lk. The MLCA algorithm consists of two
steps. Firstly, for arbitrary Lk ∈ L, we compute its coverage
set Uk. For any r j ∈Q, if dLk ,r j ≤ R, then, Uk =Uk ∪ fr jg. Sec-
ondly, we repeat the following steps until one of the condi-
tions L =∅ and Q =∅ is satisfied.

(i) Select Lk with the maximum Uk from L

(ii) Execute the operations L′ = L′ ∪ fLkg, L = L/fLkg
and Q =Q/Uk

(iii) For arbitrary Li ∈ L, update its coverage set by delet-
ing targets in Uk ∩Ui from Ui

After executing the above algorithm, we can obtain a set
L′ ⊆ L of candidate sites, which can cover all targets in Q.
The pseudocode of the algorithm is shown in Algorithm 1.
Then, we will analyze the performance of the MLCA
algorithm.

Theorem 10. Suppose that L∗ is an optimal solution for the
MLC problem. If there exists a solution for the MLC problem,
then, we can verify that the approximation ratio of the MLCA
algorithm is ln m + 1, where m is the number of targets.

Proof. According to the MLCA algorithm, we can observe
that the while loop terminates after at most m steps, since
in each iteration of the while loop, there is at least one target
that is covered by the candidate site Lk. Let Qk denote the
number of targets that are still not covered at iteration k of
the while loop. In each iteration k, we can use all jL∗j candi-
date sites in the optimal solution to cover all targets in Q.
Therefore, there must exist a candidate site in L∗ that covers
at least Qk/jL∗j targets, which means at least Qk/jL∗j targets
are covered in every iteration. In other words, we can obtain
after iteration k; there are left at most Qk −Qk/jL∗j targets
that have not been covered by candidate sites, that is,

Qk+1 ≤ 1 − 1
L∗j j

� �
·Qk ≤ 1 − 1

L∗j j
� �2

·Qk−1≤,⋯ ,

≤ 1 − 1
L∗j j

� �k+1
·Q0 = 1 − 1

L∗j j
� �k+1

·m,

ð13Þ

where the last equality depends on the fact that Q0 =m, since
all m tragets are not covered by candidate sites before the
first iteration of the while loop. Notice that there exists 1 ≤
i ≤m such that after executing i iterations of the while loop,
Qi ≤ 1. Based on the fact that 1 + x ≤ ex for any x ∈ ð−∞, +
∞Þ, we have

1 − 1
L∗j j

� �i

= 1 − 1
L∗j j

� � L∗j j !i/ L∗j j
≤ e−i/ L

∗j j: ð14Þ

Based on inequations (13) and (14), we can obtain

m · e−i/ L∗j j ≤ 1⇔ i ≥ L∗j j · ln m: ð15Þ

Input: Q = fr1, r2,⋯,rmg, L = fL1, L2,⋯,LNg, R;
Output: L′;
1: Sets of L′ =∅, Uk =∅ for any Lk ∈ L;
2: for arbitrary Lk ∈ Ldo
3: for any rj ∈Qdo
4: if dLk ,r j ≤ R then

5: Uk =Uk ∪ frjg;
6: end
7: end
8: end
9: while L ≠∅&&Q ≠∅ do
10: Pick Lk = arg maxLk∈LUk;

11: L′ = L′ ∪ fLkg, L = L \ fLkg, Q =Q \Uk;
12: for any Li ∈ Ldo
13: Ui =Ui \Uk;
14: end
15: end
16: if Q =∅ then
17: There is no solution for the MLC problem;
18: end

Algorithm 1: MLCA.
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Therefore, we can obtain that after i = jL∗j · ln m itera-
tions, the remaining number of targets in Qi is smaller or
equal to 1. Thus, the algorithm will terminate after at most
jL∗j · ln m + 1 iterations, which can obtain jL′j ≤ jL∗j · ln m
+ 1 ≤ ðln m + 1Þ · jL∗j, since jL∗j ≥ 1 and only one candidate
site is added into L′ in each iteration based on the algorithm
MLCA.

Theorem 11. The time complexity of the MLCA algorithm is
OðmNÞ, where m and N are the number of targets and the
number of candidate sites, respectively.

Proof. The MLCA algorithm consists of two phases. Firstly,
the algorithm needs N iterations to compute the corre-
sponding coverage sets for all candidate sites in L, as shown
in the first while loop. In each iteration, since the number of
targets is less than or equal to m, at most m steps are needed
to determine which coverage set targets belong to. Therefore,
we need at most mN steps to compute the coverage sets
for all candidate sites in L. Secondly, at most min fN ,m
g iterations are needed in the while loop. In each iteration,
we need to pick the candidate site Lk with the maximum
Uk for executing N steps since 1 ≤ k ≤N . Then, we update
all coverage sets of candidate sites with N steps. Therefore,
we need at most N · min fN ,mg steps in the second while
loop.

Consequently, the time complexity of the MLCA algo-
rithm is OðmNÞ =OðmN +N · min fN ,mgÞ.

5.2. Algorithm for the MESD Problem. In this subsection, we
propose an approximation algorithm to solve the MESD
problem, called MESDA. Before describing the algorithm,
we introduce some notations. For any 1 ≤ k ≤ K , we use Ck
to denote the set of IoT devices placed at location Lk and
let Φ = fC1, C2,⋯,CKg. Let Mk represent the total energy
consumption of the IoT devices in Ck.

The MESDA consists of two phases. The first phase is to
find a subset Ck ⊆ S of IoT devices from S for any 1 ≤ k ≤ K
such that ∑si∈Ck

Ei ≥ T . The second phase is to optimize Mk

by replacing the high-energy-consuming IoT devices in Ck
with low-energy-consuming ones from the remaining IoT
devices in S for any 1 ≤ k ≤ K . Afterwards, we compute Φ
= fC1, C2,⋯,CKg, C =S1≤k≤KCk, and M =∑Ck∈ΦMk. The
detailed description of the algorithm is shown as follows.

Initially, we set Φ =∅, C =∅,M = 0, Ck =∅, andMk = 0
for each 1 ≤ k ≤ K . The first phase of the MESD algorithm
repeats the following four steps until the conditions P =∅
and S =∅ are satisfied.

(i) Select si with the maximum Ei from S, where if there
exists two IoT devices si, sj ∈ S such that Ei = Ej,
then, their maximum ID is selected

(ii) Pick Lk with the minimum Mk for any 1 ≤ k ≤ K ,
where if there exist Mk and Ml such that Mk =Ml,
then, their minimum ID is selected

(iii) Add si into Ck, and Mk =Mk + Ei. Then, S = S/fsig

(iv) Compare Mk with T . If Mk ≥ T , then, P = P/fLkg
After executing the first phase of the algorithm, we can

obtain a set Ck of IoT devices for any Lk ∈ P, where the total
working timeMk of IoT devices is greater than or equal to T .
In the following, for any 1 ≤ k ≤ K , we optimize Mk by
replacing the high-energy-consuming IoT devices in Ck with
low-energy-consuming ones in S.

The second phase of the algorithm repeats the following
steps until S =∅.

(i) Select si with the maximum Ei from S

(ii) Compute a tuple < sj, k ≥ arg min
sj∈Ck ,1≤k≤K

ðMk − Ej +

EiÞ such that Mk − Ej + Ei ≥ T

(iii) Compare Ei with Ej. If Ei ≥ Ej, then, si is deleted
from S, otherwise, Ck = Ck ∪ fsjg/fsig, Mk =Mk −
Ei + Ej, and si is removed from S

After executing the second phase of the algorithm, we
can obtain a set Ck of IoT devices located on each Lk ∈ P
and the total energy consumption Mk =∑si∈Ck

Ei of IoT
devices in Ck such that all targets covered by site Lk are con-
tinuously observed at least T time. Finally, we can obtain
Φ = fC1, C2,⋯,CKg, M =∑Ck∈ΦMk, and C =S1≤k≤KCk. The
pseudocode of the algorithm is shown in Algorithm 2.

We use C∗ to represent the optimal set of IoT devices
placed at sites in P for the MESD problem. Let M∗ denote
the total energy consumption of IoT devices in C∗. Without
loss of generality, we use C∗

k to be the optimal set of IoT
devices placed at Lk ∈ P when C∗ has been confirmed. Let
M∗

k represent the total energy consumption of IoT devices
in C∗

k .

Theorem 12. If the MESDA algorithm has the feasible solu-
tion, then, we can verify that the approximation ratio of the
algorithm is 2.

Proof. According to the definition of the MESD problem, we
have M∗

k ≥ T for any 1 ≤ k ≤ K and M∗ =∑1≤k≤KM
∗
k ≥ K · T .

For any 1 ≤ k ≤ K , we let <si, Ei ≥ arg maxsj∈Ck
Ej, where

Ck is obtained by the MESDA algorithm. We analyze the
performance of the algorithm in the light of the following
two cases.

(1) 0 < Ei < ðT/2Þ. Then, we can obtain that for any sj
∈ Ck, Ej < ðT/2Þ. Based on the algorithm, the last
IoT device added into Ck makes Mk be greater than
or equal to T , which means Mk ≤ T + Ej < ð3T/2Þ ≤
1:5M∗

k

(2) ðT/2Þ ≤ Ei < T . If there exists Ej ∈ Ck such that ð
T/2Þ < Ej ≤ Ei, then based on the algorithm, we
can obtain Ck = fsi, sjg and Mk = Ei + Ej < 2T < 2
M∗

k . Otherwise, we can derive Mk ≤ T + Ej ≤ 1:5
M∗

k
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From what have been discussed, we can obtain Mk < 2
M∗

k . Therefore, we have M =∑1≤k≤KMk ≤ ∑1≤k≤K2M∗
k ≤ 2

M∗, which means that the approximation ratio of the
MESDA algorithm is 2.

Theorem 13. The time complexity of the MESDA algorithm
is Oðn3 + nKÞ, where n and K are the number of IoT devices
and the number of sites, respectively.

Proof. According to the MESDA algorithm, we can verify
that the algorithm contains two while loops running and
the other operations with constant running time. The first
while loop consists of at most n iterations, since jSj ≤ n. In
each iteration, at most n steps are needed to select the IoT
device si with the maximum energy and K steps are required
to compute the site Lk with the minimum total energy con-
sumption of IoT devices located on Lk. The other operations
in the iteration can be executed in constant time. Therefore,
the first while loop runs at most Oðn2 + nKÞ time. The sec-
ond while loop runs jSj iterations. In each iteration, the algo-
rithm runs at most jSj steps to select the IoT device si with
the maximum energy. Then, it calculates the total energy
consumption with at most Oðn · jSjÞ running time by replac-
ing each IoT device that has been deployed on site in P with
si and selects sj with the minimum Mk − Ej + Ei among all
IoT devices except IoT devices in S. The other operations
in the iteration can be executed in constant time. Therefore,
the total running time of the second while loop is at most
Oðn3Þ =Oðn · jSj2 + jSj2Þ.

Consequently, we can obtain that the time complexity of
the MESDA algorithm is Oðn3 + nKÞ =Oðn2 + nKÞ +Oðn3Þ.

5.3. Algorithm for the MTPS Problem. In this subsection, we
propose an approximation algorithm, called MTPSA, to
solve the MTPS problem based on the MLC and MESD
problems. The algorithm consists of two steps correspond-
ing to Algorithms 1 and 2. The detailed illustration of the
algorithm is shown in Algorithm 3.

Suppose that C∗
opt is an optimal subset of S for the MTPS

problem. Let M∗
opt be the total energy consumption of IoT

devices in C∗
opt. Since each r j ∈Q needs to be continuously

observed at least T time, we divide T into equal T time slots.
We use c∗t to represent the minimum energy consumption of
all active IoT devices for the MTPS problem such that all tar-
gets are covered at the tth time slot, and let L∗t denote the set
of candidate sites placed in the active IoT devices in the tth
time slot.

Lemma 14. For any 1 ≤ t ≤ T , we have c∗t ≥ jL∗j, where L∗ is
the minimum set of candidate sites for the MLC problem.

Proof. In the MTPS problem, all targets need to be covered
by IoT devices placed at candidate sites in L for any 1 ≤ t
≤ T , which means that there exists a subset Lt ⊆ L that can
cover all targets for the arbitrary tth time slot. Thus, based
on the definitions of MTPS problem and MLC problem,
we can obtain that for any such subset Lt , it is a feasible solu-
tion for the MLC problem. Therefore, we have jL∗t j ≥ jL∗j,

Input: S = fs1, s2,⋯,sng, Ei for each si ∈ S, P = fL1, L2,⋯,LKg, T ;
Output: C, M, Φ;
1: Sets of C =∅, M = 0, Ck =∅ and Mk = 0 for each 1 ≤ k ≤ K ;
2: while P ≠∅&&S ≠∅ do
3: Pick si = arg maxsi∈SEi;
4: Pick Lk = arg minLk∈PMk;
5: Ck = Ck ∪ fsig, Mk =Mk + Ei, S = S \ fsig;
6: if Mk ≥ T then
7: P = P \ fLkg;
8: end
9: end
10: while S ≠∅ do
11: Pick si = arg maxsi∈SEi;
12: Select <sj, k > = arg min

sj∈Ck ,1≤k≤K
ðMk − Ej + EiÞ such that Mk − Ej + Ei ≥ T ;

13: if Ei ≥ Ej then
14: S = S \ fsig;
15: else
16: Ck = Ck ∪ fsjg \ fsig, Mk =Mk − Ej + Ei, S = S \ fsig;
17: end
18: end
19: Φ =S1≤k≤KfCkg, M =∑Ck∈ΦMk, C =SCk∈Φ

Ck;

Algorithm 2: MESDA.

8 Wireless Communications and Mobile Computing



since L∗t is a feasible solution for the MLC problem. There-
fore, we can derive c∗t ≥ jL∗j since c∗t = jL∗t j.

Lemma 15. We can obtain M∗
opt ≥ jL∗j · T .

Proof. According to Lemma 14, we can obtain c∗t ≥ jL∗j for
arbitrary 1 ≤ t ≤ T . Based on the definition of the MTPS
problem, we have M∗

opt ≥∑1≤t≤Tc
∗
t ≥ jL∗j · T .

Theorem 16. The performance ratio of the MTPSA algorithm
is 2 ln m + 2, where m is the number of targets.

Proof. According to the MTPSA algorithm, we have M =
∑Lk∈L

′Mk, where M is the total energy consumption of IoT
devices obtained by the MTPSA algorithm and Mk is the
energy consumption of IoT devices located on Lk. On the
basis of Theorems 10 and 12, we can derive jL′j ≤ ln m · j
L∗j + 1 and Mk < 2T for any 1 ≤ k ≤ jL′j. Based on Lemma
15, we can obtain

M = 〠
Lk∈L′

Mk ≤ L′
�� �� · max Mk ∣ Lk ∈ L′

n o

≤ ln m · L∗j j + 1ð Þ · 2T ≤ 2 ln m + 1ð Þ ·M∗
opt:

ð16Þ

The theorem has been proved.

Theorem 17. The time complexity of the MTPSA algorithm is
Oðn3 +mN + nNÞ, where n is the number of available IoT
devices in S,m denotes the number of targets in Q, and N rep-
resents the number of candidate sites in L.

Proof. Based on Theorems 11 and 13, we can obtain that the
time complexity of the MTPSA algorithm is Oðn3 +mN +
nNÞ =OðmN + n3 + nKÞ, since K = jL′j ≤N .

6. Algorithm for the MAPS Problem

In this section, we propose an algorithm to solve the MAPS
problem.

Similar to the definition of the MTPS problem, the total
energy consumption of the IoT devices depends on the
number of IoT devices with their corresponding initial
energy. Therefore, we also need to deploy IoT devices as
few as possible to cover the whole detection area and sched-
ule the placement of IoT devices to minimize the total
energy consumption such that the whole area is continu-

ously observed T time slots by IoT devices. Therefore, we
can find that the MAPS problem is also composed of two
subproblems, minimum location area coverage (MLAC)
and MESD, as shown in Definitions 18 and 9. The MESD
problem has been solved by Algorithm 2. Thus, in this sec-
tion, we first propose an approximation algorithm to solve
the MLAC problem. Then, based on the problems MLAC
and MESD, we propose an approximation algorithm to solve
the MAPS problem.

We use AðLkÞ to denote the coverage region of Lk when
the coverage range of IoT devices put on Lk is R, that is, for
any point p ∈ AðLkÞ, dLk ,p ≤ R. Let DðLkÞ be the border of A
ðLkÞ.

Definition 18 (MLAC). Given a detection area A , a set L =
fL1, L2,⋯,LNg of N candidate sites, Δ = fAðL1Þ, AðL2Þ,⋯,A
ðLNÞg, the minimum location area coverage (MLAC) prob-
lem is to find a minimum subset L′ ⊆ L of candidate sites
such that jjSLk∈L′AðLkÞ

T
A jj = jjAjj.

In the following, we first introduce the definition of the
Voronoi diagram of candidate sites on L, which is used to
solve the MLAC problem.

6.1. Voronoi Diagram of Candidate Sites. The definition of
the Voronoi diagram of candidate sites in L can be defined
as the subdivision of the detection area A into N cells as
shown in [31]. Any point p ∈A , in the cell corresponding
to a candidate site Lk, is closer to Lk than to any other can-
didate site in L. Formally, the Voronoi cell corresponding
to Lk can be defined as

Cell Lkð Þ =
\n

k=1,j≠k
p ∣ dLk ,p ≤ dLj ,p
n o

: ð17Þ

In equation (17), two Voronoi cells meet along a Voro-
noi edge and three cells meet at a Voronoi vertex. For sim-
plicity, we use GðVV , VEÞ to denote the Voronoi diagram
of candidate sites in L, where VV represents the set of Vor-
onoi vertices and VE denotes the set of Voronoi edges.

6.2. Algorithm for the MLAC Problem. In this subsection, we
propose an approximation algorithm to solve the MLAC
problem, which is called the MLAC Algorithm (MLACA).

Before describing the algorithm, we introduce some def-
initions and parameters as follows:

Input: Q = fr1, r2,⋯,rmgS = fs1, s2,⋯,sng, Ei for each si ∈ S, L = fL1, L2,⋯,LNg, R, T ;
Output: C, M, Φ;
Step 1: Compute the set L′ of candidate sites to cover all targets in Q by executing Algorithm 1;
Step 2: Compute Φ, C, M based on L′ by executing Algorithm 2,
where P = L′;

Algorithm 3: MTPSA.
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Definition 19 (neighbor Voronoi diagram). The Neighbor
Voronoi diagram of a candidate site Lk is the Voronoi dia-
gram of the Voronoi neighbors of Lk when Lk is excluded,
where we call a site Lj a Voronoi neighbor of Lk if their cells
share an edge.

Definition 20 (redundant candidate site). A candidate site Lk
is said to be a redundant candidate site if jjSLj∈L/LkAðLjÞ

T
A jj = jjAjj.

Definition 21 (neighbor Voronoi vertices). The neighbor
Voronoi vertices of a candidate site Lk are the Voronoi ver-
tices of the neighbor Voronoi diagram of Voronoi neighbors
of Lk.

Definition 22 (neighbor Voronoi intersection vertices).
Neighbor Voronoi intersection vertices of Lk are the inter-
sections between edges of the neighbor Voronoi diagram
and the circumcircle DðLkÞ of AðLkÞ.

We use regðLÞ = fcellðL1Þ, cellðL2Þ,⋯,cellðLNÞg to repre-
sent the set of all cells for GðVV , VEÞ. Let NVðLkÞ be the set
of Voronoi neighbors of Lk. We use GðVVðLkÞ,NEðLkÞÞ to
represent the neighbor Voronoi diagram of Voronoi neigh-
bors of Lk, where VVðLkÞ denotes the set of the neighbor
Voronoi vertices and NEðLkÞ represents the set of the Voro-
noi edge of GðVVðLkÞ,NEðLkÞÞ. We use NIðLkÞ to be the set
of the neighbor Voronoi intersection vertices of Lk.

Based on Theorem 10 in the work [31], we can obtain
the following lemma.

Lemma 23. A candidate site Lk is a redundant candidate site
if and only if all the neighbor Voronoi vertices and neighbor
Voronoi intersection vertices of Lk are covered by the Voronoi
neighbors of Lk.

In the following, we will introduce the detailed descrip-
tion of the MLACA algorithm.

Initially, we set L′ = L, VV =∅, VE =∅, and NVðLkÞ
=∅ for any Lk ∈ L. The execution of the algorithm consists
of three steps as follows.

Firstly, we compute the Voronoi diagramGðVV ,VEÞ and
regðL′Þ of candidate sites in L′ by using the algorithm in [32].

Secondly, we delete all redundant candidate sites from L′
. For any Lk ∈ L′, we compute the set NVðLkÞ based on Gð
VV , VEÞ and RegðL′Þ. Then, we construct the Voronoi dia-
gram GðVVðLkÞ,NEðLkÞÞ on NVðLkÞ by using the algo-
rithm in [32]. Next, we compute the set NIðLkÞ based on
GðVVðLkÞ,NEðLkÞÞ. Afterwards, we judge whether or not
all points in VVðLkÞ and NIðLkÞ are covered by coverage
regions of all Voronoi neighbors. If yes, we delete Lk from
L′ and update the Voronoi diagram GðVV , VEÞ of candi-
date sites in new L′ by using the algorithm in [32].

Finally, the algorithm returns L′.
The pseudocode of the algorithm is shown in

Algorithm 4.

Theorem 24. The time complexity of the MLACA algorithm
is OðN2 log NÞ, where N represents the number of candidate
sites in L.

Input: The dimensions of A , the coverage range R, L = fL1, L2,⋯,LNg;
Output: L′;
1: Sets of L′ = L, VV =∅, VE =∅, NVðLkÞ =∅ for any Lk ∈ L;
2: Compute the Voronoi diagram GðVV ,VEÞ and RegðL′Þ of candidate sites on L′ by using algorithm in [32];
3: for any Lk ∈ L′do
4: Compute NVðLkÞ based on GðVV ,VEÞ and RegðL′Þ;
5: Construct GðVVðLkÞ,NEðLkÞÞ on NVðLkÞ by using algorithm in [32];
6: Compute NIðLkÞ based on GðVVðLkÞ,NEðLkÞÞ;
7: if VVðLkÞ ∪NIðLkÞ ⊂

S
Lj∈NVðLkÞ AðLjÞ then

8: L′ = L′ \ fLkg;
9: Compute the Voronoi diagram GðVV ,VEÞ of candidate sites in L′ by using algorithm in [32];
10: end
11: end for

Algorithm 4: MLACA.

Input: S = fs1, s2,⋯,sng, Ei for each si ∈ S, L = fL1, L2,⋯,LNg, R, T ;
Output: C, M;
Step 1: Compute the set L′ of candidate sites to cover the whole area by executing Algorithm 4;
Step 2: Compute C, M based on L′ by executing Algorithm 2,
where P = L′;

Algorithm 5: MAPSA.

10 Wireless Communications and Mobile Computing



Proof. According to the MLACA algorithm, we can find that
the algorithm consists of three steps. Firstly, we compute the
Voronoi diagram of candidate sites in L with OðN log NÞ
time by using the algorithm in [32]. Secondly, we need at
most N iterations in the for loop since jLj =N . In each iter-
ation, we first need at most N times to compute the set N
VðLkÞ of Voronoi neighbors of Lk. Then, we need at most
OðjNVðLkÞj log jNVðLkÞjÞ time to compute the neighbor
Voronoi diagram on NVðLkÞ. Next, we need at most N

times to compute NIðLkÞ. We need at most another OðN
log NÞ time to update the Voronoi diagram by using the
algorithm in [32] when Lk is a redundant candidate site.
Therefore, we need at most OðN2 log NÞ =OðN ∗ ðN + jN
VðLkÞj log jNVðLkÞj +N log NÞÞ time for the for loop since
jNVðLkÞj ≤N .

From what has been discussed, we can verify that the
time complexity of the MLACA algorithm is OðN2 log NÞ.
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Figure 2: A coverage solution for an instance of the MTPS problem, where targets are deployed on the 2000m × 2000m detection area.
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Figure 3: Simulations by varying m from 100 to 700 under different R.
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6.3. Algorithm for the MAPS Problem. In this subsection, we
propose an approximation algorithm to solve the MAPS
problem, which is called MAPSA. Similar to the MTPSA
algorithm, the MAPSA algorithm consists of two phases.
The first phase is to find a subset L′ ⊆ L of candidate sites

by using Algorithm 4 such that the whole area A is covered
by the coverage region of candidate sites in L′. The second
phase is to find a subset C ⊆ S of IoT devices placed at the
sites in L′ by executing Algorithm 2 such that for any point
p ∈A , it is observed by IoT devices in C at least T time. The
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Figure 4: Results by varying T from 800 to 2000 under different m.
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Figure 5: Simulations by varying Ei from [100, 200] to [700, 800] under different monitoring areas.
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detailed illustration of the algorithm is shown in
Algorithm 5.

Theorem 25. The time complexity of the MAPSA algorithm is
Oðn3 + nN +N2 log NÞ, where n is the number of available
IoT devices in S, and N represents the number of candidate
sites in L.

Proof. Based on Theorems 13 and 24, we can verify that the
time complexity of the MAPSA algorithm is Oðn3 + nN +
N2 log NÞ.

7. Simulations

In this section, we evaluate the average performance of the
approximation algorithms MTPSA and MAPSA depending
on simulations with several critical performance metrics
under different configurations. The code of the algorithms
is implemented using MATLAB 2016a. For every group of
parameter settings, we create 100 instances, execute the sim-
ulations, and obtain the average results.

7.1. Simulations for the MTPSA Algorithm. In order to
ensure that all targets can be covered by candidate sites, we
use a grid to cover the detection area where the distance
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Figure 6: The executing process of the MLACA.
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between neighbor grid points is R except for all grids in the
boundary of the area. As an instance shown in Figure 2(a),
all targets are randomly deployed on a 2000m × 2000m
detection area and the grid points as the candidate sites are
located on the area, where we set T =1000, n =2000, and R
= 200 m; pick the active time slots Ei of each IoT devices
si ∈ S from range [100, 200]. After executing the algorithm
MTPSA for the instance, we can verify that the number of
the placed sites of IoT devices is 42, as the green nodes
shown in Figure 2(b); the number of IoT devices placed at
the sites is 252 and the total time consumption of all used
IoT devices is 4:2072e + 04.

In the following, we will evaluate how the network set-
tings, such as the number of targets m, the certain period
of time T , the active time slots Ei for each IoT device si ∈ S,
the coverage range R and the size of the detection area, affect
the performance of the MTPSA algorithm.

Firstly, we evaluate how the number of targets m and the
coverage range R affect the performance of the MTPSA algo-
rithm when we set n = 1000 and T = 1000; use the interval
[200, 300] to pick a uniformly distributed random active
time slots Ei for each IoT device si ∈ S; change R to 100,
120, 140, 160, and 180m; and vary m from 100 to 700 in
the 2000m × 2000m detection area, as shown in Figure 3.
It is observed that the total time consumption of IoT devices
increases with the increasing of m, as shown in Figure 3(a).
This is because the number of IoT devices that are placed
at candidate sites increases as m grows and the active time
slots of IoT devices are fixed, as shown in Figure 3(b).
Figure 3(a) also shows that the total time consumption of
the used IoT devices decreases with increasing R since the

less candidate sites are used to place IoT devices as R grows,
which leads to a decline in the number of IoT devices being
used, as shown in Figure 3(b).

Figure 4 illustrates the impact of the certain period of
time T and the number of targets m on the performace of
the MTPSA algorithm when we set n = 2000; pick the active
time slots Ei of each IoT device si ∈ S from [200, 300], R =
100m, m=100, 200, 300, 400, and 500; and change T from
800 to 2000 in the 2000m × 2000m detection area.
Figure 4(a) shows that the total time consumption of used
IoT devices is becoming larger with increasing T , since more
IoT devices are needed to be placed on candidate sites for
continuously observing targets as T increases when the
active time slots of IoT devices are fixed, as shown in
Figure 4(b). It is also observed that the performance gap is
becoming smaller with the increasing of m. This is because
the increase of the number of sites placing IoT devices is
becoming smaller as more and more targets are randomly
deployed on the detection area, which results in a reduction
of the number of IoT devices placed at the sites, as shown in
Figure 4(b). We also find that the number of used IoT
devices increases as T grows since each IoT device si ∈ S con-
tinuously works Ei time slots once it starts working.

Figure 5 evaluates the impact of the active time slots of
IoT devices and the size of the detection area on the perfor-
mance of the MTPSA algorithm when we set n = 2000, R =
200m, m=600, and T =2000; deploy targets in the monitor-
ing area 1500m × 1500m, 2000m × 2000m, 2500m ×
2500m, 3000m × 3000m, and 3500m × 3500m; and
assign the active time slots of each IoT device si ∈ S from
[100, 200], [200, 300], [300, 400], [400, 500], [500, 600],
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[600, 700], and [700, 800], respectively. Figure 5(a) shows
that the total time consumption of used IoT devices levels
off when Ei < ½700,800� with increasing of the active time
slots of IoT devices and increases as the size of the monitor-
ing area increases. This is because when Ei < ½700,800�, at
least three IoT devices should be placed at each placement
site to continuously observe target T time, which is obvi-
ously greater than T .

7.2. Simulations for the MAPSA Algorithm. In order to
ensure that the whole area can be covered by candidate sites,
we select candidate sites evenly in the monitoring area. As an
instance shown in Figure 6(a), given a 2000m × 2000m
monitoring area, 100 candidate sites are located on the area
and we set R=200. The process of the MLACA algorithm is
shown in Figures 6(b)–6(d). Firstly, we construct the Voro-
noi diagram of the candidate sites in L, as shown in
Figure 6(b). Secondly, we find all redundant candidate sites
from L such that all remaining candidate sites can cover
the whole area, as the red points shown in Figure 6(c).
Finally, we can obtain the placed sites of IoT devices, as
shown in Figure 6(d).

In the following, we will evaluate how the network set-
tings, the active time slots, and the size of the detection area
affect the performance of the MAPSA.

Figure 7 evaluates the impact of the active time slots of
IoT devices and the size of the detection area on the perfor-
mance of the MAPSA algorithm when we set n = 3000, R =
200m, and T =2000; deploy targets in the monitoring area
1500m × 1500m, 2000m × 2000m, 2500m × 2500m,
3000m × 3000m, and 3500m × 3500m; and assign the
active time slots of each IoT device si ∈ S from [100, 200],
[200, 300], [300, 400], [400, 500], [500, 600], [600, 700],
and [700, 800], respectively. Figure 7(a) shows that the total
time consumption of used IoT devices increases with the
increase of the active time slots of IoT devices when Ei < ½
400,500�. This is because when Ei < ½400,500�, at least five
IoT devices should be placed at each placement site to con-
tinuously observe the area T time and their total energy con-
sumption increases with Ei increasing. When Ei > ½400,500�,
the total time consumption decreases with the increasing of
Ei, since as Ei grows, the less devices are needed for working
a certain time. Figure 7(b) shows that the number of used
devices decreases with the increasing of Ei for each device.
We also find that the number of placed devices decreases
as the size of area decreases.

8. Conclusion

In this paper, we investigate the problems minimum energy
consumption of IoT devices for target coverage through
placement and scheduling (MTPS) and minimum energy
consumption of IoT devices for area coverage through place-
ment and scheduling (MAPS), which focuses on finding the
placement locations of IoT devices from candidate sites and
scheduling them to cover all targets or the whole monitoring
area such that all targets or the entire area are (or is) contin-
uously observed for a certain period of time and the total
energy consumption of the placed IoT devices is minimized.

We first propose the mathematical models for the proposed
problems and prove that they are NP-hard. Then, we pro-
pose an approximation algorithm for each of them. Finally,
extensive simulation results are shown to further verify the
performance of the proposed algorithm.
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At present, with the popularization of intelligent equipment. Almost every smart device has a GPS. Users can use it to obtain
convenient services, and third parties can use the data to provide recommendations for users and promote relevant business
development. However, due to the large number of location data, there are serious data sparsity problems in the data uploaded
by users. At the same time, with great value comes great danger. Once the user’s location information is obtained by the
attacker, severe security issues will be caused. In recent years, a lot of researchers have studied the recommendation of point of
interests (POIs) and the privacy protection of location. Yet, few of them have explored both together, which induces some
drawbacks on the combination of them. This paper combines POI recommendation with a privacy protection mechanism.
Besides providing user with POI recommendation service, it also protects the privacy of user’s location. We proposed a POI
recommendation model with privacy protection mechanism, termed POI recommendation model for community groups based
on privacy protection (CGPP-POI). This model can ensure the recommendation accuracy and reduce the leakage of user
location information via taking advantages of the characteristics of location. At the same time, it deals with the problem of
poor recommendation performance caused by sparse data. In addition, through the expansion of location, random and other
methods are used to protect the user’s real check-in information. First, the data processed at the terminal satisfied local
differential privacy. At the same time, we use the data to build a recommendation model. Then, we use a community of user
in the model to improve the availability of these disturbed data, explore the relationship between users, and expand check-ins
within the community. Finally, we provide the POI recommendations to users. Based on the traditional evaluation criteria, we
adopted four metrics, i.e., accuracy, recall rate, coverage rate, and popularity in evaluation part, where intensive experiments
conducted on real datasets Gowalla and Brightkite demonstrate that our approach outperforms the baseline methods significantly.

1. Introduction

With the advent of 5G techniques, people’s lifestyles have
been changed thoroughly. Smartphones have become a ubiq-
uitous part in our daily life, e.g., using smartphone to seek
information, shopping online, and performing navigation.
Hou et al. [1] pointed out that with the help of smart devices,
sharing information has become a normal part of people’s
life. Especially during the epidemic, intelligent equipment
has a great impact on China, for example, scanning QR codes
to report trips and taking online classes. In short, it has accel-
erated the rapid development of e-commerce industry and
internet technology and driven the overall economic devel-

opment. But the convenient life requires users to provide
more information, and the most useful information is GPS
location. Location information is a very special data, because
it has bonded with people’s routine, e.g., navigation, shop-
ping, and social activity, and thus has strong private attri-
butes. Almost all software and applications require users to
provide GPS information if they want to get a better experi-
ence. Currently, in order to get recommendation service,
users still need to upload their exact GPS data to third parties.
According to this location, the third party can provide nearby
researched results. The exploration of POI recommendations
is still in early stages, while, with the rapid development, peo-
ple need to get more fresh information in a shorter time. For
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example, a person’s daily pattern is two dots in a line, which
means he/she is only active at home and work place. Suppose
that one day he/she needs to go somewhere unfamiliar,
searching on the internet for information is necessary. How-
ever, it is hard to figure out useful information among such a
huge information flow. To solve this problem, recommenda-
tion system emerged, aiming at providing users with POI that
they might be interested and saving searching time for them.

In recent years, recommendation research based on POI
has focused on machine learning. Generally, the research on
POI falls into the following categories: (1) tensor decompo-
sition; (2) Markov chain model; and (3) neural network
model. These POI recommendation algorithms have
achieved good results in certain scenarios, but they lack gen-
erality. At the same time, they ignore the privacy issues
caused by user trajectories. In the work of Xue et al. [2],
the authors pointed that the friend relationship has an influ-
ence on users’ future behavior, which shows that social
information plays a role in the process of recommendation.
Concurrently, the paper proposed that when excluding the
influence of work location and family information, the influ-
ence of social relationship is more apparent. In addition, an
attacker can infer a specific user by using friends and some
background knowledge. Undoubtedly, social relationships
indeed increase the risk of users’ privacy leakage.

The development of GPS positioning and network tech-
nology not only brings convenience to users’ lives but also
increases the risk of users’ location information leakage.
Liang et al. [3] demonstrate that the prediction accuracy of
tap position inference can be at least 90 percent by utilizing
convolutional neural networks. As special information, loca-
tion can be regarded as both public information and user’s
private information. For example, on a map, where every
location is public, this information is available, and third
parties can use this information and certain statistics to
build user profiles. But there is no doubt that a specific user’s
trajectory is private. Once leaked, it will cause security and
privacy risks to the user. If the leakage happens in the data
collection stage, it will cause a huge disaster for both the
company and the user, such as the AOL [4] and Netflix [5]
data breaches, which cause immeasurable social and eco-
nomic consequences.

For the preceding reasons, we should take into account
the particularity of location information. We propose a
POI recommendation model based on privacy protection,
which explores the relationship between users and the range
of check-in. For example, in Figure 1, there are three users,
represented by red, yellow, and blue dots. Each user has a
certain number of check-ins in a certain period of time.
Intuitively, blue users and yellow users are more closely
related because they are more likely to be in the same area.
As we can see from the figure, each user’s check-in is their
exact coordinates. If the same check-in map is obtained by
an attacker, the attacker can easily predict where a user will
go in the future. But if we expand the scope of a user’s check-
in location, the amount of information it contains will be
ambiguous. Take the large blue check-in in Figure 1 as an
example. Within radius r1, the check-in scope contains only
one check-in. When it was extended to r4, it had four check-

ins. Therefore, if the r4 range is uploaded for service, the
probability of an attacker inferring a true check-in will be
decreased. Therefore, the user’s real location can be pro-
tected. Again, all the check-ins in Figure 1 and where they
are located can be considered public information without
identifying the user who visited them. This public informa-
tion is useless to the attacker. But for users, these check-ins
can provide them with more options for future utility. In
addition, on the establishment of the recommendation
model, we hope to enhance the relevance among users by
expanding the scope of real check-in, as the blue and yellow
users in Figure 1. However, when the scope is extended, as
shown in the figure, many check-ins of yellow user and blue
user are partitioned into the same range, which increases the
connection between blue user and yellow user and adds
stronger correlated options to the prediction. It also shows
that in complex network, community is a suitable way to
solve the relationship between users [6]. In this paper, we
build a satisfactory mechanism to provide users with POI
recommendations through the user check-in information,
while preserving user privacy protection for location infor-
mation. Experiments show that this model can provide users
with good recommendation choices under the privacy pro-
tection mechanism. Meanwhile, this model is constructed
in a hierarchical way which reduces the amount of computa-
tion and effectively reduces the time cost. The innovation
points of this paper are as follows:

(i) Integrating community detection mechanisms with
location network. The community detection model
is improved according to the needs of this paper
and is adapted to suit the location network. At the
same time, it can solve the problem of data sparsity
in location recommendation

(ii) Instead of the traditional knowledge graph built by
all users, the knowledge graph is processed
hierarchically. We explore the relationships between
users, locations, and check-ins within the
community

(iii) In the process of recommendation, privacy protec-
tion mechanism is considered. To deal with real
location coordinates, we apply local differential pri-
vacy on it. At the same time, the privacy protection
mechanism is also added at the end of the recom-
mendation, protecting the user’s real location and
future travel safety.

The content of this paper is organized as follows: Section
2 is related work, discussing the current research status of
POI from two aspects of recommendation model and pri-
vacy protection. Section 3 is the preliminary knowledge
introduction of the model. The basic knowledge of commu-
nity detection and LDP involved in the model is introduced.
Section 4 is the problem definition of the model. Section 5 is
the main part of the model, which is elaborated from two
parts: privacy protection mechanism and recommendation.
Section 6 is the experiment of the paper, including the intro-
duction of data set, setting, evaluation standard, and the
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analysis of experimental results. Finally, the conclusion and
future work of this paper is summarized in Section 7.

2. Related Work

In this section, we introduce the research on recommenda-
tion and privacy protection based on POI in recent years.
We will discuss the current research status of these two
aspects and point out the existing problems and the direc-
tion for improvement in this paper.

2.1. The Recommendation Model on POI. Recommendation
based on POI has attracted much attention in recent years.
Many scholars focus on solving the problem of data sparsity.
In [7, 8], the authors mentioned that the density of check-in
data is usually around 0.1%, while the data density of Netflix
movie recommendations is around 1.2%. Data sparsity has a
greater impact on POI recommendations. Zhao et al. [9] use
context to predict the next POI through associative learning,
in which authors construct an STGN to construct personal-
ized sequences for users’ long-term and short-term prefer-
ences. Li et al. [10] proposed a dynamic network
recommendation algorithm based on HMM, which also
includes privacy protection mechanism. Collaborative filter-
ing, as a widely used recommendation algorithm, is also
widely used in POI. Koren et al. [11–13] recommend algo-
rithms based on matrix decomposition and its variants.
Huang et al. [14] proposed a retrieval algorithm based on
convolutional neural network, which is a recommendation

technology for 3D and other Internet of Things devices,
wherein Mnih and Salakhutdinov [13] proposed a PMF
model containing Gaussian noise based on Bayesian frame-
work. This model can maximize the posterior probability
of potential features under the Gaussian hypothesis. Yin
et al. [15] proposed an implicit probability generation model
for the phenomenon of interest drift across geographic
regions. This model can learn individual interests according
to the check-in of individual interests in each region. It used
social and spatial information to enhance regional depen-
dence. At the same time, the author designed an effective
pruning algorithm to overcome the dimension problem.
Wang et al. [16] proposed a trust-based probabilistic recom-
mendation model for social networks. In order to solve the
problem of users’ cold start, the authors consider their latent
factor to find potentially similar users. The work of Li et al.
[17] proposed a recommendation algorithm based on com-
munity division, which can also protect the privacy of users.
At present, researchers have proposed a variety of solutions
to the problem of data sparsity. With further understanding,
most methods improve accuracy by adding features and
increasing the complexity of the model. The result is an
increased cost of time, which also requires users to upload
more personal information when using third-party software
to access the corresponding services. This is easy to cause the
leakage of privacy.

2.2. The Privacy Protection on POI. Location-based services
typically allow users to upload their current location first.

N

Sight along the river

r4

r3Industrial district

Residential area

Sight along the river

r2

r1

60

50

Airport

Figure 1: The example of users check-ins.
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The third party obtains the information and provides rec-
ommendation service for the user according to the sur-
rounding situation. Usually, the information uploaded by
the user is exact location coordinates. In this paper, we
denote this exact coordinate as L. But when a user provides
location to a third party, there is no way to determine
whether the third party can be trusted. At the same time,
there is a risk of leakage during the process of information
collection. Therefore, researchers have proposed some solu-
tions to protect users’ location privacy. K-anonymity is the
most widely used privacy protection method. Kido et al.
and Shankar et al. [18, 19] proposed a method to protect
the user’s identity information, so that the attacker cannot
deduce which specific user is querying. Xue et al. and Bamba
et al. [2, 20] focus on protecting the user’s real location,
where authors hide the user’s real location by using virtual
location. The preceding privacy protection methods can be
boiled down to hiding. By hiding real data in other data, it
prevents the attacker from obtaining the user’s real location.
There are other privacy protective mechanisms. Cover [21]
introduced a stratagem-based protection mechanism. Papa-
dopoulos et al. and Ghinita et al. [22, 23] proposed methods
based on private information retrieval. Cai et al. [24] pro-
posed a data sanitization method that collectively manipu-
lates user profile and friendship relations. Besides
sanitizing friendship relations, the proposed method can
take advantages of various data-manipulating methods.
Memon et al. [25] proposed a multimixed region privacy
protection method which is dedicated to the mapping ser-
vice of vehicles on the road network. Hashem and Kulik
[26] proposed the use of mobile devices to form personal
self-organizing networks. The authors proposed a decentra-
lized method to protect the privacy of visitors’ location.
Chen et al. [27] proposed a method to protect user location
privacy based on unobservability, in which the author
designed, implemented, and evaluated a protection system
named LISA, which is a location information scrambler.
The system can adjust the location noise, protect the user’s
location privacy, and save the resources (especially the
power) on mobile devices. Although these privacy protection
mechanisms can protect the user’s location security to a cer-
tain extent, they are lying under the assumption that the
background knowledge of the attacker is limited, thus with
some limitations. Some scholars have proposed spatial trans-
formation, namely encryption, to protect the user’s location
information, yet these approaches are difficult to implement
on mobile devices because of the huge computation cost
even though the bandwidth has been increased with the help
of 5G technology.

Moreover, more researches [28–32] have investigated
the privacy protection problem in the background of 5G,
IoT, and Big Data. As a representative of them, differential
privacy [33], a privacy concept in the field of statistical data-
bases, has been widely adopted. Its goal is to publish statis-
tics about the database while protecting users’ personal
data. Differential privacy requires that modifying the data
of a single user has negligible impact on the query results.
Zhao et al. [34] proposed a top-down partitioning algorithm
based on local differential privacy (LDP). It can generate

undifferentiated location record data. At the same time, a
new adaptive user assignment scheme and a series of optimi-
zation techniques are used to improve the accuracy of pub-
lished data. It can be seen from the above studies that
some researchers usually adopt mechanisms such as ano-
nymity and disturbance to protect data privacy, and others
also adopt encryption or differential privacy. This paper
integrates multiple privacy protection mechanisms. We
build protection mechanisms for data in the aspect of query,
publication, and prediction, which can fully protect the loca-
tion privacy of users.

3. Preliminaries

In this section, we introduce two main technologies covered
in this paper, i.e., community detection and local differential
privacy.

3.1. Community Detection. Community detection is typically
applied to complex networks such as social networks [35],
where each user is represented as a node. It focuses on the
relationship between users. Tight-knit users are often
divided into a community [36]. At present, communities
are divided into overlapping communities and nonoverlap-
ping communities. Overlapping community is more consis-
tent with the division of communities in real life. Therefore,
it is widely used. This paper makes an improvement on the
traditional community detection by making it blend with
the location characteristics. We choose the fast unfolding
[37] algorithm as the basic algorithm of community detec-
tion and make improvement upon it. The algorithm has
the advantages of fast computation and suitable for overlap-
ping community division.

Fast unfolding algorithm is an iterative algorithm, which
is mainly divided into two stages. The first stage is the mod-
ule optimization stage. It mainly divides each node into the
community where the adjacent nodes are located, thus
increasing the value of modularity. The second stage is the
community aggregation stage. It is to aggregate the commu-
nities divided in the first step into a single point. In other
words, aggregation stage restructures the network. The algo-
rithm is performed by repeating the above two steps until
the network structure is stable. The formula involved is as
follows:

Q = 1
2m〠

i,j
Ai,j −

kikj
2m

� �
σ ci, cj
� �

, ð1Þ

where m = 1/2∑i,jAi,j is all the weights in the network, Ai,j is
the weight between ui and uj, and ki =∑i Ai,j is the weight of
the edge linked to the vertex. ci is the community to which
the vertex is assigned. σðci, cjÞ is used to determine whether
ui and uj are divided into the same community. If it is
divided into the same community, it returns 1. Otherwise,
it returns 0. Whether it is divided into a community depends
on whether ΔQ is positive or not. In other words, if a node is
divided into the existing community, the change of modu-
larity is positive.
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3.2. Local Differential Privacy. Dwork et al. [38] introduced
the concept of differential privacy in 2006. The initial work
is concerned with the processing of central difference pri-
vacy [33, 38, 39]. Differential privacy is a privacy preserving
statistical query method based on statistics. The purpose is
that even if all record in the database is changed, the statis-
tical result will not change too much. One problem with cen-
tralized differential privacy, however, is that the third party
must be trusted. In fact, the third party is not necessarily
trustworthy in reality. To solve this problem, local difference
privacy (LDP) is proposed. In LDP, the data is processed by
the user locally and then uploaded to the central server;
therefore, it provides better privacy protection. The defini-
tion of LDP is as follows.

A randomized algorithm f is ϵ − LDP if for any two
check-in records t and t ′, t, t ′ ∈Domð f Þ, and for any possi-
ble output t ∗ ∈Ranð f Þ, the following equation is satisfied:

Pr f tð Þ = t∗½ � ≤ eϵ × Pr f t ′
� �

= t∗
h i

: ð2Þ

The perturbation mechanism commonly used for LDP is
random response technique. In LDP, each user perturbs
their data and uploads it to the central processor. As a result,
the data of any two users cannot be obtained from each
other, so the concept of global sensitivity does not exist.

4. Problem Definition

The purpose of this paper is to predict POI for users in a rec-
ommendation model. Particularly, we use user location to
build a recommendation mechanism. In addition to that,
this model also needs to protect users’ location privacy and
to prevent an attacker from using all of the user’s data to
infer the real location. To facilitate better understanding of
the model for readers, we define the concepts and formulate
the problems involved in the model as follows.

Definition 1. Location network G. The location network
graph based on user check-in is defined as G. G = ðV , EÞ is
made up of nodes and edges, where V and E represent nodes
and edges, respectively, wherein G is formed by n subgraphs.
The n subgraphs are obtained by community detection. That
is, each community forms a subgraph. G = fg1, g2, ::, gng, n
∈ jCj. The node in the graph is user U .

U = fu1, u2,⋯, uig, i ∈ jUj. Each user has its own check-
in sequence. ui = Lui = fl1, l2,⋯, l jg, j = jLui j, Lui ⊆ L, where L
is the check-in set of all user. However, in order to ensure
the privacy of user location data, we mix up the order of
check-ins before uploading. L= (LOC, LOT), where LOC is
the set of the check-in label in L, and LOT is the set of pre-
cise coordinates corresponding to the check-in label. The
following formula is a summary of the relationships in the
graph.

G = U , Eð Þ
G = g1, g2,⋯, gnf g, n = Cj j
U = u1, u2,⋯, uif g, i = Uj j
ui = l1, l2,⋯, l j

� 	
, j = Lj j

L = LOC, LOTð Þ
locm = latm, lonmð Þ:

8>>>>>>>>>>><>>>>>>>>>>>:
ð3Þ

Definition 2. L, L̂, ~L. In order to ensure the privacy of user
location information, we mix up the order of check-ins
before uploading. Here, we focus on the following three
check-in definitions. (1) L is the real check-in set of users;
(2) L̂ is the disturbed check-in set uploaded; and (3) ~L is
the expanded check-in set of true check-in. The relationship
between the three check-in sets is as follows.

L = l1, l2,⋯, l j
� 	

= L̂ = l̂1, l̂2,⋯, l̂ j
n o

, l j ≠ l̂ j, j = Lj j
R = r1, r2,⋯, rmf g,m = Rj j
~lq = l j × rm = l1, l2,⋯, lkf g, l j ∈ L, rm ∈ R,~lq ⊆ L

P l̂j = lk
� �

= 1
~lq



 


 , lk ∈~lq

~L = ~l1,~l2,⋯,~lq
n o

, q = ~L


 

 ≤ L,

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
ð4Þ

wherein the extended check-in set L ~ is all the check-ins
within this range obtained by taking the real check-ins l j as
the center and rm as the radius. The perturbation check-in
lˆj is the replacement check-in randomly selected within
the perturbation range of the real check-in. So, even though
the set of true check-ins and the set of perturbed check-ins
have the same content, each perturbed check-ins are a ran-
dom substitution of its corresponding true check-ins. Take
ui as an example. Lui and Lˆui are both subsets of the
check-in set, but these two sets are not the same. The ele-
ments in the perturbation set luˆi,j are randomly selected
and replaced from all the check-ins within the radius of rm
centering on the real check-in lui,j. luˆi,j is randomly selected
from the extended set, used to replace the original check-in
l j. The other real check-ins of ui are replaced by the above
method. Finally, the perturbation set Lˆui of ui is obtained.

l̂ui ,j ∈ L̂ui , l̂ui ,j ∈ l̂ui ,j
Lui ≠ L̂ui

Lui , L̂ui ⊆ L

~lui ,j = lui ,j × rm = l1, l2,⋯, lkf g,~lui ,j ⊆ ~L, lui ,j ∈ Lui

P ~lui ,j = lk
� �

= 1
~lui ,j



 


 , lk ∈~lui ,j:

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
ð5Þ
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Definition 3. Similarity. Community detection is based on
close relationships between users. We use the similarity
between users as the weight, which is used to indicate the
closeness of the relationship between users. The higher simi-
larity implies the closer relationship, and the more likely it is
to be divided into the same community. Specially, the Jaccard
similarity index is used to measure the similarity between two
users.

Sim i, jð Þ =
~Lui ∩ ~Luj

~Lui ∪
~Lui

: ð6Þ

In Equation (6), Simði, jÞ represents the similarity between
ui and uj. ~Lui , ~Luj

are the check-ins of extended scopes ui and

uj, respectively. The numerator is the check-in that both ui
and uj have visited, and the denominator is the check-in set
of two users.

Definition 4. Community. The first step of community
detection is to establish an adjacency matrix between users.
Different from existing works, this paper takes users and
their check-in as the research object. There is no directional-
ity between users. At the same time, the similarity of check-
in between users replaces the weight of edge in traditional
social network. That is, the higher the similarity between ui
and uj, the easier it is to be divided into the same commu-
nity. The node of the community is the user. C is the set of
all communities. C = fc1, c2,⋯, cng, n ∈ jCj. cn = fui,⋯, ujg.
According to the definition of community detection in this
paper, the formula of modularity is improved, and the
improved formula of modularity is as follows:

Q = 1
2m〠

i,j
Sim i, jð Þ − ∑jSim i,∗ð Þ∑iSim j,∗ð Þ

2m

� �
σ ci, cj
� �

:

ð7Þ

Definition 5. Incidence matrix. M is the relationship matrix
between the user and the extended check-in ~L. The weight in
M is the number of paths that the user reaches ~L after passing
k hops. Since each community is a subgraph, the relationship
can be formulated as follows.

mn ⊂M, n ∈ Cj j
M =U × ~L:

(
ð8Þ

Definition 6. Privacy. For any user, there is a privacy algorithm
f . Its domain isDomð f Þ, and range is Ranð f Þ. If the algorithm
f gets the same output t∗ on any two records t and t ′, it is said
that function f satisfies ϵ − LDP.

Pr f tð Þ = t∗½ � ≤ eϵ × Pr f t ′
� �

= t∗
h i

: ð9Þ

Then, the relationship amid perturbation check-in, radius,
and target check-in is given as follows.

P l̂j = lk
� �

= 1
~lq



 


 , lk ∈~lq,

~lq = l j × rm = l1, l2,⋯, lkf g:k = ~lq



 


,

ð10Þ

wherein ~lq is the set of check-ins that l j gets according to rm.
The intensity of privacy protection is determined by rm and
the number of check-ins contained within its scope, where
the range of rm is set by the user. In other words, the bigger
range, the more check-ins in~lq, and the stronger the perturba-

tion. l̂ j is a random selection of perturbation data from ~lq to
replace l j.

Since it is a random replacement of the original check-in,
the randomness satisfies the random disturbance mecha-
nism of LDP. This approach takes advantage of the scalabil-
ity of the location. The statistical results within a certain
range are hardly affected by the expansion of the range. That
is, data characteristics are preserved. In other words, the data
has good utility. According to this algorithm, ϵ = ln ð1/ðj~lqj
− 1ÞÞ can be obtained. The data uploaded by each user is
L̂ui , which is the perturbed check-in. In the third-party sta-
tistical process, it satisfies the LDP, and the statistical results
obtained after perturbation are basically the same as the real
ones.

The specific derivation formula is given by the following
example.

Suppose there are n users using the software, where the
true percentage of users check-in at A is π. The third party
hopes to get the true number of users who check in at A
through calculating the data uploaded by users for answers.
If the probability of A being checked in the true answer of
the data uploaded by ui is 1/k, the probability of getting
the other answer is 1/ðk − 1Þ. According to the answers of
n users, the number of people who have checked in A can
be derived. If the statistics show that the number of people
who have been to A is n1, the number of people who get
the other result is ðn − n1Þ. According to this statistic, the
likelihood function LH is constructed.

LH = π
1
k
+ 1 − πð Þ 1 − 1

k

� �� �n1
1 − πð Þ 1

k
+ π 1 − 1

k

� �� �n−n1
,

ð11Þ

where the maximum likelihood estimate of π is obtained
after the logarithmic derivative:

bπ = −
kn1 + n − nk
nk − 2n : ð12Þ

By further solving the mathematical expectation of π, we
can verify that the above estimation is an unbiased estima-
tion of π. Therefore, the number of people who have been
to A is calculated as follows:
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N = bπ × n = 1 − k
2 − k

n + kn1
2 − k

: ð13Þ

Accordingly, based on the total number of people, we
can get the number of people who went to A through pertur-
bation probability. If we get that the number of people who
have been to A is n1, and the perturbation probability 1/k, we
can get the real number of users who have been to A. By
definition, the privacy budget of this inference result is cal-
culated by Equation (14):

ϵ = ln 1
k − 1 , ð14Þ

where k is the number of elements in ~l j, k ∈ ð1,+∞Þ.

5. CGPP-POI

As a special information, location data is of great signifi-
cance to users. Using location properly can provide great
convenience for users’ daily life and can also bring more
benefits to the third party. But location is also important pri-
vacy information because it records the user’s trajectory.
Once the information is obtained by the attacker, the user’s
private property and even personal safety will be threatened.
Considering the particularity of location information, when
we build the recommendation model, we should add privacy
protection mechanism to the user location. In this work, the
privacy of users is protected from three aspects: publication,
inquiry, and recommendation. We propose a recommenda-
tion model based on privacy protection, namely the CGPP-
POI model. This model builds the privacy protection
mechanism based on LDP, which can effectively prevent
the leakage of real location. At the same time, by extending
the original location range, the coincidence degree of activ-
ity range among users is improved. Moreover, the user
community is divided based on this, leveraging communi-
ties to extend user data to address sparse data and provide
users with POI recommendation service. Figure 2 shows
the overall framework of CGPP-POI, where the operation
of LDP is in the blue dotted box. This part processes the
original data of the user at the user side and uploads the
data after adding perturbation. The perturbed data can be
used for third-party statistical queries and further recom-
mendation model use because of the satisfaction of ϵ −
LDP. The middle part is the POI recommendation model.
At the bottom part, the specific recommendation of the
POI check-ins is also random. So even if an attacker has
a prediction result, they cannot accurately infer the user’s
future location.

The following section we will introduce the CGPP-POI
model from two aspects, privacy protection mechanism
and recommendation model.

5.1. Privacy Protection Mechanism. Figure 1 shows the
check-in information of three users; all of them have
checked in at different ranges. From these check-ins, we
can see the range of activities that each user often does. As

can be seen from the activity range, the activity range of blue
user and yellow user is highly overlapped. And as we can see
from the lower left corner of the range area, the larger the
scope, the more check-ins it covers, centered on one of the
blue users’ check-ins. These collections of check-ins can be
considered public information. However, in the user data,
it is regarded as the user’s private information. For example,
when we open Google Map, we can see many places marked,
such as schools, hotels, and parks. These are considered pub-
lic data. However, in the user’s check-in records, they are the
user’s private information. We will use this public informa-
tion to predict the user’s POI. L is the set of these check-
ins. Take the blue user ui in Figure 1 as an example. We
expand the blue check-in at the lower left. When r = r2,~lui ,j
contains two real check-ins, r = r3, j~lui ,jj = 3. When ui selects

r3, we randomly choose l̂ui ,j from
~lui ,j to replace l j. The other

check-ins for the ui are replaced as described above then
uploaded to the third-party unified collection.

Algorithm 1 satisfies the stochastic perturbation mecha-
nism of LDP, and the derivation process is shown in Defini-
tion 6. Except LDP processing before uploading, the specific
check-in mechanism is also added to the random in the rec-
ommended stage. The purpose of this is to prevent attackers
from using the recommendation results to attack users. The
pseudo code of related algorithm privacy protection of
CGPP-POI is as follows.

5.2. CGPP-POI Recommendation Model. The data of each
user is processed by Algorithm 1 and uploaded to the third
party. The third party collects the data of all users, ana-
lyzes the data information, and constructs the recommen-
dation model. The recommendation model are built based
on location scalability characteristics. First of all, the data
are extended uniformly. There are several reasons for this:
(1) generalize the check-in coordinates to increase data
information; (2) with extended check-in, the overlapping
information among users increases; and (3) the extended
scope may contain the real data of the user, which reduce
the interference of disturbed data. In other words, lui,j and
luˆi,j may be the same extended check-in l ~ j. So, there is
more real information in the data, and it is easier to pre-
dict ui’s real preferences. Equation (6) is used to obtain
the similarity between users. It acts as the weight value
between users in the adjacency matrix. Through commu-
nity detection, users with high similarity are divided into
the same community, which can reduce data sparsity.
According to the users and the check-in L ~ within the
community, the bipartite graph is constructed to obtain
the relationship matrix mn. The recommendation LAui =
fl ~ 1, l ~ 2,⋯, l ~ jg is the recommendation list for ui,
which includes j extended check-ins l ~ j, and each l ~ j

includes k -specific check-ins. To obtain the recommended
list A of extended check-ins by sorting algorithm, we are
going to pick a random number of these k check-ins and
collect them into the recommendation list B for ui. The
recommendation algorithm of CGPP-POI is described as
follows:
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6. Experiments

6.1. Datasets. The datasets we use in this paper are the
Gowalla dataset and Brightkite dataset. They are real-world
location-based social network, and both of them contain
friend relationship information. However, in the preprocess-
ing stage, we only retain the user’s check-in information.

The check-in information includes the check-in label LOC,
the corresponding coordinates LOT , and the time informa-
tion. The time information is kept for experimental purposes
only and used to divide the train set and test set. The time
context is not involved in data publishing and POI recom-
mendation. Table 1 shows the collated information for the
two datasets.

The Gowalla dataset is a location-based social network
sourced from Stanford University and collected using pub-
lic APIs. It is an undirected network containing users’
location information by check-ins. It consists 196,581
nodes and 950,327 edges. The data were collected from
February 2009 to October 2010. A total of 6,442,890 users
were collected. The raw data consists two texts, one is the
user’s friendship and the other is the user’s check-in infor-
mation. The check-in information includes the user ID,
check-in time, check-in label, and the corresponding exact
coordinates.

The Brightkite dataset is also a location-based social
network. Similar to Gowalla, users can check in to share
their location. The data is collected based on the site’s
public API. It contains 58,228 nodes and 214,087 edges.
The network was originally a directed graph, but the col-
lector made it an undirected network. In this paper, friend

Input: lui = flui ,1, lui ,2,⋯, lui ,jg ;
r = fr1, r2,⋯, rmg ;
~L = f~l1,~l2,⋯,~lqg

Output: l̂ui = f̂lui ,1, l̂ui ,2,⋯, l̂ui ,jg
1: ui selects the extension radius rm
2: for j ∈ lui do
3: ~lui , j = lui ,j × rm = fl1, l2,⋯, lkg
4: Pð̂lui ,j = lkÞ = 1/k
5: l̂ui , j replace lui ,j
6: end for
7: Get l̂ui = f̂lui ,1, l̂ui ,2,⋯, l̂ui ,jg

Algorithm 1: Privacy protection of CGPP-POI.

C = {c1,c2,..., c
n
}

exp l m = {l1,l2,...,l j}
The list between expanded
L and real L in r m.
This list is a public information

The final
recommendation list

for each user

Recommendation list of
expanded L for each user

The matrix
between users and

expanded L

ui's L ui's perturbed
L

LDP Upload &
Collect

Central
processor

Query

Community detection

Bipartite graph of
c
n

Figure 2: The framework of CGPP-POI.
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links are not used and will be deleted during preprocess-
ing. The data was collected from April 2008 to October
2010, and a total of 4,491,143 users were collected. The
original data set contains two files, one is a user’s check-
in file and the other is a friend relationship file. We only
keep the first file for experiments. The check-in file con-
tains the user ID, check-in time, specific latitude and
longitude information, and check-in label.

6.2. Evaluation Methods. The main research objective of this
paper is POI recommendation. Meanwhile, privacy protec-
tion is added to the original data to ensure the privacy of
user’s location. In terms of recommendation, the evaluation
criteria for the quality of traditional models are usually taken
as the evaluation index from four aspects: accuracy, recall
rate, coverage rate, and popularity. POI recommendation,
in principle, is roughly the same as item recommendation.
The accuracy measures whether the prediction of the user’s
future behavior at the next moment is accurate. The recall
rate judges whether the same check-in is visits multiple
times. Popularity can be thought of as areas where users like
to go. These measurements have significant guidance for the
construction of other project models by third parties. At the
same time, for users, people generally like going to places
with many people, e.g., business districts and tourist areas.
Therefore, adding these recommendations to the list pro-
vides a convenient service for users. The specific formulas
are as follows:

Input: G = ðÛ , EÞ;
L̂ui ,j = f̂lui ,1, l̂ui ,2,⋯, l̂ui ,jg;
~L = f~l1,~l2,⋯,~lmg;
~lq = fl1, l2,⋯, lkg;

Output: Recommendation list LBui
;

1: To choose the extend range rm
2: ~L = f~l1,~l2,⋯,~lmg
3: for i ∈U do
4: ~Lui = f~lui ,1,~lui ,2,⋯,~lui ,jg
5: end for
6: Simði, jÞ = ~Lui ∩ ~Luj

/~Lui ∪ ~Luj

7: G′ =G ∩ Sim
8: Initialize each node to a separated community
9: repeat
10: for i ∈ V do
11: for j ∈ V do
12: Remove i from its community, place to j’s community
13: Compute the composite modularity gain Δ
14: end for
15: Choose j with maximum positive gain (if exists) and move i to j’s community
16: Otherwise, i stays in its community
17: end for
18: until No further improvement in modularity
19: Get C = fc1, c2,⋯, cng, which are also independent subgraphs
20: if the number of users in cn > 1 then
21: mcn

=Ucn
× ~Lcn

22: Sort the recommended label for each user, and get recommendation list LAui
,~l j ∈ LAui

23: else
24: Sort by number of check-ins ~Lui based on ui′s history. And take the first n and build the recommendation list A.
25: end if
26: for i ∈U do
27: for j ∈ LAui do

28: Pðl j = lkÞ = 1/j~l jj, to choose n l js, and LBui
is obtained.

29: end for
30: end for

Algorithm 2: The recommendation of CGPP-POI.

Table 1: General statistics about the two datasets.

Network property Gowalla Brightkite

Number of nodes 196,591 58,228

Number of edges 950,327 214,078

Number of check-ins 6,442,890 4,491,143

Average number of check-ins per user 254 92

Maximum check-in number of user 2175 2100

Minimum check-in number of user 1 1
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Accuracy is as follows:

Precision = ∑u∈U R uð Þ ∩ T uð Þj j
∑u∈U R uð Þj j : ð15Þ

Recall rate is as follows:

Recall = ∑u∈U R uð Þ ∩ T uð Þj j
∑u∈U T uð Þj j : ð16Þ

Coverage rate is as follows:

Coverage = Uu∈UR uð Þ
LOC

: ð17Þ

Popularity is as follows:

Popularity = 1
U

〠
l j∈R uð Þ

dlj
R uð Þj j : ð18Þ
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Figure 3: The recommendation result of the Gowalla and Brightkite datasets based on real check-ins. (a–d) Results of the Gowalla dataset.
(e–h) Results of the Brightkite dataset.
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RðuÞ is a list of check-ins of length n recommended by
the recommendation model to each user. TðuÞ is the actual
list of users. U is the collection of users, and L is the set of
check-in. dlj is how many people have visited l j, which rep-
resents the popularity of the place.

In addition to evaluating the recommended results, we
also evaluate the impact of different extension ranges on
recommendations.

6.3. Experimental Setup. In this section, the specific experi-
mental settings and some operations in the experiment are

addressed. In the preprocessing stage, we deleted the friend
relationship and time information in the original data. The
training set and test set are divided according to the number
of users, and the partition ratio is 7 : 3. Then, we retain the
most recent three check-in records of users to compare with
the predicted results. We choose three benchmark algo-
rithms: item-based collaborative filtering, user-based collab-
orative filtering, and MF as the baseline algorithms. The
reasons for choosing these three are as follows. (1) These
three algorithms are recommended classical algorithms; (2)
the location-based recommendation in this paper is not path
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Figure 4: The recommendation result of the Gowalla and Brightkite datasets based on privacy protection. (a–d) Results of the Gowalla
dataset. (e–h) Results of the Brightkite dataset.
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prediction, so many algorithms are not applicable; and (3)
these three comparison algorithms have good results in var-
ious indicators, and the prediction results are stable and
widely applicable in the recommendation algorithm. The
number of neighbors in CF is set to 3. The recommended
number of LAui is 3. The recommended number of LBui is
set to f3, 5, 10, 15, 20g. rm is the number of decimal points
retained in the experiment. We round rm to the nearest hun-
dredth for latitude and longitude in recommendation exper-
iment. While in the experiment on the impact of the
extended range on the recommended results, the number

of decimal points retained for latitude and longitude is
rm = f2, 3, 4, 5, 6g.

6.4. Experimental Results. We perform two types of experi-
ments. The first one is the recommendation experiment.
The experiment sets up two specific scenarios in which the
evaluation results were obtained. One scenario is preprocess-
ing recommendations without privacy protection. Another
scenario is a recommendation experiment to perturb the
data during processing. The second experiment is to explore
the impact of the intensity of privacy protection on
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Figure 5: Privacy protection results in different degrees. (a) Result of the Gowalla dataset. (b) Result of the Brightkite dataset.
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recommendations. The results are given in the following two
sections.

6.4.1. Recommendation Results. Figures 3 and 4 both contain
eight subfigures. Figures 3(a)–3(d) and 4(a)–4(d) are the
results of the Gowalla dataset. Figures 3(e)–3(h) and
4(e)–4(h) are the results of the Brightkite dataset. We evalu-
ated our proposed method and three baselines from four
aspects of accuracy, recall rate, coverage rate, and popularity.
Figure 3 is the recommendation result without noise, and
Figure 4 is the recommendation result with noise. We can
see from these figures that, except for popularity, the results
of CGPP-POI algorithm are all superior to the other three
evaluation indexes. The reason that CGPP-POI’s result is
less popular than other algorithms is that CGPP-POI divides
users into communities, where recommendation results are
obtained from. Some communities have a low level of popu-
larity, which can lead to a decrease in popularity. Other algo-
rithms do not have the concept of community, so it is a
global selection of check-in recommendation and can derive
a higher popularity. We can see the accuracy from Figures 3
and 4. The accuracy after adding noise is affected and is
much lower than without noise. That is because we choose
to round to the nearest hundredth. That is, the larger
extended range and more perturbation will lead to the lower
accuracy. Accuracy also decreases as the number of recom-
mendations increases. This is because we are setting the
number of comparison check-ins to be reserved at 3. So, as
the number of recommendations increases, the accuracy
decreases. As can be seen from the recall rate, users are more
likely to visit places they have been before.

6.4.2. The Impact of rm on Recommendation. Figure 5 shows
the changes of recommendation accuracy under different
privacy protection levels. Figure 5(a) shows the predicted
results of the Gowalla dataset, and Figure 5(b) shows the
predicted results of the Brightkite dataset. rm = f2,3,4,5,6g
is the number of digits reserved after the decimal point.
The smaller the number, the wider it extends in the coordi-
nates. The more information it contains, the more perturba-
tions it has. As can be seen from the results of the two figures
in Figure 5, the bigger extension range results in a lower the
accuracy. The prediction accuracy of rm = 3 is lower than
when rm = 2, because the community division does not work
well at rm = 3. It can be seen from the two figures that when
the number of recommendation is 3, the accuracy is higher
than other numbers. This illustrates that (1) both the num-
ber of recommendation and the reserved decimal points will
impact the result and (2) the higher the accuracy, the closer
the recommended quantity is to the reserved comparison
quantity. Therefore, it is not necessary to recommend a lot
of information to the user, which will increase the time cost
of the user.

7. Conclusions

In this paper, we proposed CGPP-POI which is a recom-
mendation model with privacy protection mechanism.
Through this model, users can set their own privacy protec-

tion scope and then upload data to the third party after LDP.
The location information of the user can be protected
through LDP processing, while the data remains acceptable
utility. The data uploaded after perturbation can satisfy the
LDP in the statistical query and maintain its statistical
results. But when we try to use this data to build recommen-
dation models, the results are terrible because every user’s
preferences is different. Therefore, we generalize the dis-
turbed data and build the community by taking advantage
of the overlap between users after location expansion. We
enhance the coupling between users with high similarity
and search for the relationship between users and check-in
within the community. Finally, the obtained recommenda-
tion results satisfy local differential privacy. We compare
the baseline recommendation algorithms on two real data
and found that it was superior to the baseline recommenda-
tion algorithm in terms of accuracy, recall rate, coverage,
and popularity. We also explore the impact of different pri-
vacy intensities on recommendations. As can be seen from
the experimental results, the bigger the extension range,
the lower the accuracy. Our future goal is to improve the rec-
ommendation model of POI based on privacy protection by
extending model parameters. We aim to improve the accu-
racy of prediction and protect user location information
simultaneously.
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Person Re-identification (Re-ID) is aimed at solving the matching problem of the same pedestrian at a different time and in
different places. Due to the cross-device condition, the appearance of different pedestrians may have a high degree of
similarity; at this time, using the global features of pedestrians to match often cannot achieve good results. In order to solve
these problems, we designed a Spatial Attention Network Guided by Attribute Label (SAN-GAL), which is a dual-trace
network containing both attribute classification and Re-ID. Different from the previous approach of simply adding a branch of
attribute binary classification network, our SAN-GAL is mainly divided into two connecting steps. First, with attribute labels as
guidance, we generate Attribute Attention Heat map (AAH) through Grad-CAM algorithm to accurately locate fine-grained
attribute areas of pedestrians. Then, the Attribute Spatial Attention Module (ASAM) is constructed according to the AHH
which is taken as the prior knowledge and introduced into the Re-ID network to assist in the discrimination of the Re-ID task.
In particular, our SAN-GAL network can integrate the local attribute information and global ID information of pedestrians
without introducing additional attribute region annotation, which has good flexibility and adaptability. The test results on
Market1501 and DukeMTMC-reID show that our SAN-GAL can achieve good results and can achieve 85.8% Rank-1 accuracy
on DukeMTMC-reID dataset, which is obviously competitive compared with most Re-ID algorithms.

1. Introduction

The biggest feature of smart city is to make full use of the new
generation information technology of all walks of life in the
city, so as to improve the efficiency of urban management
and the quality of citizens’ life. As the representative of the
new generation of information technology, Internet of
Things technology [1–3] and artificial intelligence technol-
ogy have been more and more widely used.

As a hot field in artificial intelligence (more specifically,
in the field of computer vision.), person Re-ID makes up
for the deficiency of face recognition technology in cross-
camera surveillance images and has a wide application pros-
pect in intelligent video surveillance fields such as airports
and supermarkets. However, due to the differences between
different cameras and the characteristics of both rigid and
flexible pedestrians, its appearance is easily affected by cloth-

ing, scale, occlusion, posture, and perspective, which makes
person Re-ID become a hot topic with both research value
and challenges in the field of computer vision.

In order to solve the above problems, scholars at home
and abroad have made many explorations over these years.
The traditional Re-ID algorithm relies on some manual fea-
tures such as color and texture and measures the correlation
by calculating the feature distance [4–6]. Due to the com-
plexity of calculation and poor representational ability, these
algorithms based on manual features are gradually phased
out. With the development of convolutional neural network
(CNN), since 2014, scholars began to use deep learning
models to solve the problem of person Re-ID [7, 8].

At present, person Re-ID algorithms based on deep learn-
ing are mainly divided into two categories: metric learning and
representation learning. Metric learning restricts feature space
by designing a distance measurement function, so that
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intraclass spacing of pedestrian features is decreased and inter-
class features are increased. Classical methods such as triplet
loss [9], quadruple loss [10], and group consistent similarity
learning [11], the key of such methods lies in sample selection,
especially the mining of difficult samples.

Different from metric learning, representational learning
takes person Re-ID as a classification task and focuses on
designing robust and reliable pedestrian feature representation.
At present, scholars generally adopt the method of obtaining
global features to solve the Re-ID problem; that is, only the
pedestrian ID label is used, and the loss function constraint is
adopted to make the network automatically learn the features
that are more discriminative for different pedestrian IDs from
the entire pedestrian images [12]. In order to enhance the
adaptability of the model under the scenes of scale, occlusion,
and blur, some scholars [13–15] introduced the attention
mechanism into the Re-ID task, so as to improve the models’
attention to the salient information in the global features of
pedestrians, while suppressing irrelevant noises. However,
since different pedestrians may have a similar appearance and
the same pedestrian varies greatly in different environments,
they cannot be correctlymatched from the perspective of global
appearance alone. Studies show that [16], as a kind of prior
knowledge, the attributes of pedestrians (such as gender,
whether they wear hats, whether they carry backpacks, etc.)
contain rich semantic information and can provide key dis-
criminant information for Re-ID. However, the relevant data-
sets are not easy to collect because of involving privacy issues
[17, 18]. In addition to the pedestrian attribute labels marked
by Lin et al. [16] on DukeMTMC-reID [19] and Market1501
[20] on the person Re-ID datasets, the current datasets do
not mark the related areas of pedestrian attributes.

In order to solve these problems, we proposed a SAN-GAL
network, which combines pedestrian attribute labels and
attentionmechanism, and can introduce fine-grained attribute
features into the Re-ID network for auxiliary discrimination
without additional attribute region labeling. The main contri-
butions are summarized as follows:

(1) Locate the Attribute Area. in the pedestrian attribute
classification network, the attribute labels are used to
guide, and the Grad-CAM algorithm [21] is com-
bined to generate AAH

(2) Obtainment of Attribute Spatial Attention. in the
person Re-ID network, feature maps of different loca-
tions and sizes are selected and combined with the
corresponding size of attention heat maps generated
by the attribute classification network; ASAM is con-
structed to assist the discrimination of Re-ID task

(3) Design Dual-Trace Network. the pedestrian attribute
classification network and Re-ID network are trained
jointly to achieve the purpose of information interac-
tion and mutual optimization

2. Related Works

2.1. Attribute Recognition for Re-ID. Person Re-ID based on
attribute classification can accurately and quickly mark the

target pedestrians in the pedestrian database according to
the predicted attribute labels. In 2017, Lin et al. [16] pro-
posed an Attribute Person Recognition (APR) joint recogni-
tion network in order to improve the overall accuracy of
person Re-ID network. This network included an identity
recognition convolutional neural network and an attribute
classification model, which can predict attributes through
identity recognition and at the same time integrate attribute
learning to improve the Re-ID network. In particular,
Lin et al. also marked pedestrian attribute labels on
DukeMTMC-reID and Market1501, which helped domestic
and foreign scholars to improve Re-ID performance by
pedestrian attributes.

2.2. Attention Mechanism for Re-ID. The essence of the
attention mechanism is to imitate the human visual signal
processing mechanism, in order to selectively observe the
area of interest, while ignoring other noise information.
Inspired by this, in the field of image scene, Liu et al. [22]
proposed a classic network model HPNet (HydraPlus-Net)
with advantages in fine-grained feature recognition based
on attention neural network in 2017. It is mainly aimed at
enhancing recognition by the feedback of multilayer atten-
tion to different layers in multiple directions. In the field of
video scene, Li et al. [15] innovatively used multiple spatial
attention module and diversified regular terms to ensure that
each spatial attention module learned different parts of the
body. Based on that, image features in the sequence were
fused through the temporal attention module, and problems
such as pedestrian occlusion and misalignment in the video
sequence were well solved.

3. Method

Firstly, we introduced the overall architecture and logical
relationship of the proposed SAN-GAL network in Section
3.1; then, we introduced the generative process of AAH in
Section 3.2; finally, we described the construction method
of ASAM in Section 3.3.

3.1. Spatial Attention Network Guided by Attribute Label
(SAN-GAL). In order to introduce the local features of
pedestrian salience into the Re-ID task without adding addi-
tional regional annotation, we design SAN-GAL, as shown
in Figure 1. As a dual-trace network, SAN-GAL consists of
two branches: pedestrian attribute classification network
and Re-ID network. Both branches are based on the pre-
trained ResNet50 [23], in which the attribute classification
task provides attribute prior information to assist the dis-
crimination of the Re-ID task.

The general process is as follows:
Firstly, the attribute classification network extracts fea-

tures in the gradient forward propagation process, and the
extracted features are aggregated (BN-FC-Softmax) to con-
nect attribute classification losses.

Then, the activation map output from Softmax layer (in
the attribute pretraining module) calculates the AAH on the
activation map of different positions and sizes in the
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backbone network through the Grad-CAM algorithm, so as
to locate the key area of the attribute.

Finally, in order to enhance the ability of the Re-ID network
to extract salient attribute information, the generated AAH is
combined with the activation map of the corresponding posi-
tion in the Re-ID network to construct the ASAM. At the same
time, the Re-ID network is optimized after further training.

In particular, in the actual training of SAN-GAL, we
have added some special skills:

(1) In the attribute classification network, attribute pre-
training module is added only in the first 10 epochs
of training and removed after 10 epochs

(2) The two network branches have the same backbone
structure but do not share parameters. Since differ-
ent levels of the network have great differences in
the amount of spatial information and semantic
information, we introduce the attention mechanism
on all three residual blocks with feature map scale
changes to enhance the feature processing ability of
the model at different fine granularity

(3) In order to achieve the training of the dual-trace net-
work, the attribute classification network needs to be
backpropagated twice. After the first calculation of
Grad-CAM, the gradient in the activation maps is
discarded, and the optimization is achieved after
the second update of network parameters. In the
actual experiment, in order to improve the computa-
tional efficiency, the attribute classification network
will complete the pretraining in advance, and the
attention parameters calculated offline (from AAH)
will be used in the Re-ID network training. In addi-
tion to simple implementation, off-line training can
also avoid the impact of meaningless AAH at the ini-
tial stage of training on the convergence of the Re-ID
network, so that the AAH obtained from the same
sample calculation is stable and reproducible

3.2. Attribute Attention Heat Map (AAH). Attribute classifi-
cation network relies on Grad-CAM algorithm to provide

spatial focus area for Re-ID. A major advantage of Grad-
CAM is that it does not need to transform the model and
add additional data annotation, so it is suitable for attention
generation algorithm in Re-ID task.

Before calculating Grad-CAM, the output probability yk

predicted by an attribute on Softmax layer in the attribute
classification network should be first calculated, and then,
the partial derivatives of all pixels on three feature maps of
different sizes (i.e., activation maps) on the trunk should
be calculated, which can be represented as

∂yk

∂Ac
ij
, ð1Þ

where k represents an attribute, ði, jÞ represents the element
coordinates on the current feature map, and c represents the
channel of the current feature map.

This result can measure the relevance of some parts of
the current feature map to the attribute classification results.
Next, the above results are weighted and summed as the
coefficients of each channel in the current feature map after
global average pooling. After activated by ReLU function,
the AAH on the classification of an attribute is obtained,
which can be represented as

LkGrad‐CAM = ReLU 〠
c

Ac × 1
hw

〠
w

j=1
〠
h

i=1

∂yk

∂Ac
ij

 !" # !
, ð2Þ

where LkGrad‐CAM represents the two-dimensional regional
heat map generated by the classification attribute k and w
and h represent the width and height of the current feature
map, respectively. Different pedestrian attributes also have
different areas of concern in the current feature map. This
concept is shown in Figure 2.

3.3. Attribute Spatial Attention Module (ASAM). The ASAM
introduces the attribute prior knowledge into the Re-ID net-
work to assist the discrimination. In order to reduce network
complexity and computation consumption, ASAM keeps the
structure and size of the activation maps in the Re-ID
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Figure 1: SAN-GAL overall structure diagram.
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network unchanged, as shown in Figure 3. In particular, in
each ASAM, the first half of the channel features of the
activation map that keeps the corresponding location of
the Re-ID network is kept unchanged in order to maintain
a certain amount of global information and avoid informa-
tion loss that may be caused by the attention mechanism.
In addition, the first half of the channel features in the
activation map was used to learn channel attention, because
the contributions of different attributes to the Re-ID task are
generally different.

Firstly, the attention parameter βc of each channel of
AHH is calculated, as shown in Equation (3). In order to
avoid additional parameters, we use channel block average
pooling and global average pooling when we calculate βc.

βc = Sigmoid 1
hw

〠
cattr/cactiv

k=1
〠
w

j=1
〠
h

i=1
xcijk

 !
, ð3Þ

where ði, jÞ represents the element coordinate on the current
feature map; xcijk represents the pixel value on this coordi-
nate; w and h, respectively, represent the width and height
of the current feature map; cattr/cactiv represents the number
of channels of each block feature map; cactiv represents half
of the number of channels of the activation map in the cor-

responding position of the Re-ID network; and cattr repre-
sents the number of channels for AAH.

Then, the attention parameters (1 ∗ 1 ∗ c) of all chan-
nels are multiplied by each channel of AHH. After activation
by Sigmoid function, weighted spatial attention parameter
αc ðh ∗w ∗ cÞ is obtained, which can be represented as

αc = Sigmoid βc ⊗ LkGrad‐CAM
� �

: ð4Þ

Finally, after the spatial attention parameter passes
through the Sigmoid function again, the spatial attention
parameter is dotted with the last half channel features of
the corresponding location activation maps of the Re-ID

Original
image Heat maps: different heat maps focus on different areas of original image

Figure 2: Schematic diagram of heat map generated by Grad-CAM.
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Figure 3: ASAM structure diagram.

Table 1: Comparison of ablation performance.

Methods
Market1501 DukeMTMC-reID

Rank-1 (%) mAP (%) Rank-1 (%) mAP (%)

IDonly (baseline) 92.6 81.3 82.3 72.2

ID+attr 92.4 82.1 82.4 72.4

ID+attrAttention
(our SAN-GAL)

94.4 83.9 85.8 74.1
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network in blocks to get the final spatial attention (i.e., the
feature map contains salient attribute information).

4. Experiments

First of all, we introduced the dataset containing evaluation
protocol, loss function, and training details used in Section
4.1; then, we designed a series of ablation experiments in
Section 4.2 to verify the effectiveness of our scheme design;
finally, in Section 4.3, we compared our model with the
advanced Re-ID algorithm to illustrate the superiority of
our algorithm.

4.1. The Experimental Details

4.1.1. Dataset

(1) DukeMTMC-reID. DukeMTMC-reID is a person Re-ID
subset of DukeMTMC dataset and provides manually anno-
tated bounding boxes. DukeMTMC-reID contains 16,522
training images of 702 of these pedestrian IDs, 2,228 query
images from another 702 pedestrian IDs, and 17,661 images’
gallery of 702 pedestrian IDs.

(2) Market1501. It was captured on the campus of Tsinghua
University in the summer with 6 cameras. The dataset
contains a total of 32,688 images with 1,501 pedestrian IDs.
Among them, the training set contains 12,936 images of
751 pedestrian IDs, the query set contains 3,368 images
of 750 pedestrians, and the test set includes 16,384 images
of 750 pedestrians, all of whom have appeared in at least
two cameras.

We adopt the Cumulative Matching Characteristics
(CMC) at Rank-1 and the mean Average Precision (mAP)
as the evaluation indicators to test the performance of differ-
ent Re-ID methods on these datasets. The mAP is the mean
of Average Precision (AP) for each query image. Rank-1 is
the probability that the top image in the search results is
the target.

4.1.2. Loss Function. We set both attribute loss and identifi-
cation loss to cross-entropy loss (in our code, it is the com-
bination of Softmax function and cross-entropy function),
and distance loss as triplet loss.

4.1.3. Training Details. In order to ensure the consistency of
the experimental results, the experimental process is carried
out in the same software and hardware environment. The
experimental platform is based on 64-bit Ubuntu18.04 oper-
ating system, the device memory is 32G, the CPU is Intel®
Xeon E5-2678V3 CPU @2.5GHz, and the training is con-
ducted on the NVIDIA GTX1080TI single GPU platform,
the CUDA version is 10.2, and the experimental framework
is based on the PyTorch 1.6.0 version.

We set the size of the input pedestrian images as 256 ∗
128, and use data augmentation methods such as random
erasing and image expansion during the training process.
Stochastic Gradient Descent (SGD) is selected by the net-
work parameter optimization algorithm. In particular, we
increase the learning rate from 3e-5 to 1e-3 in the first train-
ing epochs and then decrease it to 5e-4, 1e-4, and 3e-5 in the
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Figure 4: Comparison of training loss of the two network: (a) Market1501; (b) DukeMTMC-reID.
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5th, 7th, and 15th training epochs, respectively, which ends
after a total of 20 training epochs.

4.2. Ablation Experiments. In order to fully verify the
effectiveness of our proposed module and method, we
conduct three ablation experiments on Market1501 and
DukeMTMC-reID. The specific experimental differences
are as follows: firstly, only the pedestrian global ID informa-
tion is used to train the Re-ID network as the baseline; then,
the pedestrian attribute classification network is added on
the basis of baseline. Finally, on the basis of the above steps,
the ASAM is introduced to form the final design scheme.
The experimental results are shown in Table 1.

As shown in Table 1, the Rank-1 and mAP values of
IDonly method on the Market1501 dataset are 92.6% and
81.3%, and the Rank-1 and mAP values on the
DukeMTMC-reID dataset are 82.3% and 72.2%. After the
introduction of attribute information, compared with
IDonly method, the mAP of ID+attr method on Market1501
and DukeMTMC-reID increases by 0.8% and 0.2%, but the
Rank-1 in Market1501 decreases by 0.2%, and the Rank-1
in DukeMTMC-reID only increases by 0.1%. It can be seen
that simply adding attribute classification network cannot
bring better effect to the Re-ID task. After introducing our
attention mechanism on the basis of ID+attr method, the
improvement is significant, especially the accuracy improve-
ment of Rank-1 on the two datasets is 2% and 3.4%, respec-
tively, which fully proves the effectiveness of our ASAM and
the overall design.

During the training process, the ordinates of the loss
value of IDonly and ID+attrAttention are normalized as
shown in Figure 4 (only part of iteration is intercepted). It
can be seen that in the Re-ID network with attribute atten-
tion mechanism, although loss declines slowly in the initial
stage, it is still in a downward trend when IDonly method
converges early and eventually achieves loss value lower than
that of IDonly method. The change trend comparison of
mAP shown in Figure 5, it also supports the enhancement
effect of ID+attrAttention method on the Re-ID task.

4.3. Comparison of Algorithms. To demonstrate the superior-
ity of our SAN-GAL in the overall design, we select some

representative algorithms in the Re-ID field for comparison,
and the selection principles are as follows:

(1) All of them are all based on convolutional neural
networks

(2) All of them are representative algorithms in different
Re-ID genres

(3) Experiments were carried out on Market1501 and
DukeMTMC-reID datasets and evaluated by Rank-
1 and mAP

As shown in Table 2, our SAN-GAL algorithm outper-
forms most of the algorithms on both Market1501 and
DukeMTMC-reID datasets. Among all the algorithms listed,
compared with PAN in 2018 TCSVT, the Rank-1 and mAP
of our SAN-GAL on Market1501 are improved by 12.2%
and 20.5%, respectively, and the Rank-1 and mAP of our
SAN-GAL on DukeMTMC-reID are improved by 14.2%
and 22.6%, respectively. Compared with the VPM in 2019,
SAN-GAL is 3.1% higher than its mAP on Market1501.
However, compared with BFE, there is still a 0.9% gap in
Rank-1 on Market1501. In particular, our SAN-GAL does
not add any feature enhancement module or special training
technique other than the introduction of a specific attribute
attention mechanism. Therefore, our SAN-GAL is an algo-
rithm with both performance and potential.

5. Conclusion

In order to overcome the limitation of global pedestrian fea-
tures in cross-device scenarios, we proposed SAN-GAL.
Different from the previous approach of simply increasing
the branch of attribute binary classification network, our
SAN-GAL network is guided by attribute labels. Firstly, by
generating AAH, we can accurately locate the fine-grained
attributes of pedestrians. Then, on the basis of AAH, ASAM
is constructed to integrate the global ID information and
local attribute information to enhance the discrimination.
In particular, our dual-trace network does not need addi-
tional attribute region annotation on the dataset, so it has
better flexibility and adaptability. By testing on Market1501

Table 2: Performance comparison between our SAN-GAL and other classic Re-ID methods.

Methods
Market1501 DukeMTMC-reID

Rank-1 (%) mAP (%) Rank-1 (%) mAP (%)

SVDNet (CVPR17) [24] 82.3 62.1 76.7 56.8

PAN (TCSVT18) [25] 82.2 63.4 71.6 51.5

DuATM (CVPR18) [26] 91.4 76.6 81.8 64.6

PCB (ECCV18) [27] 92.3 77.4 81.8 66.1

SPReID (CVPR18) [28] 92.5 81.3 84.4 70.1

VPM (CVPR19) [29] 93.0 80.8 83.6 72.6

AANet (CVPR19) [29] 93.9 83.4 87.7 74.3

IANet (CVPR19) [30] 94.4 83.1 87.1 73.4

SAN-GAL (ours) 94.4 83.9 85.8 74.1

BFE (ICCV19) [31] 95.3 86.2 88.9 75.9
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and DukeMTMC-reID datasets, the effectiveness and superi-
ority of our scheme design are proved. In the future, we want
to expand and apply these ideas to other computer vision
tasks, such as Person Search (PS).

Data Availability

Previously reported DukeMTMC-reID and Market1501 data
were used to support this study and are available at
10.1109/ICCV.2017.405 and 10.1109/ICCV.2015.133, respec-
tively. These prior studies (and datasets) are cited, respectively,
at relevant places within the text as references [19, 20].
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In this paper, we deal with the eavesdropping issue in Wireless Access in Vehicular Environments- (WAVE-) based vehicular
networks. A proactive flexible interval intermittent jamming (FIJ) approach is proposed which predicts the time length T of the
physical layer packet to be transmitted by the legitimate user and designs flexible jamming interval (JI) and jamming-free
interval (JF) based on the predicted T . Our design prevents eavesdroppers from overhearing the information with low energy
cost since the jamming signal is transmitted only within JI. Numerical analysis and simulation study validate the performance of
our proactive FIJ, in terms of jamming energy cost and overhearing defense, by comparing with the existing intermittent
jamming (IJ) and FIJ.

1. Introduction

A WAVE- (Wireless Access in Vehicular Environments-)
based vehicular network has been considered a promising
way to improve safety and driving experience with vehicular
level information exchange playing the most critical role.
However, wireless communication is vulnerable to eavesdrop-
ping threats due to its broadcasting nature. The information
exchanged among vehicles, including vehicle identities, loca-
tions, and speeds, is exposed to eavesdropping attackers. To
protect this private information from leakage, reliable eaves-
dropping defense mechanisms must be designed.

Friendly jamming is an effective approach to defend
against eavesdropping [1–5]. Continuous jamming (CJ),
which requires the friendly jammer to keep sending jamming
signals during the whole transmission of the legitimate
transmitter, has been extensively studied in literature.
Eavesdroppers are disabled via CJ in the cost of large energy
consumption. In recent work [6], the authors argued that it is

unnecessary to jam the whole transmission. Partially
jamming the transmission of a data packet is capable of pre-
venting eavesdroppers from getting sensitive information.
Therefore, they proposed an intermittent jamming (IJ)
scheme where the friendly jammer sends the jamming signal
only in the jamming interval (JI) and keeps silent in the
jamming-free interval (JF). This scheme can keep the infor-
mation safe with low energy cost. However, the length of JI
and JF was fixed in their design (as shown in Figure 1) with-
out considering the length of the packet transmitted by the
legitimate transmitter. This fixed design has drawbacks in
the following aspects. When the length of the transmitted
packet is short, unnecessary energy will be consumed during
a long JI. On the other hand, a combination of JI and JF will
occur repeatedly for a long packet. The jammer should switch
between JI and JF frequently, and energy will be wasted due
to the switching loss. Therefore, the length of the transmitted
packet should be considered when designing the length of JI
and JF to achieve better energy efficiency.
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In this paper, we try to design a flexible interval IJ (FIJ)
scheme by setting the length of JI and JF according to the time
length of the transmitted packet. For a specific physical packet
with time length T, we will find the time duration within
which the core information is transmitted and set this dura-
tion as JI. As for T, its actual value cannot be obtained before
the physical packet is generated. However, if the jammer
obtains the value of T after the packet has been generated
and decides the length of JI and JF accordingly, nonnegligible
time delay will be introduced before starting the jamming pro-
cess. This way, the jamming signal may not be able to be trans-
mitted synchronously with the physical packet leading to
degraded jamming performance. To deal with this problem,
this paper will predict the value of T and proactive FIJ will
be enabled to achieve better jamming performance. As a sum-
mary, the contributions of this paper are as follows.

(i) The physical packet structure in WAVE-based
vehicular networks is analyzed. For a specific physi-
cal packet with time length T , the time length of the
“Application Data,” which is generated in the appli-
cation layer and contains the core information to be
transmitted, is obtained

(ii) An FIJ scheme is proposed where the length of JI
depends on the value of T such that the friendly jam-
mer disables the eavesdropper with less energy cost

(iii) Support vector regression (SVR) is applied to learn
the characteristics of the time length of N historical
physical packets and predict the time length of the
future physical packet. Proactive FIJ is enabled by
designing the length of JI according to the predicted
time length of the next physical packet

The paper is organized as follows. Section 2 discusses the
related works. The considered system model is illustrated,
and the problem is formulated in Section 3. The FIJ scheme
is designed in Section 4, and the value of T is predicted based
on SVR in Section 5. Performance investigation is conducted
in Section 6. Finally, the paper is concluded in Section 7.

2. Related Works

From the application layer to the link layer, the security
threat has long been under concern [7–11]. The multimedia

streaming scheme proposed in [12] deals with the security
issues in the application layer. Authentication schemes are
designed to ensure the confidentiality of communication in
the transport layer [13–15]. The secured routing protocol
proposed in [16, 17] provides a safe transmission in the net-
work layer. [18] detects possible denial of service ahead of
confirmation time in the link layer.

According to the IEEE 802.11p standard, driving-related
information, including identity, location, speed, and direction,
is transmitted through vehicle to vehicle (V2V) communication
and vehicle to infrastructure (V2I) communication. This sensi-
tive information is transmitted on the air and is exposed to
eavesdropping attack in the physical layer due to the natural
characteristics of wireless communication. By eavesdropping
this information, a malicious user may track the driving infor-
mation and analyze the driving route of legitimate users [19].
Therefore, it is necessary to tackle the eavesdropping attack in
the physical layer for secure sensitive information transmission.

Friendly jamming has been widely applied to defend
against eavesdropping attacks. It can help to improve the
security of vehicle localization [20], location verification
[21], and secure communication [22]. In most existing
friendly jamming schemes, friendly jammers keep sending
jamming signals. These schemes are known as CJ which con-
sumes a large amount of energy. In order to reduce power
consumption, [23] proposes temporary jamming to provide
information security when encryption is limited. A later
research [6] advances an IJ scheme where the friendly jam-
mer sends the jamming signal only in the JI and keeps silent
in the JF. The IJ scheme greatly decreases the power con-
sumption while providing information security via achieving
a high package error rate (PER) at the eavesdropper. How-
ever, this scheme fixes the length of JI and JF without consid-
ering the length of the packet transmitted by the legitimate
transmitter. For a short physical packet, unnecessary energy
will be consumed during a long JI. On the other hand, a com-
bination of JI and JF will occur repeatedly for a long packet.
Energy will be wasted during the frequent change between
JI and JF. In order to further reduce the energy cost of the
IJ scheme, this paper will design flexible JI and JF depending
on the length T of the transmitted packet.

In order to predict the time length T of the physical
packet to be transmitted in the next time, machine learning
will be applied. Typical machine learning algorithms include
linear regression, logistic regression, ridge regression, and

Packet 1 Packet 2 Packet 3 Packet 4 

CJ

IJ

Flexible
interval IJ 

Figure 1: Continuous jamming, intermittent jamming, and flexible interval intermittent jamming.
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support vector regression [24–29]. Linear regression [24]
uses least square methods as cost function and optimizes
the target model by Newton iteration. However, linear
regression may obtain local optimum solution for some
applications. Logistic regression [25] is based on the probabi-
listic mechanism, which determines parameters by maxi-
mum likelihood estimation. However, logistic regression is
a linear model in essence and may not be suitable for the
vibrating samples. By adding an additional degree of devia-
tion to the regression estimate, ridge regression can effec-
tively reduce the variance [27]. Nevertheless, this model
requires samples involved to be multidimensional. In our
work, the time length of the historically transmitted physical
packets will be taken as the samples. They are one-
dimensional vibrating samples. Therefore, neither logistic
regression nor ridge regression fits our application. On the
other hand, support vector regression (SVR) [28] maps sam-
ples into the high-dimensional feature space by nonlinear
change. Thus, the performance of SVR is independent of
the sample dimension. Besides, SVR shows effective fitting
ability for vibrating samples. Therefore, we will utilize the
SVR model to learn the characteristics of the time length of
N historical physical packets and predict the time length of
the physical packet to be transmitted.

3. Problem Formulation

We are under a general vehicle communication scenario in a
vehicular network under the WAVE protocol. As shown in
Figure 2, the legitimate user UA is sending its driving infor-
mation toUB. Meanwhile, there is an eavesdropper UE trying
to overhear the packets being sent. A cooperative jammer UJ
located near UA is sending jamming signals with power PJ to
degrade the packets received by eavesdropper UE.

For a physical packet with time length T, UJ sends jam-
ming signals in the JI with length TJ and keeps silence in the
JF with length TF . Here, T J ≤ T, TF ≤ T, and TJ + TF = T.
Let WJ indicate the energy cost of the cooperative jammer,
BJ indicate the bit error rate (BER) ofUE during JI, BF indicate
the BER of UE during JF, and BE indicate UE

’s average BER
within T. It can be derived that

WJ = TJ · PJ , ð1Þ

BE =
TJ

T
· BJ +

TF

T
· BF : ð2Þ

The closed-form expressions of the BERs for different
modulation schemes have been given in [30]. It can be
found that BER is always a decreasing function of the signal
to noise plus interference ratio (SNIR), denoted by γb. Dur-
ing JF, no jamming signal is transmitted by the jammer.
Therefore, γJFb = Eb/N0 when calculating BF . Here, Eb is
the received signal energy per bit and N0 is the power spec-
tral density of the noise. On the other hand, the receiving
performance of UE is degraged by the jammer during JI.
Therefore, γJIb = Eb/ðN0 + ϕJÞ when calculating BJ . Here,

ϕJ = PJ jhJEj2/B is the received jamming signal power spec-

tral density with jhJEj2 indicating the channel gain fromUJ to
UE and B being the channel bandwidth. Obviously, γJIb ≤ γJ Fb
and BJ ≥ BF . Therefore, BE is an increasing function of TJ .
According to (1), it can be found thatWJ is also an increasing
function of TJ . Recall that we want to disable the eavesdrop-
ping of UE with low energy cost; we need to decide a proper
T J that can ensure a high enough BER at UE while achieving
a WJ as low as possible.

4. Design of Flexible Interval IJ Scheme

In order to obtain a high enough BE while maintaining a low
WJ , the jammer should transmit jamming signals only dur-
ing the transmission time of the most significant part of the
physical packet. Figure 3 shows the component of a physical
packet. Intuitively, the “Application Data,” which is gener-
ated in the application layer, contains the core information
to be transmitted by UA to UB. Therefore, “Application
Data” is the most significant part of the physical packet. If
the jammer can identify the time duration within which the
“Application Data” is transmitted and sends jamming signals
only during this time, UE’s eavesdropping will be disabled
and UJ ’s energy cost will be reduced. Therefore, the main
challenge to be solved in our design is to identify the time
duration within which the “Application Data” is transmitted.

According to [31], a physical packet is consisting of a
16μs PLCP preamble, a 4μs Signal Field, and a variable-
length Data Field. The Data Field is constructed by 16 bits
of the PLCP Header, the WSMP-T-Header, the WSMP-N-
Header, the LLC Header, the MAC Header, 32-bit FCS,
6-bit tail, and variable-length Application Data. Moreover,
n bits pad bits are also added in the Data Field to make the
length of the Data Field divisible by NDBPS. Therefore, n takes
a value between 0 andNDBPS − 1. The value ofNDBPS depends
on the modulation schemes and the coding rates. Typical
values of NDBPS in WAVE-based vehicular networks are
listed in Table 1.

When the Data Field is constructed, it will be divided into
symbols. Each symbol consists of NDBPS bits and is 4 μs long
in time. According to [6], the minimum length of the
WSMP-T-Header, the WSMP-N-Header, the LLC Header,
and the MACHeader is 2 bytes, 2 bytes, 2 bytes, and 24 bytes,
respectively. There are a total of 30 bytes, which are 240 bits,
in the physical packet before the Application Data in the Data
Field. In the time domain, the time length of these 240 bits
will be t1 = 240/NDBPS × 4 μs. As mentioned before, there
are 6-bit tail, 32-bit FCS, and 0 toNDBPS − 1 bits pad bits after
the Application Data. These are totally 38 to 37 +NDBPS bits,

U
A

U
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U
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U
J

Communicating

Overhearing
Jamming

Figure 2: General communication scenario.
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and the time length of these bits is denoted by t2. t2 takes
value from 38/NDBPS × 4 μs to ð37 +NDBPSÞ/NDBPS × 4 μs.
The PLCP preamble, the Signal Field, and the headers are
transmitted before the Application Data. The time length
before transmitting the Application Data in the physical
packet, which is denoted by T1

F , can be calculated as T1
F =

16 μs + 4 μs + t1: On the other hand, the FCS, the tail bits,
and the pad bits are transmitted after the Application Data.
Therefore, the time length after transmitting the Application
Data in the physical packet, which is denoted by T2

F , can be
calculated as T2

F = t2: Then, for a physical packet of length
T , the flexible interval IJ scheme will be designed as shown
in Figure 4. According to the value of NDBPS given in
Table 1, the value of T1

F , T
2
F can be easily obtained. For exam-

ple, T1
F = 60μs and 6:3 μs ≤ T2

F ≤ 10:17 μs when the physical
packet is BPSK modulated with the coding rate being 1/2.
Then, we have T J = T − TF = T − T1

F − T2
F . Theoretically,

the best antieavesdropping performance can be achieved
when T2

F takes the lower bound value, which is T2
F = 6:3 μs

in the aforementioned example, while most energy can
be saved when T2

F takes the upper bound value, that is,
T2

F = 10:17 μs in the example.

5. Predicting the Time Length of the Physical
Packet Based on SVR

This section is aimed at obtaining the time length T of the
physical packet to be transmitted. As discussed in Section 1,
the jamming performance will be degraded if the jammer
tries to obtain the value of T after the physical packet has
been generated. To solve this problem, we learn the charac-
teristics of the time length of N historical physical packets
and predict the time length of the physical packet to be trans-
mitted (that is, the ðN + 1Þ‐th physical packet) via machine
learning. Then, proactive FIJ will be enabled by designing
the length of JI and JF according to the predicted result,
and the jamming signal will be able to be transmitted syn-

chronously with the physical packet to ensure the jamming
performance.

Let fðx1, t1Þ, ðx2, t2Þ,⋯,ðxN , tNÞg denote N historical
records, called as samples, regarding the time length of the
physical packets. Here, xi = i, 1 ≤ i ≤N , is the index of the
physical packet that has been transmitted with the xN-th
physical packet being the most recently transmitted one. ti
is the time length in μs of the xi-th physical packet. Then,
we utilize the SVR model [28] to learn the characteristics of
the time length of N historical physical packets by finding
the hyperplane that fits the N samples. To simplify the calcu-
lation, we first scale the time length values of the samples. Let
yi denote the scaled value of ti, then

yi = 10 × ti
tmax

, ð3Þ

with tmax = max ft1, t2,⋯,tNg. The scaled value yi will be dis-
tributed within ½0, 10�. SVR define the function of the fitting
hyperplane as

f xð Þ =wTx + b: ð4Þ

Here, x = ðx1, x2,⋯,xNÞT , w = ðw1,w2,⋯,wNÞT , and
b = ðb1, b2,⋯,bNÞT . The SVR model is aimed at minimizing
the maximum margin between y = ðy1, y2,⋯,yNÞT and f ðxÞ.
According to [32], the target function of the SVR model can
be defined as

min 1
2 wk k2 + C〠

N

i=1
ξi + ξ∗i
� � ð5Þ

subject to yi − wixi + bið Þ ≤ ε + ξi, i = 1, 2,⋯,N
wixi + bð Þ − yi ≤ ε + ξ∗i , i = 1, 2,⋯,N

ξ ≥ 0, ξ∗i ≥ 0, i = 1, 2,⋯,N:

ð6Þ

PLCP preamble Signal field Data field

PSDU (MPDU) Tail Pad bitsPLCP header

MAC header Application data FCSWSMP-T-headerWSMP-N-headerLLC header

Figure 3: Physical packet structure.

Table 1: Values of NDBPS for different modulation schemes and coding rates.

Modulation Coding rate NDBPS (bits) Modulation Coding rate NDBPS (bits)

BPSK 1/2 24 16-QAM 1/2 96

BPSK 3/4 36 16-QAM 3/4 144

QPSK 1/2 48 64-QAM 2/3 192

QPSK 3/4 72 64-QAM 3/4 216
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Here, C > 0 is the constant regularization parameter and ξ
and ξ∗ are slack variables whose values are close to 0. Slack
variables are introduced according to soft margin loss theory
to cope with infeasible constraints of the optimization prob-
lem. The Lagrangian function of (5) is given in

L w, b, α, ξ, ηð Þ = 1
2 wk k2 + C〠

N

i=1
ξi + ξ∗i
� �

+ 〠
N

i=1
αi w

Txi + b − yi − εi − ξ
� �

− 〠
N

i=1
α∗i wTxi + b − yi − εi − ξ∗
� �

− 〠
N

i=1
ηiξi + η∗i ξ

∗
i

� �
:

ð7Þ

Here, L is the Lagrangian and ηi, η∗i , αi, α∗i are Lagrange
multipliers (also referred to as dual variables) that should sat-
isfy positivity constraints, i.e., αi ≥ 0, α∗i ≥ 0, ηi ≥ 0, and η∗i ≥ 0.
In this condition, the target function of the SVR model can be
transferred to its dual problem. By optimizing the dual vari-
ables in Lagrangian function, the original target function (5)
would be solved as well. Specifically, according to the SVR
framework and Karush-Kuhn-Tucker (KKT) conditions, we
optimize the minimum of the partial derivatives of L with
respect to the variables ðw, b, ξi, ξ∗i Þ, namely,

∂L
∂w

= 0⟶w = 〠
N

i=1
αi − α∗ið Þxi, ð8Þ

∂L
∂b

= 0⟶ 〠
N

i=1
αi − α∗ið Þ = 0, ð9Þ

∂L
∂ξi

= 0⟶ C − αi − ηi = 0, ð10Þ

∂L
∂ξ∗i

= 0⟶ C − α∗i − η∗i = 0: ð11Þ

Substituting (8), (9), (10), and (11) into (7), the dual
optimization problem can be yielded, and the problem
converts to minimizing the objective function as follows:

min
αi ,α∗i

1
2〠

N

i=1
〠
N

j=1
αi − α∗ið Þ αi − α∗ið Þ xTi xj

� �

+ 〠
N

i=1
yi αi − α∗ið Þ + ε αi + α∗ið Þ:

ð12Þ

Obviously, (12) is the dual form of the target function and
a typical quadratic programming problem. The problem could
be easily solved by several mathematic frameworks, such as
SMO, and obtained the corresponding αi, α∗i . In the involved
experiments, we directly apply the toolkit in MATLAB. Then,
the hyperplane function (4) becomes

f xð Þ =wTx + b = 〠
N

i=1
αiyix

T
i x + b: ð13Þ

The SVR model usually takes linear function, polynomial
function, Radial Basis Function (RBF), or sigmoid function
as kernel function. In our work, considering that ti is one-
dimensional and vibrates greatly, smooth kernel function is
applicable. Besides, [33] has proved that RBF with proper δ
could smoothly fit any curve compared with other kinds of
kernel functions. Accordingly, we choose RBF given in (14)
as kernel function when training the SVR model [33]:

K xi, xð Þ = exp −
xi − xk k2
2δ2

� �
: ð14Þ

That is, xTi x in (13) should be replaced by Kðxi, xÞ as
shown in (14).

After getting the hyperplane function given in (13), we
can predict the time length T of the xN+1-th physical packet
by substituting x =N + 1 into (13) and conducting the
reverse conversion of (3). That is, T = f ðN + 1Þ ∗ tmax/10.

6. Numerical Analysis and Simulation Study

In this section, we first investigate the performance of FIJ for
securing the transmission of physical packets with a known
time length. Then, SVR is applied to find the hyperplane that
fits the samples of 500 historically transmitted physical
packets and predict the time length of the physical packet
to be transmitted. Proactive FIJ is conducted based on the
prediction result, and the performance is studied.

6.1. Performance Investigation of FIJ for Securing the
Transmission of Physical Packets with Known T . This subsec-
tion compares the performance of the FIJ scheme with the IJ
scheme proposed in [6]. Besides, the performance of our
design when T2

F takes the lower bound value (referred to as
FIJ-shortest TF in the following) and the upper bound value
(referred to as FIJ-longest TF in the following) is also investi-
gated. The simulation is performed in MATLAB 2018b using
the WLAN toolbox. We use function “wlanNonHTConfig”
to generate non-HT packets transmitted in the WAVE-
based vehicular network. The channel bandwidth is set to
be 10MHz, and we are using the default sampling rate for

Physical packet of length T

T T
J

1

F
T
2

F

Flexible interval IJ

Figure 4: Flexible interval IJ scheme for a physical packet of length
T:
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10MHz. We set the delay profile as “Urban NLOS” because
most of the V2V communication happens in an urban area
and does not have a line of sight. BPSK modulation is used,
and the coding rate r is set to be 1/2 and 3/4.

The performance comparison is conducted from two
aspects. To validate the antieavesdropping performance of
our design, the packet error rate (PER) of UE , which is the
ratio of the number of physical packets not successfully
decoded by UE to the number of the physical packets sent
by the transmitter UA, is adopted. The function “V2VPERSi-
mulator” from MATLAB is utilized to simulate the PER. The
energy cost for sending jamming signals referred to as the

jamming energy cost in the following is used to investigate
the energy efficiency of our design.

According to [6], the optimal transmission power ofUJ is
set to be PJ = 760mW for BPSK modulation with coding rate
r being 1/2. The corresponding T J and TF are 47:12 μs and
28:88 μs, respectively, in the IJ scheme. While for BPSKmod-
ulation with r = 3/4, the IJ scheme is set as PJ = 760mW,
T J = 37:2 μs, and TF = 22:8 μs. The setting of the IJ scheme
is fixed regardless of the length of the transmitted physical
packet. On the other hand, the length of T J and TF = T1

F +
T2

F in our design is flexible which can be calculated as given
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Figure 5: Packet error rate comparison with different PSDU lengths.
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Figure 6: Jamming energy cost comparison with different PSDU lengths.
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in Section 4. UJ ’s transmission power in our flexible interval
IJ scheme is set to be the same as that in the IJ scheme, which
is PJ = 760mW.

We change the length of the PSDU from 38 octets to
438 octets resulting in the time length of the physical
packets changing from 76 μs to 608 μs for BPSK modula-
tion with r = 1/2 and from 60 μs to 412 μs for BPSK mod-
ulation with r = 3/4. The PER of UE is shown in Figure 5. It
can be found that UE ’s PER increases with the increasing of
the PSDU length for schemes other than FIJ-shortest TF.
With the increase of the PSDU length, more information
bits are enclosed in a physical packet. The probability of
information bits within a physical packet being incorrectly
decoded will increase resulting in an increased PER. For
the FIJ-shortest TF scheme, UE’s SNR keeps low since UJ

sends jamming signals during the whole transmission time
of the “Application Data.” Therefore, UE’s PER is always
close to 100% regardless of the PSDU length. Small perfor-
mance fluctuations occur for the FIJ-longest TF scheme. In
the FIJ-longest TF scheme, the length of T2

F is fixed to be
ð37 +NDBPSÞ/NDBPS × 4 μs by assuming that there are
always NDBPS − 1 pad bits in the physical packet. However,
the length of the pad bits varies with the PSDU length lead-
ing to insufficient jamming of the “Application Data” for
some PSDU length and thus performance fluctuations on
UE’s PER. Moreover, one can see that a higher coding rate
r causes a higher PER. A higher r implies more information
bits, and less redundant bits are enclosed in a physical packet,
which means that more information is transmitted in a phys-
ical packet and the transmission efficiency is improved. How-
ever, the redundant bits play an important role in error
correction, and less redundant bits can decrease UE’s error
correction capability and lead to a higher PER.

The results regarding the jamming energy cost are given
in Figure 6. We found that our FIJ scheme consumes less
energy when the physical packet is short (for example, when
the PSDU is 100 bytes long). While for long physical packets,
the IJ scheme performs better in terms of energy cost. This is
because the length of T J and TF is fixed in IJ. In other words,
T J /T is fixed for any PSDU length (i.e., any physical packet

length). In the flexible interval IJ scheme, the length of
TF = T1

F + T2
F is fixed, while the length of TJ = T − TF

increases with the length of the physical packet. Therefore,
T J /T increases with the increasing of the PSDU length
leading to more jamming energy cost compared with the
IJ scheme proposed in [6].

In order to further improve the jamming energy cost of
the flexible interval IJ scheme, we conduct enhanced-FIJ in
our simulation study. The enhanced-FIJ is designed by taking
the same T1

F and T2
F as that of the FIJ scheme. While for the

“Application Data” transmitted within TJ , the IJ scheme pro-
posed in [6] is applied. That is, T J is further divided into sub-
jamming intervals and subjamming-free intervals according
to the IJ scheme proposed in [6]. The performance of
enhanced FIJ-shortest TF and enhanced FIJ-longest TF is
shown by green dashed lines and black solid lines in
Figures 5 and 6. We found that enhanced FIJ-shortest TF
can achieve PER performance almost the same as the IJ
scheme while saving 10% energy.

6.2. Performance Investigation of Proactive FIJ. In this
subsection, we first generate 600 samples ðxi, tiÞ with xi = i,
1 ≤ i ≤ 600. 68μs ≤ ti ≤ 3140 μs is generated as follows. (1)
Generate a random number following a lognormal distribu-
tion with the mean μ being 2 and the standard deviation σ
being 0.5. (2) The generated random number first times
785 then is rounded down to a multiple of 4 to match the pat-
tern of the time length of physical packets. (3) If the result is
not within the section of proper time length (68μs-3140μs),
repeat the process until the result falls into the section. (4)
Repeat the process until the value of t1, t2,⋯, t600 is gener-
ated. Then, we train the SVR model with the scaled first
500 samples, that is, ð1, y1Þ, ð2, y2Þ,⋯, ð500, y500Þ, to find
the hyperplane that fits these 500 samples.

Taking the RBF kernel function into consideration, two
parameters need to be set in the SVR model, namely, regular-
ization parameter C and Gaussian kernel parameter δ. We
use the grid search technique to find the optimal values.
Specifically, the optimal range of regularization parameter
C is f10−3, 10−2, 10−1, 1, 5, 10, 102, 103g, and the range of
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Index of 500 historical physical packets xi
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Scaled time length yi

Figure 7: The training result of 500 historical physical packets based on SVR model.
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δ is f10−3, 10−2, 10−1, 1,10,102, 103g. In our training exper-
iment, we set the constant regularization parameter C = 5,
the slack variables ξ, ξ∗ close to 0, and δ in the Gaussian
kernel equal to 100. The training result is shown in
Figure 7. Based on the trained SVR model, we predict
the value of f ð501Þ then design the length of JI, denoted
by T501

J , according to Section 4 with T = T501 = f ð501Þ ∗
tmax/10 (the reverse conversion of (3)). Sequentially, we train
the SVR model with samples ð2, y2Þ, ð3, y3Þ,⋯, ð501, y501Þ
and predict the value of f ð502Þ; train the SVR model with
samples ð3, y3Þ, ð4, y4Þ,⋯, ð502, y502Þ and predict the value
of f ð503Þ,⋯; and train the SVR model with samples ð60, y60Þ,
ð61, y61Þ,⋯, ð559, y559Þ and predict the value of f ð560Þ. Then,
we will get T502

J , T503
J ,⋯, T560

J . After that, we transmit 500
packets for each time length tk, 501 ≤ k ≤ 560, and jam their
transmission according to the obtained Tk

J to observe the
PER. The results are given in Figure 8. It can be found that
proactive FIJ based on SVR can lead to similar PER compared
with the FIJ scheme derived from known time length. Taking
an average of the results for T = t501 to T = t560, the average
PER by using proactive FIJ is 96.59%. It is 0.77% less than
the average PER achieved by using FIJ with known time
length. Proactive FIJ based on SVR can effectively secure the
transmission of the physical packets in WAVE-based vehicu-
lar networks.

7. Conclusion

In conclusion, FIJ provides a way to save more energy than
existing IJ when dealing with eavesdropping attacks in
WAVE-based vehicular networks. Proactive FIJ leads to no
processing delay for deciding the length of JI and JF thanks
to its capability of predicting T . Simulation results confirm
that our design is capable of defending eavesdropping attacks
while enhancing the performance in energy saving.
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Visual relationship can capture essential information for images, like the interactions between pairs of objects. Such relationships
have become one prominent component of knowledge within sparse image data collected by multimedia sensing devices. Both the
latent information and potential privacy can be included in the relationships. However, due to the high combinatorial complexity in
modeling all potential relation triplets, previous studies on visual relationship detection have used the mixed visual and semantic
features separately for each object, which is incapable for sparse data in IoT systems. Therefore, this paper proposes a new deep
learning model for visual relationship detection, which is a novel attempt for cooperating computational intelligence (CI)
methods with IoTs. The model imports the knowledge graph and adopts features for both entities and connections among them
as extra information. It maps the visual features extracted from images into the knowledge-based embedding vector space, so as
to benefit from information in the background knowledge domain and alleviate the impacts of data sparsity. This is the first
time that visual features are projected and combined with prior knowledge for visual relationship detection. Moreover, the
complexity of the network is reduced by avoiding the learning of redundant features from images. Finally, we show the
superiority of our model by evaluating on two datasets.

1. Introduction

Visual relationship detection tries to simultaneously detect
objects for an image and classify the predicate between each
pair of these objects [1]. It has been considered as a bridge
to semantically connect the low-level visual information [2–
7] and high-level semantic information [8–11]. Generally,
visual relationships indicate types of relations between
objects in images and are usually represented by triplets (sub-
ject, predicate, and object), where the predicate can be a verb
(person, ride, bicycle), spatial (cat, on, table), preposition
(person, with, shirt), and comparative (elephant, taller, per-
son) [1, 12]. The detection of these interactions can uncover
diverse knowledge from images and significantly benefits the
functionalities of IoT systems. Moreover, potential disclosure
of sensitive information [13] can also be inferred with the
autonomous relationship detection and provides guidelines
for secure multimedia IoT data processing [14–16].

The early studies of visual relationship detection mainly
rely on pure visual features capturing the complex visual var-
iance of images [17, 18], suffering from the lack of diverse
information for predicate classification. Considering the
sparsity of IoT data, both the scale of the image dataset and
the details within these images will be constrained. Sensing
devices will be conservative on data publication [19, 20],
especially when the image data contain abundant semantic
information. Meanwhile, images maybe masked or obfus-
cated before publication due to privacy concerns [21]. Both
constraints caused by sparsity of images have aggravated
the difficulties for visual relationship detection, and purely
visual-feature-based methods are not qualified.

Recently, additional sources of information, such as prior
knowledge and semantic information, are incorporated into
visual relationship detection [1, 22–24], as extra background
information can be utilized to supply and refine the detec-
tion. Generally, two essential tasks are considered during
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the incorporation of additional source of information: (1)
How to apply the semantic associations among relationships
[12, 25, 26] to refine the detection. For example, the relation-
ship (person, ride, horse) is semantically similar to (person,
ride, elephant) as the horse and elephant both belong to ani-
mals, even though horse and elephant are quite different in
images. In this case, visual relationship detection models
should be able to infer (person, ride, elephant) base on exam-
ples of (person, ride, horse). (2) How to alleviate the huge
semantic space of possible relationships. Assume the cate-
gory of objects to be N and the predicates to be K . Then,
the number of possible relationships is OðN2KÞ as a relation-
ship is composed of two objects [27]. Therefore, the size of
semantic space in relationship detection increases by orders
of magnitude, while many of relationships appear rarely in
images. Visual relationship detection models should learn
all relationship classes sufficiently.

Towards these tasks, extensive studies have been con-
ducted. They mainly consider how to incorporate the addi-
tional source of information into the relationship detection.
Initially, Lu et al. [1] introduced the additional language
priors from semantic word embeddings to fine-tune the like-
lihood of a predicted relationship. Subsequently, Zhuang
et al. [28] integrated the language representations of the sub-
jects and objects as “context” to derive a better classification
result for visual relationship detection. Then, Plummer
et al. [8] use a large collection of linguistic and visual cues
for the relationship detection in images, which contain attri-
bute information and spatial relations between pairs of enti-
ties connected by verbs or prepositions. Furthermore, instead
of using the pretrained and fixed language representations
directly, Zhang et al. [29] tried to fine-tune the subject and
object representations jointly and employ the interaction
between visual branches to predict the relationship.

Although these methods achieve significant success, they
still tend to focus on the word-level semantics [30] as the
additional sources of information and lack in adopting the
sophisticated knowledge and deep relations among objects.
As for such kind of external knowledge, the knowledge graph
is treated as a typical category of structural information pro-
viding abundant clues on relations between entities. It has
been recently applied for many areas including computer
vision and achieves dramatical improvements. Generally, a
knowledge graph is a multirelational graph composed of
entities (nodes) and relations (different types of edges). Each
edge is a kind of relation in the form of triplets (head entity,
relation, tail entity), indicating that two entities are con-
nected by a specific relation. This type of additional informa-
tion can provide more semantic association between objects
and relations in an image and could be used for more rational
reasoning to improve visual relationship detection. However,
its application for visual relationship detection has not yet
been properly considered, and neither of the above-
mentioned tasks is investigated.

To take advantage of this type of information, this paper
designs a deep neural network for visual relationship detec-
tion by considering the knowledge graph as an additional
source of information. The input of the model includes the
images and an external knowledge graph, and the outputs

are the relationships in images. The proposed model includes
a visual module extracting the visual features of images, a
knowledge module introducing the additional prior knowl-
edge via the knowledge graph embedding [31], and a map-
ping module combining the visual features with prior
knowledge. Finally, a new loss function based on the triplet
loss [32] is designed in the mapping module to tune the pro-
jection of visual features into the knowledge space.

The proposed model uses the vector translation of the
knowledge space for the first time, to capture the valuable
structured information between objects and relations. By this
mean, the structured semantic association in a knowledge
graph can help improve the relationship detection. The pro-
posed model also learns the objects and predicates and fuses
them together to predict the relationship triplets [1]. This
method can alleviate the impact of a huge semantic space of
possible relationships, by reducing the space from OðN2KÞ
to OðN + KÞ. Furthermore, the model achieves a reduced
scale of parameters compared with state-of-the-art works
[31], as it does not request the learning of visual features of
predicates. The performance of the model is validated on
two relation datasets: visual relationship detection (VRD)
[1] with 5,000 images and 6,672 unique relations and visual
genome (VG) [12] with 99,658 images and 19,237 unique
relations. According to the comparison with several base-
lines, our model shows the superiority in visual relationship
detection. In summary, the main contribution of this paper
includes

(1) We propose a novel framework for introducing the
prior knowledge in visual relationship detection

(2) Our model incorporates the priors in knowledge
graph embedding for the first time to capture the
valuable structured information between objects
and relations

(3) Our model reduces the parameters for extracting the
visual features of predicates and designs a loss for
combining the visual feature with the prior
knowledge

(4) Extensive evaluation shows that our model outper-
forms several strong baselines in visual relationship
detection

This paper is organized as follows. The related works are
introduced in Section 2. The proposed model is described in
Section 3. The model is validated in VRD and VG datasets
and compared with other methods in Section 4. The conclu-
sion is described in Section 5.

2. Related Work

During the past years, there have been a number of studies in
visual relationship detection. The earlier works regard visual
relationships as an adminicle to improve the performance for
other tasks, such as object detection [33, 34], image retrieval
[12, 35, 36], and action recognition [37]. They focus on the
specific types of relationships, such as spatial relationships
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[2, 38], positional relationships [2, 35, 39], and actions (e.g.,
the interaction between objects) [40–42].

Lu et al. [1] first formalized the visual relationship as the
(subject, predicate, object) triplet, defined the visual relation-
ship detection task, and proposed a method by leveraging the
language prior to model the more general correlation
between objects. Afterwards, more studies on visual relation-
ship detection have been developed, which can be divided
into two categories: joint model and separate model.

For the joint model, it detects (subject, predicate, object)
simultaneously by considering the relationship triplets as an
integrated body [17, 22, 42–44], e.g., (person, ride, horse)
and (person, ride, elephant) are of different classes. Vip-
CNN [18] considers each visual relationship as a phrase with
three components and formulates the visual relationship
detection as three interconnected recognition problems.
Plummer et al. [8] learned a Canonical Correlation Analysis
(CCA) model on top of different combinations of the subject,
object, and union regions and train a RankSVM to learn the
visual relationship. However, it requires extremely large
training data, because all possible combinations of predicates
and entities (subject, object) are treated as independent clas-
ses. As a result, the general approaches usually pose the prob-
lem as a classification task in limited classes.

For a separate model, it first detects subjects and objects
and then recognizes the possible interactions among them
[1, 39, 45–47]. VtransE [48] uses the object detection output
of a Faster R-CNN network and extracts features from every
pair of objects to learn the visual translation embedding for
relationship detection. Zhang et al. [29] embed the objects
and relations of relationship triplets separately to the inde-
pendent semantic spaces and then implicitly learn the con-
nections between them via visual feature fusion and
semantic meaning preservation in the embedding space.

The method proposed recently by Zhang et al. [29] is the
most related one to ours. Compared with this work, instead
of the word-level semantic embeddings, our work incorpo-
rates the knowledge graph and embeds it in a knowledge
space as the additional sources of information. Due to the
use of TransE [31] as the knowledge graph embedding, our
work barely needs to model the large visual variance of rela-
tions in images.

Finally, our method adopts the additional semantic
information to guide the visual recognition. This is consis-
tent with the trend of using language information for
visual recognition. For example, the language information
has also been incorporated into visual question answering
[49–52], few-shot learning [53–56], and image-sentence
similarity task [57–60].

3. Method

3.1. Overview. The goal of the proposed model is to detect
visual relationships from images which requires having
discriminative power among a set of relationship categories.
However, since object categories are often semantically
associated, it is critical for a model to preserve semantic
similarities, so as to benefit both frequent and rarely seen
relationship categories.

The overview of the proposed model is shown in Figure 1.
It consists of three modules, namely, visual module, knowl-
edge module, and mapping module. The visual module
detects a set of objects in images and extracts the visual fea-
tures of the objects. The knowledge module consists of a
knowledge graph, which is embedded in a low dimension
vector space, so it can be used as the additional source of
information. The mapping module considers the image and
additional source of information comprehensively, which
maps the visual features to the knowledge space for relation-
ship detection. For any valid relationships, they are repre-
sented by the triplets (subject, predicate, object) in low
dimension vectors s, p, and o, respectively.

Note: in this paper, we use “relation” to refer to “predi-
cate” in previous works and “relationship” to refer to the
(subject, predicate, object) triplet. The detailed descriptions
of notations can be found in Table 1.

3.2. Visual Module. The design of the visual module is based
on the intuition that a relationship exists when its objects
exist, but not vice versa. Therefore, to detect the visual rela-
tionships from images, the first step is to detect the objects
and corresponding visual features in images.

In the visual module, the object detection is based on a
Faster-RCNN [61] network with the VGG-16 [62] architec-
ture, composed of a Region Proposal Network (RPN) and a
classification layer. In the Faster-RCNN network, convolu-
tion does not change the size of the input image.

outputsize =
inputsize − kernelsize + 2pad

stride + 1: ð1Þ

After that, the Feature Extraction Layer is proposed to
extract xs and xo, when suppose xs, xo ∈ℝM are the M
-dimensional visual features of the subject and object, respec-
tively. The visual features xs and xo are obtained by concating
the vector from the last convolution feature map in the
Faster-RCNN network and the bounding box parameteriza-
tion in [63].

3.3. Knowledge Module. A knowledge graph is represented
by GðV , EÞ, while V is the set of nodes, which represents
the entities (subjects, objects), and E is the set of edges,
which represents the connections between entities. Hence,
the relations between the subject and object can be repre-
sented by the connections between the entities in the
knowledge graph, mainly describing real world entities
and their interrelations organized in a graph. Compared
with the word-level external information, this type of addi-
tional information can capture a more semantic associa-
tion between objects and relations and be used for
rational reasoning to improve the results of visual relation-
ship detection.

The knowledge module introduces jointly a knowledge
graph and projects it into an embedding space, to activate
the rich prior knowledge in tuning the relationship detec-
tion. Translation embedding (TransE) [31] is a remarkable
model that represents a valid relationship (subject, predi-
cate, object) in the knowledge graph in low dimension
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vectors s, p, and o, and s, p, o ∈ℝr , respectively. The rela-
tion is represented as a translation in the vector space:

ys + yp ≈ yo, ð2Þ

when the relationship triplet holds, and ys + yp ≉ yo
otherwise.

Since TransE offers a simple but effective method for
representing the complex relationships in large knowledge
graphs, it is adopted into the knowledge module for repre-
senting prior knowledge in the knowledge space. To learn
such embeddings for the knowledge graph, we suppose a
training set S of triplets ðs, p, oÞ composed of two entities s,
o ∈ E (the set of entities) and a relation p ∈ L (the set of rela-
tions). Since the relation is represented as a translation in the
vector space, the energy of a triplet is defined by dðys + yp, yoÞ
, which regard the squared Euclidean distance as a dissimilar-
ity function:

d ys + yp, yo
� �

= ysk k22 + yp
���

���
2

2
+ yok k22 − 2 yTs yo + yTp yo − ysð Þ

� �
:

ð3Þ

To project the knowledge graph to knowledge space, we
minimize a margin-based ranking criterion over the training
set:

L = 〠
s,p,oð Þ∈S

〠
s′,p,o′ð Þ∈S s,p,oð Þ′

γ + d ys + yp, yo
� �

− d ys′+ yp, yo′
� �h i

+
,

ð4Þ

where ½x�+ denotes the positive part of x, γ > 0 is a margin
hyperparameter, and

S s,p,oð Þ′ = s′, p, o
� �

∣ s′ ∈ E
n o

∪ s, p, o′
� �

∣ o′ ∈ E
n o

: ð5Þ

In the knowledge graph embedding, the loss function,
constructed according to Equation (4), has lower values of
the energy for training triplets than for wrong triplets, so
the embeddings for the knowledge graph have the ability to
distinguish wrong triplets. As for the wrong triplets, it is con-

structed according to Equation (5), which is composed of
training triplets with either the subject or object replaced by
a random entity (but not both at the same time).

3.4. Mapping Module. To consider the image visual feature
and extra knowledge feature comprehensively, the mapping
module is adopted to learn the joint visual and knowledge
embedding. In the mapping module, there is a projection
matrix W ∈ℝr×M from the feature space to the knowledge
embedding space:

ys′=Wxs, ð6Þ

yo′ =Wxo, ð7Þ

yo′ − ys′≈ yp, ð8Þ

where ys′ and yo′ are the vector representations after the
projection of xs and xo. To guarantee that the corresponding
entities are close to each other during the projection process,
a modified triplet loss is employed, where the triplet loss [32]
can encourage matched entities from the twomodalities to be
closer than the mismatched ones by a fixed margin. To this
end, two sets of entity triplets for each positive visual-
knowledge pair are denoted by ðyE′ , yEÞ:

triyE′ = yE′ , yE, yE′−
n o

, ð9Þ

triyE = yE′ , yE , y−E
n o

, ð10Þ

where s, o ∈ E and the set triyE′ and triyE correspond to triplets

with negatives from the visual mapping and knowledge
space, respectively. If the superscripts s, o ∈ E are omitted
for clarity, the triplet lossLTr is the summation of two losses
LTr

y ′ and LTr
y :

LTr
y ′ = 〠

N

i=1
max 0, sim y′−i , yi

� �
− sim yi′, yi

� �
+m

h i
, ð11Þ

Object
detection

Person

Person

Motorcycle

Motorcycle

Knowledge
graph

Ride

Feature
extraction

w

w

CN
N

Figure 1: The overview of our visual relationship detection model. It consists of visual module, knowledge module, and mapping module.
Visual module uses the CNN to detect a set of objects in images and extracts the visual features of the objects. Knowledge module consists
of a knowledge graph, which is embedded in a low dimension vector space. Mapping module maps the visual features to the knowledge
space for relationship detection.
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LTr
y = 〠

N

i=1
max 0, sim yi′, y−i

� �
− sim yi′, yi

� �
+m

h i
, ð12Þ

LTr =LTr
y ′ +LTr

y , ð13Þ

where LTr
y ′ guarantees that entities in knowledge space

can be close to the corresponding entities in the visual map-
ping space, LTr

y guarantees that the entities in visual map-
ping space can be close to the corresponding entities in
knowledge space,N is the number of entities,m is the margin
between the distances of positive and negative pairs, and
simðÞ is a similarity function, which is the cosine similarity
function:

sim yi′, yi
� �

= yi · yi′
yik k × yi′

�� �� : ð14Þ

4. Experiments

Datasets: the visual relationship detection (VRD) [1] dataset
contains 5,000 images with 100 object categories and 70 rela-
tions. In total, VRD contains 37,993 relationship annotations
with 6,672 unique relationships and 24.25 relationships per
object category. We follow the same train/test split as in pre-
vious works [1] to get 4,000 training images and 1,000 test
images. To demonstrate that the proposed method can work
reasonably well on a dataset with small relationship space,
experiments in terms of visual relationship detection task
are performed in the VRD dataset.

The visual genome (VG) [12] dataset is the latest release
version (VG v1.4) that contains 108,077 images with 21 rela-
tionships on average per image. Each relationship is of the
form (subject, relation, object) with annotated subject and
object bounding boxes. Since the VG dataset is annotated
by crowd workers, the objects and relations are noisy. There-
fore, we clean it by removing nonalphabet characters and
stop words and use the autocorrect library to correct spelling.
Finally, the data is split into 86,462 training images and
21,615 testing images. The statistics for datasets can be found
in Table 2.

Knowledge graph: in order to take advantage of the effec-
tive background knowledge, the knowledge graph for visual
relationship detection is constructed according to the proc-
essed image label information and the public knowledge
graph, WordNet [64]. To build the accurate knowledge
graph, the annotation noise in the dataset should be
removed. Firstly, duplicate words are deleted, such as “apple
apple” and “dog dog.” Secondly, phrases with the same
meaning are merged, such as “surfboard” and “surf board.”
Specifically, the one with more occurrences in the dataset is
selected and replaces other phrases with identical meaning.
Then, we build the knowledge graph by using the object-
object relationship annotations in the dataset.

However, this kind of knowledge graph lacks some com-
mon sense information. For instance, it can be helpful to
know that a horse is a kind of animal. But if images of horse
labels miss the “animal” label, our constructed knowledge

graph will also lack in this common sense. Thus, it is neces-
sary to combine our constructed knowledge graph with the
semantic knowledge graph, WordNet. First, we collect the
new nodes in WordNet which directly connect to the nodes
in the constructed knowledge graph. Then, we add these
new nodes to our knowledge graph. Finally, we take all of
the WordNet edges between these nodes and add them to
the knowledge graph.

Table 4: Results on the VG dataset.

Dataset VG

Task Phrase det.
Relationship

det.
Predicate det.

Metric R@50 R@100 R@50 R@100 R@50 R@100

Lu’s-V [1] — — — — — —

Lu’s-VLK [1] — — — — — —

VtransE [48] 9.46 10.45 5.52 6.04 61.45 61.70

Ours 9.59 10.52 5.63 6.16 62.52 62.73

Table 3: Results on the VRD dataset.

Dataset VRD

Task Phrase det.
Relationship

det.
Predicate det.

Metric R@50 R@100 R@50 R@100 R@50 R@100

Lu’s-V [1] 2.24 2.61 1.58 1.85 7.11 7.11

Lu’s-VLK [1] 16.17 17.03 13.86 14.70 47.87 47.87

VtransE [48] 19.42 22.42 14.07 15.20 46.99 46.99

Ours 23.67 25.01 16.56 18.13 48.64 48.64

Table 2: Statistics for the datasets.

Datasets Images
Object
types

Predicate
types

Relationship
types

VRD
[1]

5,000 100 70 6,672

VG [12] 108,077 200 100 19,237

Table 1: Notations used in this paper.

Notations Descriptions

ℝM m-dimensional Euclidean space

x, x, X Scalar, vector, and matrix, respectively

xs, xo Feature of subject and object in image, respectively

ys, yo
Knowledge embedding of subject and object,

respectively

yp Knowledge embedding of predicate

d Dissimilarity function

S Set of relation triplets

E Set of entities

R Set of relations

sim Similarity function
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(a) Person, wear, skis (b) Person, wear, skis

(c) Person, wear, skis (d) Person, ride, skateboard

(e) Person, ride, skateboard (f) Person, ride, skateboard

(g) Wheel, on, motorcycle (h) Umbrella, cover, person

Figure 2: Continued.
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Detecting a visual relationship involves classifying both
the objects, predicting the predicate, and localizing both the
objects. To study the model’s performance for visual relation-
ship detection, the visual relationship detection is measured
in three tasks: (1) predicate detection: predict a set of possible
predicates between pairs of objects, under the given ground
truth object boxes and labels; (2) phrase detection: output a
label (subject, predicate, object) and localize the entire rela-
tionship as one bounding box; and (3) relationship detection:
output a set of (subject, predicate, object) and localize both
subject and object in the image simultaneously.

Metrics: Recall@50 (R@50) and Recall@100 (R@100) are
adopted as evaluation metrics for detection. R@K computes
the fraction of times a correct relationship is predicted in
the top K confident relationship predictions in an image.
Note that precision and average precision (AP) are also
widely used metrics, but they are not proper as visual rela-
tionships are labeled incompletely and they will penalize
the detection if we do not have that particular ground truth.

Compared methods: we compare our model with three
representative models. The three visual relationship detec-
tion models are as follows: (1) Lu’s-V (V-only in [1]): it is a
two-stage separate model that first uses R-CNN [63] for
object detection and then adopts a large-margin JointBox
model for predicate classification; (2) Lu’s-VLK (V+L+K in
[1]): a two-stage separate model that combines Lu’s-V and
word2vec language priors [65]; (3) VtransE [48]: a fully con-
volutional visual architecture that draws upon the idea of
knowledge embedding for predicate classification.

4.1. Comparison on VRD. The proposed model is first vali-
dated on the small VRD dataset with comparison to the sim-
ilar methods using the metrics proposed above in Table 3.
From the quantitative results, it can be found that the pro-
posed model outperforms other methods in all tasks. Specif-
ically, our proposed model improves performance by 4.25%
in the phrase detection task and improves performance by
2.93% in the relationship detection task. These improve-
ments validate the assumption that visual relationships might
be helpful for object detection, which can be owed to the
incorporation of the knowledge graph as an additional source
of information. In addition, the improvement in predicate

detection shows that the incorporation of the knowledge
graph can provide more meaningful information than the
word-level text.

4.2. Comparison on VG. The results of the proposed model
on the VG dataset are presented in Table 4. Since VG is a rel-
atively large and newer dataset, some representative models
have not been validated on it. In addition, some methods
have no public codes, and we can only mark the performance
of these methods as a blank in Table 4. Even though the vari-
ety of possible relationships becomes more diverse, our pro-
posed model still outperforms other methods in all tasks.
Specifically, our proposed model improves performance by
1.07% in the predication detection task. Since the predicate
detection isolates the factor of subject/object localization
accuracy by using ground truth subject/object boxes and
labels, it focuses more on the relationship recognition ability
of a model. Therefore, the improvement of our model in this
task shows that the incorporation of the knowledge graph is
essentially effective for visual relationship detection. Besides,
the performance of our proposed model has been improved
to some extent, but it is not obvious in phrase detection task
and relationship detection task. It may be due to the noise
annotations in the large-scale VG dataset and the limited
quality of the constructed knowledge graph.

4.3. Case Study. The VRD and VG datasets have densely
annotated relationships for images with a wide range of
types. From the qualitative results in Figure 2, it shows that
our model can clearly detect a wide variety of visual relation-
ship categories. Specifically, in Figures 2(a)–2(c) are the same
interactive relationships (person, wear, skis). Figures 2(d)–
2(f) are the same positional relationships (person, ride, skate-
board). It shows that our model can detect different types of
identical relationship, even though their visual representa-
tions are quite divergent. Moreover, there are more catego-
ries of relationships, such as Figure 2(g) (wheel, on,
motorcycle), Figure 2(h) (umbrella, cover, person), and
Figure 2(i) (person, ride, horse). It shows that the proposed
model can be able to cover all kinds of relationships in (sub-
ject, predicate, object), where the predicate can be a verb, spa-
tial, and preposition.

(i) Person, ride, horse

Figure 2: Qualitative examples of relationship detection. The red rectangles are identified subjects, the blue rectangles are identified objects,
and the captions below are identified visual relationships.
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5. Conclusion

The visual relationship detection has been treated as a critical
task in enhancing the functionalities of IoTs with CI tools.
Considering the sparsity of multimedia IoT data, this work
investigates the improvement of visual relationship detection
with the knowledge graph as the additional structural seman-
tic information. We proposed a new model for visual rela-
tionship detection incorporating the knowledge graph. In
the proposed model, the Faster-RCNN and TransE models
are used for feature learning from the image and knowledge
graph, respectively. A third module is proposed to combine
the two parts at the level of low dimensional vectors. Further-
more, a corresponding loss function is designed for the whole
network. We validate the effectiveness of the proposed model
on several datasets, both on the classification and detection
task, and demonstrate the superiority of our approach over
other similar methods. The proposed model can be applied
for both the knowledge discovery and security analysis for
sparse multimedia IoT data. Our future work includes the
combination of other techniques like graph neural networks
for visual relationship detection, as well as the privacy preser-
vation towards these multimedia IoT data.
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Gather prediction is an indispensable part of smart city projects. The city government can respond in advance based on gather
predictions and greatly reduce the loss and risks caused by vicious gatherings. Compared with other trajectory prediction tasks
(i.e., the recommendation of point of interest), gather prediction pay more attention to real-time trajectory data and requests
stronger spatial-temporal dependence. At the same time, gather prediction is more focused on scenes with multiple types of
trajectories. And the existing methods majorly rely on the trajectory data and ignore the great influence of geographical
environment (i.e., road network structure). Therefore, this paper transforms the gather prediction into the trajectory prediction
task with strong real-time condition in a certain city and conducts the gathering situations by predicting users’ aggregated
movements in next minutes or hours. A novel Spatiotemporal Gate Recurrent Unit (STGRU) model is proposed, where
spatiotemporal gates and road network gate are introduced to capture the spatiotemporal relationships between trajectories.
Compared with existing methods, we improve the performance of the model by adding road network structure and external
knowledges, as well as time and distance gates to reduce model parameters. The proposed STGRU is evaluated on three real-
world trajectory datasets, and the experimental results demonstrate the effectiveness of the proposed model.

1. Introduction

In recent years, various problems caused by the gathering of
people are one of the main reasons hindering urban con-
struction and development. Crowd gatherings are prone to
various accidents, such as stampede, fighting, and wounding,
which place high demands on the city’s management and
control capabilities. Therefore, gather prediction can greatly
help the city government react in advance and significantly
reduce the losses and risks caused by vicious gatherings
[1, 2]. As an indispensable part of smart transportation,
gather predictionmainly leverages the trajectory data collected
by various Internet of Things sensing devices [3–6] (such as
mobile phones [7], cars, and other GPS devices [8]). These tra-
jectory data include multiple types of patterns such as walking,
driving, and public transportation. Firstly, the city government
needs to predict the gathering situation to take preventive
measures in advance and combine the geographical features
such as rivers and buildings to divide the regions. Then, the

city government may process all the trajectory data at the cur-
rent moment in the city by predicting its location at a certain
time in the future. Finally, the gather is obtained through sta-
tistical methods or clustering algorithms on trajectory predic-
tion results.

In order to achieve high-accuracy trajectory prediction,
current methods majorly focus on modeling the sequential
of the trajectory data and the time interval and distance inter-
val between adjacent trajectory points. The main object is to
integrate temporal and spatial features to model user behav-
ior patterns. Typical techniques like recurrent neural net-
works (RNN) [9], Long short-term memory (LSTM) [10],
and Gate Recurrent Unit (GRU) [11] have been successfully
applied to various types of sequential data modeling and have
greatly improved performance. However, none of the above
methods consider time intervals and geographic informa-
tions [12] in the trajectory data. Some recent works are
devoted to extending RNN and LSTM to enable modeling
of time and distance intervals between neighbor points. For
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example, ST-RNN [13] tries to model spatiotemporal con-
text by extending RNN, and HST-LSTM [14] merged the
spatiotemporal influence into LSTM. Recently, STGN
[15] achieves SOTA by designed two pairs of time and
distance gates to model the time interval and distance
interval separately.

Nevertheless, trajectory data applied for gather predic-
tion usually suffers the data sparsity [16], due to the uneven
sampling interval and distribution of sensing devices. Previ-
ous efforts tried to apply spatial-temporal relations to miti-
gate the problem of data sparsity, but the effect is not
obvious. Inspired by Li et al. [17], geographic environment
information (such as road network structure) and external
knowledge (such as weather information and holiday infor-
mation) can effectively alleviate the problem of data sparsity.
The impact of the geographic environment is essential for the
modeling of short-term and long-term behavior patterns of
users, and weather and holiday information will affect the
overall behavior of users. For example, if the user’s continu-
ous trajectories are on the same road segment, it can be
judged that the current behavior patterns are similar. Mean-
while, the long-term historical trajectory road network infor-
mation can well assist in modeling the long-term behavior
pattern of users. Furthermore, on weekends, more people
are willing to visit more distant areas and stay in a certain
location for a long time. All these side information can ben-
efit mitigate the problem of data sparsity and improve the
performance of gather prediction.

In order to make full use of external knowledge, this
paper proposes a new spatiotemporal gated network by inte-
grating road network structure and external knowledge,
named Spatiotemporal Gate Recurrent Unit (STGRU). One
pair of time gate and distance gate is designed to capture
the short-term behavior pattern by utilize time and distance
intervals, and a road network gate is introduced to memorize
road network structures to model geographical environment
constraints.

The proposed model abstracts the road network structure
of the city into a planar graph and extracts the road network
structure of a certain track point. And the weather and holi-
day information are integrated into the track information for
input. Moreover, STGRU can model the long-term and
short-term behavior patterns of users and reduce the scale
of model parameters to a certain extent. Finally, the proposed
model processes the trajectory prediction results with statis-
tic methods to achieve gather prediction. Experiments show
that considering the road network structure and external
knowledge can effectively improve the performance of the
model.

Our contributions are summarized below:

(1) Based on the standard Gate Recurrent Unit, we pro-
posed a Spatiotemporal Gate Recurrent Unit
(STGRU) model, which integrates road network
structure and external knowledge, and reduces the
amount of model parameters to a certain extent

(2) We propose an innovative gating mechanism, adding
road network gate, which can model the road net-

work structure for learning spatiotemporal relation-
ships between users’ trajectories

(3) We evaluate the proposed method on three real-
world datasets including population data of Nagoya,
Osaka, and Tokyo. The comprehensive comparisons
with the state-of-the-art methods show the effective-
ness of our model

2. Related Work

2.1. Smart Transportation and Trajectory Data. Smart trans-
portation is a major component of smart city. The main
research difficulty is the analysis and decision-making reac-
tion of traffic information.

Traffic information analysis [18] includes traffic flow
forecasting and traffic demand forecasting. Traffic flow fore-
casting [19, 20] and traffic congestion forecasting can help
better regulate and control traffic and can effectively alleviate
traffic congestion. The taxi demand forecasting method pro-
posed by Geng et al. [21] can help taxi companies to better
allocate vehicles. Li et al. [22] proposed a method for fore-
casting the demand for shared bicycles, which can optimize
resource scheduling.

Mining and analysis of trajectory data can assist in traffic
planning decisions. Wei et al. [23] used the number of stops
and the parking position to analyze the effectiveness of the
main line coordination.

2.2. Spatiotemporal Data Modeling. On the other hand, tra-
jectory data is a type of spatiotemporal data, with two dimen-
sions of time and space. Data mining of spatiotemporal data
is very difficult, and it is also one of the current research hot-
spots. The Markov chain-based model [24] is a classic
sequence model. And deep learning methods [25] such as
RNN, LSTM, and GRU have excellent results in time model-
ing. The method based on matrix factorization [26] or tensor
factorization [27] can model spatial features. CNN [28, 29]
and GCN [30] are currently the best spatial modeling
methods.

In order to capture the spatiotemporal features, Al-
Molegi et al. (2016) proposed STF-RNN [31] to learn differ-
ent temporal and spatial features. The TGCN [32] proposed
by Zhao et al. uses GRU and GCN stacking to model spatio-
temporal features. The STGCN [33] innovatively used CNN
to model temporal features and achieved good results.

2.3. Gather Prediction. Gather prediction is an indispensable
part of smart transportation, which includes many applica-
tion scenarios, such as hotspot area analysis, passenger flow
prediction, and population transfer prediction. Tomaharu
et al. [34] proposed a collective graphical model to predict
the transition populations between areas. Verma et al. [35]
use trajectory data to mine hotspots and realized large-
granularity gather prediction. Ni et al. [36] through passen-
ger flow forecasting realized the gather prediction between
cities. Kumar et al. [37] used trajectory clustering and simi-
larity analysis for gather prediction. Gather prediction also
can be transformed into a multitrajectory prediction task
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under the same time and space, which is focus on the time
and space characteristics between multiple trajectories.

2.4. Trajectory Prediction. Different with other prediction
tasks, the main features of trajectory prediction are geo-
graphic information and time information. Trajectory pre-
diction can also use position semantics, speed, and
direction. Based on the traditional probability, matrix factor-
ization decomposes the matrix with a low-rank matrix to
obtain the implicit feature vector of the user and the trajec-
tory. Tensor factorization expands to three dimensions,
including user, time information, and spatial information.
Kurashima et al.’s [38] sampling is based on the subject and
the distance between the user and the historical location.
Liu et al. [39] combined location semantics to embed geo-
graphic context information. Research has shown that the
sequence between consecutive trajectory points plays a vital
role in trajectory prediction, and it is more significant in
strong real-time trajectory data, because human behavior
patterns are sequential. For prediction based on sequential
data, the Markov chain model [40] is the most classic. Cheng
et al. proposed a tensor-based model, named FPMC-LR [41],
by fusing first-order Markov chains and distance constraints.
Feng et al. proposed a personalized ranking metric embed-
ding method (PRME) [42], which embeds the state at all
times uniformly, and calculate the Euclidean distance
between vectors to measure the similarity.

Neural networks are widely used in various tasks because
they can learn to model various nonlinear features. The ST-
RNN proposed by Liu et al. (2016) is the first method to
introduce a deep neural network into trajectory prediction,
ST-RNN uses spatiotemporal information to expand RNN,
and its effect is improved. STF-RNN replaced the transition
matrix with the internal representation of automatically
extracted spatiotemporal features, which can more effectively
discover useful features related to model human behavior.
Zhu et al. [43] considered modeling time intervals to improve
performance and equipped LSTM with time gating. Yang
et al. [44] used neural network models to model social net-
work structure and user trajectory behavior patterns. HST-
LSTM introduces spatiotemporal factors into the gates exist-
ing in LSTM to model spatiotemporal features.

A recently proposed STGN considers the spatiotemporal
context. Our proposed STGRU has the following differences
from STGN. First, STGRU is extended based on GRU, which

reduces the amount of parameters and is more suitable for
real-time trajectories. STGN adds time and space gates to
LSTM, and the amount of parameters is more than twice that
of LSTM. Secondly, STGRU is equipped with external knowl-
edge gate to extract the road network structure to enhance the
spatiotemporal characteristics and the influence of external
knowledge on the overall movement pattern. However, STGN
is only based on the trajectory of a single user, and it is difficult
to capture the spatiotemporal relationship between users.

3. Method

In this section, we firstly give the definitions of gather predic-
tion and introduce preliminaries for GRU. Then, we propose
Spatio-Temporal Gated Recurrent Unit (STGRU), which
uses time and distance intervals and road network structure
to model short-term and long-term behavior patterns of
users.

3.1. Overview. As shown in Figure 1, we perform trajectory
prediction by stacking a STGRU layer and a softmax layer,
then compare the result of trajectory prediction with the
threshold η to obtain the result of gather prediction.

In our proposed Spatio-Temporal Gated Recurrent Unit,
three gates are designed to extract spatiotemporal features
and model user behavior patterns. The time gate and the dis-
tance gate can learn the time interval and distance interval in
the trajectory, obtaining users’ short-term behavior patterns.
The road network gate aims to capture road network struc-
tural features which have the impact on short-term and
long-term behavioral patterns.

In this paper, we only discuss the meshing method of
dividing area, because meshing has the highest applicability.
The STGRU model is also applicable to other dividing area
methods, and has been echoed in comparative experiments.

3.2. Problem Formulation. Let U = fu1, u2,⋯, uMg be the set
ofM users. And according to the side length a, divide the city
into a number of grids and number them, where each grid
area is a2. Each grid corresponds to a unique area ID r. For
user u, she has a sequence of historical regions visited up to
time ti−1 represented as Hu

i = rut1 , r
u
t2
,⋯, ruti−1 , where r

u
ti
means

the region user u visits at time ti.
The goal of gather prediction is to predict the regions

where all users are located at time ti. Specifically, the higher
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Figure 1: Gather prediction network model based on STGRU.
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the prediction score sur,ti of user u for the region r at time ti,
means the higher probability that the user u would like to
located in the region r at time ti.

According to the prediction scores of all users, predic-
tions ofM × k possible regions can be obtained. The number
of people in the region r can be obtained by counting the pre-
diction results. And the gather in the region r can be judged
whether there the number is through the threshold η:

numberr,ti = 〠
u∈U

sur,ti ,

rstate =
1, numberr,ti ≥ η

0, numberr,ti < η

 
,

ð1Þ

where rstate is the gather state of region r, 1 means there is
clustering in the region r, 0 is not, and numberr,ti is the num-
ber of people in the region r at time ti.

3.3. Gated Recurrent Unit.GRU (Cho et al. 2014), a variant of
LSTM, can also learn the long dependency problem in RNN
networks. The structure of GRU is simpler than that of the
LSTM network, while the effect is very good. In order to
reduce the amount of parameters to be more in line with
real-time data types, our method uses standard GRU as show
in Figure 2. Based on the standard LSTM network, GRU
combines the forget gate and input gate of LSTM into a single
update gate, removes the cell state, and uses the hidden state

to transfer information. The basic update formula of GRU is
as follows:

Rt = σ Wxr Ht−1, Xt½ � + brð Þ, ð2Þ

Zt = σ Wxz Ht−1, Xt½ � + bzð Þ, ð3Þ
~Ht = tanh WxhXt +Whh Rt ⊙Ht−1ð Þ + bhð Þ, ð4Þ

Ht = Zt ⊙Ht−1 + 1 − Ztð Þ ⊙ ~Ht: ð5Þ
Assuming that the number of hidden units is h, the batch

input Xt ∈ℝn×d at given time step is t, and the hidden state of
the previous time step is Ht−1. Rt , Zt ∈ℝn×h represents the
reset gate and update gate, where σð·Þ is the logistic sigmoid
function. ~Ht ∈ℝn×h represents the candidate hidden state at
time step t, where tanh ð·Þ is the double tangent function.
Wxr ,Wxz ,Wxh,Whr ,Whz ,Whh ∈ℝd×h is the weights of
gates. br , bz , bh is corresponding biases. And e represents
for the element-wise (Hadamard) product.

The reset gate Rt controls how the hidden state of the pre-
vious time step flows into the candidate hidden state of the
current time step and captures long-term dependencies in
the time series. The update gate Zt can control how the hid-
den state should be updated by the candidate hidden state
containing the current time step information and capture
short-term dependencies in the time series.

3.4. Components. As shown in two dotted red rectangles in
Figure 3, STGRU have added time gate, distance gate, and
road network gate, which are denoted as Tt , Dt , and Roadt ,
respectively. Tt and Dt are used to model the influence of
time interval and distance interval on trajectory prediction,
and Roadt is used to capture the influence of road network
structure on behavior patterns. Based on GRU, time gate, dis-
tance gate, and road network gate equations are as follows:

Tt = σ WxtXt + σ ΔttWtð Þ + btð Þ,
Dt = σ WxdXt + σ ΔdtWdð Þ + bdð Þ,

Roadt = σ WxroadXt + σ roadtWroadð Þ + broadð Þ:
ð6Þ

Combining Tt , Dt , and Roadt , the calculation equation
for reset gate and update gate is added as

~Rt = Rt ⊙ Roadt ,
~Zt = Zt ⊙ Tt ⊙Dt ⊙ Roadt ,

ð7Þ

then modify Eqs. (4) and (5) to

~Ht = tanh WxhXt +Whh
~Rt ⊙Ht−1
� �

+ bh
� �

,

Ht = ~Zt ⊙Ht−1 + 1 − ~Zt

� �
⊙ ~Ht ,

ð8Þ

where Δtt is the time interval and Δdt is the distance interval.
rt represents road network information. Tt is equivalent to
the time interval input information filter, Dt is equivalent to
the distance interval input information filter, and Roadt is
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Figure 2: The standard GRU model.
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gate, i.e., Tt , Dt , and Roadt .
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used to capture the input information of the road network
structure. Calculate the influence of the road network gate
on the reset gate and the influence of multiple gate controls
on the update gate by adding a new reset gate state ~Rt and a
new update gate state ~Zt . The influence of the gates deter-
mines the influence on the hidden stateHt .

The candidate hidden state ~Ht is determined by input
information, reset gate, and the hidden state of the previous
time step. The second reset gate state ~Rt is designed to mem-
ory the user’s long-term road network access information.
Roadt is used to memorize the road network information rt
, then transferred to ~Rt , further to ~Ht , and help simulate the
long-term behavior pattern of users.

The update gate Zt can capture short-term dependencies.
Therefore, a time gate and a distance gate are designed, com-
bined with the above road network gate to control update
gate state. Tt memorizes the Δtt between the track points,
referring to LSTM, and uses element-wise (Hadamard) prod-
uct to incorporate it into the second update gate state ~Zt .
Similarly, Dt memorizes the Δdt between the track points,
and Roadt memorizes the road network information and
integrates it into ~Zt . Modeling the distance interval can help
capture the user’s spatial behavior patterns, and modeling the
time interval can help capture the user’s behavior patterns
such as speed and state. Modeling the road network structure
can help capture users’ short-term behavior constraints and
long-term goals, as well as capture the spatial relationships
between users.

The method of adapting the model for gather prediction
is as follows. First, calculate the time interval and distance
interval between track points, and Hu can be converted to

ru1 , 0, 0ð Þ, ru2 , t
u
2 − tu1 , d l1, l2ð Þð Þ,⋯, run, t

u
n − tun−1, d ln−1, lnð Þð Þ½ �:

ð9Þ

Secondly, add weather, holiday information, and road
network information and further transform it into

run, weathern, daten, t
u
n − tun−1, d ln−1, lnð Þ, roadnð Þ, ð10Þ

where rut contains longitude, latitude, and located region;
weathert contains the highest temperature, lowest tempera-
ture, and average temperature; and datet is marked with 0
or 1 according to whether the date is a holiday. Then, Xt in
STGRU is equivalent to ðrut , weathert , datetÞ, Δtt is equivalent
to tut − tut−1, and Δdt is equivalent to dðlt−1, ltÞ, where dð·, · Þ is
the function that computes the distance between two track
points. roadt is a vector, which is concatenated by the node
where the trajectory point is located in the road network
graph and the neighbor nodes. For example, the road seg-
ment where the trajectory point i is located represents nod
ei, and the c neighbor nodes of nodei are, respectively, repre-
sented as nodei+1, nodei+2,⋯, nodei+c. Then, roadt can be
expressed as roadt = ðnodei, nodei+1,⋯, nodei+cÞ. In addi-
tion, in order to extract the behavior pattern of the group,
we performed a unified modeling for all users and deleted
the user ID.

This paper uses a single-layer network model for com-
parison experiments, adds softmax layer for output, and uses
the loss function of categorical cross entropy:

J = −〠
K

i=1
yi log pið Þ: ð11Þ

Finally, the forecast results are counted in the same time
and space. When the statistical value of a certain region r
exceeds the set threshold η, it is considered that this region
will gather.

3.5. Analysis and Training. STGRU reduces the amount of
model parameters. The parameter quantity of a single
STGRU unit can be calculated as 3 × d2h + 6 × dh × dx + 6 ×
dh, where dn is the number of hidden units, and dx is the
number of input units. Similarly, the unit parameter quantity
of a LSTM unit can be calculated as 4d2h + 4 × dh × dx + 4 × dh
. The GRU unit has one less gate than the LSTM unit, and the
amount of parameters is also reduced accordingly, which can
be calculated as 3 × d2h + 3 × dh × dx + 3 × dh. The STGN
model is the current SOTA method and is an improved
model based on LSTM. The unit parameter of STGN can
be calculated as 5 × d2h + 8 × dh × dx + 10 × dh. The number
of parameters of STGRU is slightly more than that of LSTM,
which is one-third to one-half less than STGN.

The optimizer use Adam, a variant of Stochastic Gradient
Descent (SGD), which comprehensively considers the gradi-
ent’s first moment estimation (first moment estimation, the
mean value of the gradient) and second moment estimation
(second moment estimation), and calculates the update step
length of parameters. It can automatically adjust the learning
rate, and it is very suitable for large-scale data and parameter
scenarios.

4. Experiments

In this section, we conduct experiments to evaluate the per-
formance of our proposed model STGRU on three real-
world datasets.

4.1. Dataset. We evaluated our proposed method on three
SNS-based people flow datasets released by Nightley and
Center for Spatial Information Science at the University of
Tokyo (CSIS). Each dataset contains trajectories, as detailed
follows.

(i) Nagoya People Flow (NPF): NPF dataset contains
the trajectories of 2387 users in the Nagoya area in
2013, with a total of 1,068,064 track points. The tra-
jectory time is 6 days, which are July (7/22, 7/28),
September (9/16, 9/22), and December (12/24,
12/29). Each trajectory starts from 0 : 00 to 23 : 55
of the current day, and the data interval is 5 minutes

(ii) Osaka People Flow (OPF): OPF dataset contains
4924 users in the Osaka area in 2013, and the cover-
ing time is July (7/22, 7/28), September (9/16, 9/22),
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and December (12/24, 12/29). The total number of
track points is 2,552,883

(iii) Tokyo People Flow (TPF): TPF dataset is the largest
of the three datasets and contains the trajectories of
11536 users amount of 6,883,245 track points in
the Osaka area in 2013. The time is July, 2013 (7/1,
7/7), October (10/7, 10/13), and December (12/16,
12/22).

We eliminate user data whose trajectory length was less
than 30 in the three data sets and then take 70% of the users
as the training set and the remaining 30% as the testing set.

The three datasets do not contain the area information of
the track points. This paper divides the area of the track
according to 5km × 5km in each area and determines the area
where the track points are located according to the latitude
and longitude of the track points in the dataset. A sliding
window is used to generate samples on both training and test
data, and the time interval is randomized within the sliding
window to increase the complexity of the trajectory.

For example, if the time of the first track point is 8 : 00 am,
the random interval is [7, 12, 18, 24, 30, 31]. Assuming the
random number 3, then the time interval between the second
track point and the first track point is 3 × 5 min = 15 min,
which the second track point times are 8 : 15 am.

4.2. Baseline Methods. We compare our proposed model
STGRU with five representative methods for trajectory
prediction.

(i) RNN [9]: it passes the state cyclically in its own net-
work; so, it can accept a wider range of time series
structure input and widely used for time series pre-
diction tasks

(ii) LSTM [10]: this model is suitable for processing and
predicting important events with very long intervals
and delays in time series. To a certain extent, the
problem of gradient disappearance and gradient
explosion of RNN is solved

(iii) GRU [11]: a variant of the LSTM model, which has
fewer parameters than LSTM and shows better per-
formance on certain smaller and less frequent
datasets

(iv) HST-LSTM [14]: it integrates spatiotemporal influ-
ence into the three gates of LSTM. Since there is no
session information in the datasets, its ST-LSTM
vision is used here

(v) STGN [15]: obtained by enhancing LSTM, introduc-
ing two pairs of spatiotemporal gates to capture spa-
tiotemporal relationships

4.3. Evaluation Metrics. In order to evaluate the performance
of our proposed STGRU model and compare it with the
above five baselines, we used two standard metrics area under
curve (AUC) and Recall@K . The trajectory prediction task is
essentially a multiclassification task, and AUC metrics can
better evaluate the classification effect. Recall@K is defined

as the ratio of the number of correct predictions to the total
number of predictions. First, all possible regions are arranged
in descending order according to their probability. Then, the
recall score is calculated as the percentage of the number of
times the true region is found among the top K most likely
regions. In this paper, use K = 1, 5, 10, 15, and 20 to illustrate
different results of Recall@K . U is the set of users, Lu repre-
sents the set of real regions of user u in the testing data,
and PK ,u denotes the set of top K predicted regions; the calcu-
lation formula for Recall@K is:

Recall@K =
1

∣U ∣
〠
u∈U

∣Lu ∩ PK ,u ∣
∣Lu ∣

: ð12Þ

4.4. Results and Discussions

4.4.1. Method Comparison. Table 1 shows the performance of
our proposed model STGRU and the performance of the six
baselines evaluated by Recall@K and AUC on three datasets.
The hidden state size is set to 32 in our experiment, the num-
ber of epochs is set to 200, and the batch size is set to 512. The

Table 1: Evaluation of prediction results in terms of Recall@K and
AUC on three datasets.

(a)

NPF Recall@1 Recall@5 Recall@10 Recall@20 AUC

LSTM 0.0428 0.1677 0.2894 0.4300 0.6951

GRU 0.0712 0.2372 0.3421 0.4771 0.7778

RNN 0.0809 0.2580 0.3570 0.4865 0.8018

ST-LSTM 0.0621 0.2438 0.3663 0.5050 0.7976

STGN 0.0762 0.2728 0.3734 0.5061 0.8177

STGRU 0.0920 0.2829 0.3891 0.5231 0.8290

(b)

OPF Recall@1 Recall@5 Recall@10 Recall@20 AUC

LSTM 0.0383 0.1638 0.2634 0.4375 0.7140

GRU 0.0455 0.1979 0.3007 0.4656 0.7611

RNN 0.0588 0.2258 0.3260 0.4881 0.8324

ST-LSTM 0.0502 0.2107 0.3174 0.4890 0.7817

STGN 0.0633 0.1699 0.2833 0.4920 0.8292

STGRU 0.0681 0.2439 0.3464 0.5116 0.8545

(c)

TPF Recall@1 Recall@5 Recall@10 Recall@20 AUC

LSTM 0.0752 0.3331 0.4849 0.6428 0.8317

GRU 0.0789 0.3319 0.4793 0.6384 0.8451

RNN 0.0856 0.3634 0.5066 0.6561 0.8645

ST-LSTM 0.0864 0.3699 0.5213 0.6682 0.8727

STGN 0.0900 0.3327 0.5103 0.6672 0.8734

STGRU 0.0933 0.3795 0.5263 0.6730 0.8755
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sliding window size is set to 10, and the random time interval
in the Nagoya dataset and the Osaka dataset is 1 to 3. The
random time interval of the Tokyo dataset is 1 to 5, because
the data density in the Tokyo data set is higher, and needs
to increase the complexity of the data by increasing the ran-
dom interval. To be fair, all baseline experiments in this
paper use the same hyperparameter settings.

From the experimental results, the following observa-
tions can be obtained: The STGRUmodel we proposed is sig-
nificantly better than the existing state-of-the-art methods in
all indicators of the three datasets. The performance gains
provided by STGRU over these five counterparts are about
18.1%-110.2%, 5.7%-74.7%, and 3.7%-24.1% in terms of
Recall@1 metric in Nagoya, Osaka, and Tokyo datasets,
respectively. The results show that the mechanism of model-
ing the road network structure in STGRU can better model
user behavior patterns, modeling short-term temporal and
spatial contexts improves the effect on strong real-time data,
and is effective for the task of trajectory prediction. That is
because the added road network gate is combined with the
update gate to integrate the short-term road network charac-
teristics into the model, and the reset gate is combined to
integrate the long-term road network characteristics.

In addition, the performance of RNN on the three data-
sets is better than LSTM. This is because RNN has the char-
acteristics of short-term memory. The closer the time, the
greater the weight of track points. Even if the random inter-
vals are added, the obtained samples still have strong real-
time performance; so, the performance of RNN is better.
Similarly, GRU is superior to LSTM in modeling strong
real-time data. The performance of HST-LSTM and STGN
is better than the above three models, which proves the
importance of spatiotemporal factors to track prediction.
Among them, the performance of STGN is better than
HST-LSTM, which proves that the method of obtaining spa-
tiotemporal effects through specific gates is more effective
than improving on the basis of LSTM gates. The reason
may be the increase of the parameters.

In the three datasets, each dataset covers a total of 6 days
of trajectory data in an area of Japan, and the time interval
between adjacent track points is 5 minutes. Each area can
be divided into about 5000 to 10000 regions. Taking the
NPF dataset as an example, the number of regions is about
5000. It can be calculated that the size of the spatiotemporal
matrix of the dataset is about 5000 × 3000. However, the
number of trajectory points in the NPF dataset is only one
million. After removing the repeated spatiotemporal regions,
the size of the track point coverage matrix is less than 1% of
the size of the spatiotemporal matrix of the dataset. RNN,

LSTM, and GRU are directly trained on the spatiotemporal
matrix, which will lead to the problems of data sparsity.
STGRU adds constraints between track points through time
intervals, distance intervals, and road network structure.
While the STGRU is being trained, only the local area cov-
ered by each sample needs to be considered, which greatly
alleviates the problems of data sparsity in the dataset and
can better model user behavior patterns compared to the
above three models.

4.4.2. Impact of Parameters. In the standard RNN, different
cell sizes will lead to different performance. They studied
the impact of cell size on STGRU. Observe the impact of dif-
ferent cell sizes on model performance by changing the cell
size to 32, 64, 128, 256, and 512. It can be seen from
Table 2 that increasing the cell size to a certain extent can
improve the performance of the model. Large cell size will
increase the training time and result a decline in perfor-
mance. When the number of model units is determined,
the cell size determines the complexity of the model, and a
larger cell size may fit the data better.

4.5. Ablation Experiment

4.5.1. Effectiveness of Time and Distance Gates. STGRU has a
time gate and a distance gate combined with update gate to
capture short-term dependencies. The effectiveness of time
and distance gates on modeling time and distance intervals
is important. The time gate and distance gate can be closed
by set Tt = 1 andDt = 1. In order to eliminate the interference
of road network gates, the road network gate in STGRU was
also closed. There are three sets of experiments, respectively,
closing the time gate and the distance gate and closing both
two gates at the same time to compare and verify the effec-
tiveness of the time gate and the distance gate.

From Table 3, it can be found that time gate and distance
gate have similar importance on the datasets. Compared with
GRU, the performance improvement of GRU +Dt + Tt on
the four evaluation metrics is 27.67%, 18.04%, 11.22%, and
7.23%, respectively. And the performance difference between
GRU + Tt and GRU +Dt is very small, indicating that the
distance interval and time interval have similar effects on
modeling behavior patterns. And the performance improve-
ment of GRU +Dt + Tt is small, indicating that there is a
large degree of overlap in the characteristics of the time inter-
val and the distance interval on the testing dataset.

4.5.2. Effectiveness of Road Network Gates. There is a road
network gate in STGRU, which is integrated with the update
gate and the reset gate to capture long-term and short-term
road network dependencies. The motivation of this group is

Table 2: The performance with different cell sizes.

Cell size Recall@1 Recall@5 Recall@10 Recall@20

32 0.0933 0.3795 0.5263 0.6730

64 0.0922 0.3836 0.5253 0.6754

128 0.0942 0.3774 0.5217 0.6736

256 0.0923 0.3761 0.5238 0.6704

512 0.0913 0.3760 0.5190 0.6658

Table 3: The performance with different times and distance gates.

NPF Recall@1 Recall@5 Recall@10 Recall@20

GRU 0.0712 0.2372 0.3421 0.4771

GRU +Dt 0.0887 0.2763 0.3778 0.5080

GRU + Tt 0.0844 0.2744 0.3773 0.5099

GRU +Dt + Tt 0.0909 0.2801 0.3805 0.5116
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to study the role of road network gates in the update gate and
reset gate through experiments. The road network gate can
be closed by setting Roadt = 1 in ~Rt and ~Zt , respectively.
The effectiveness of the road network gate in capturing
long-term and short-term dependencies can be verified by
setting up three sets of experiments, namely, closing all road
network gates and closing a single road network gate.

As shown in Table 4, the performance of closing a single
road network gate is not as good as closing all road network
gates. This may be due to the long-term features and short-
term features of the road network structure that need to be
used together. The closing of a single road network will cause
the road network information to be invalid for the prediction
result. At the same time, some parameters are used to model
the characteristics of the road network, which will cause the
performance of the model to decrease. Therefore, the perfor-
mance of closing one road network gate alone is almost the
same.

4.5.3. Impact of the Sliding Window Size. In our experiment,
samples are obtained through a sliding window. The size of
the sliding window limits the trajectory length of a single
input. In order to compare the performance of our model
in different size sliding windows, the sliding windows are
set to different lengths to observe the impact, respectively,
10, 15, 20, 25, and 30. In order to ensure the number of sam-
ples under a larger sliding window size, it conducts experi-
ments on the Tokyo People Flow dataset, because the
dataset has the longest average trajectory length.

The size of the sample length determines the length of the
model unit, as well as the parameters of the model. As shown
in Table 5, as the length of the sliding window increases and
the amount of model parameters increases, the overall per-
formance of the model has a certain improvement. When
the sliding window size is set to 30, the model complexity is
3 times that when the sliding window size is 10, the perfor-
mance improvement of the four metrics increases are
8.68%, -4.85%, 11%, and 3.37%, respectively. Although the
increase of the sample length can improve the performance
of the model, it is necessary to consider the actually applica-

tion scenarios of the gather prediction task. The sample
length within 10 is more meaningful, and this is also the main
reason that the sliding window size is set to 10 in our com-
parison experiment with the baselines.

4.5.4. Impact of the Random Interval Size. Another important
parameter is the size of the random interval. Increase the
complexity of the trajectory samples by randomly sampling
of the time interval between the track points in the sliding
window. For comparison, the impact of different random
intervals on the complexity of the trajectory sample and the
performance of the model sets up different random intervals
on the Tokyo People Flow dataset for comparison experi-
ments and sets the random interval sizes to 3, 5, 7, 9, and
11, respectively. Choose the Tokyo People Flow dataset
which the continuity in the dataset is strong, and a certain
degree of complexity is required to better reflect the purpose
of the experiment.

According to Table 6, it can be see that the model perfor-
mance is the best when the random interval size is 5 and 7,
and the random interval size that is too large and too small
will cause the model performance to decrease. On the other
two datasets, the model performance is better when the ran-
dom interval size is 3, which is why the three data sets use dif-
ferent random intervals in the comparison experiment with
the baselines. Using random intervals can make the sample
closer to the data in the real world.

4.6. Case Study. The purpose of verifying the STGRU model
is that it can process and predict short trajectory data and
long trajectory data, which conducted two sets of experi-
ments with the baseline models. If the user’s trajectory data
is scarce, it means that it can hardly understand the user’s
behavior pattern, which requires higher performance of the
model. The experiments are based on the Tokyo People Flow
dataset, taking data with a track length of less than 30 for cal-
culation, without random intervals, and use recall@k as the
evaluation metrics. As shown in Figure 4, STGRU has the
best performance on recall@1 and recall@5, which proves
that STGRU can better handle sparse data.

In another set of experiments, data with track length
greater than 200 was obtained and followed the parameter
settings of the comparative experiment. As shown in
Figure 5, STGRU is also superior to all baselines on long tra-
jectory data, which proves that STGRU can extract and use
long-term features very well, especially the effectiveness of
long-term road network features for modeling strong real-
time data.

Table 4: The performance with different set of road network gates.

NPF Recall@1 Recall@5 Recall@10 Recall@20

STGRU − Rt 0.0909 0.2801 0.3805 0.5116

STGRU − R2t 0.0867 0.2776 0.3786 0.5101

STGRU − R1t 0.0862 0.2795 0.3796 0.5093

STGRU 0.0920 0.2829 0.3891 0.5231

Table 5: The performance with different window sizes.

Window size Recall@1 Recall@5 Recall@10 Recall@20

10 0.0933 0.3795 0.5263 0.6730

15 0.0929 0.3897 0.5331 0.6828

20 0.0949 0.3624 0.5174 0.6786

25 0.0905 0.3794 0.5267 0.6831

30 0.1014 0.3611 0.5842 0.6957

Table 6: The performance with different random interval sizes.

Rand interval Recall@1 Recall@5 Recall@10 Recall@20

3 0.0889 0.3725 0.5148 0.6636

5 0.0933 0.3795 0.5263 0.6730

7 0.0920 0.3835 0.5300 0.6776

9 0.0822 0.3677 0.5196 0.6752

11 0.0747 0.3512 0.5104 0.6702
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5. Conclusion

In this paper, we propose a Spatio-Temporal Gate Recurrent
Unit (STGRU) model by enhancing Gate Recurrent Unit for
gather prediction. In STGRU, the time gate and distance gate
are introduced to model the time interval and distance inter-
val between consecutive trajectory points, which are essential
to describe the short-term behaviors of users, and the road
network gate is introduced to model the long-term and
short-term road network structure. We believe that the geo-
graphical environment represented by the road network

structure is very important for both the short-term and
long-term behaviors of users. The three gates are combined
with the update gate in the GRU to extract the user’s short-
term behaviors pattern. Only the road net gate and the reset
gate in the GRU are combined to extract long-term behaviors
patterns of users. Experimental results on three real-world
datasets prove the effectiveness of our model, which is better
than the latest methods.

In future work, we will further incorporate the structured
representation of road network information into the model
to further improve the aggregation prediction performance.
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Figure 4: The performance on trajectory data length is less than 30.
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Figure 5: The performance on trajectory data length is greater than 200.
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