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In the article titled “Prediction of Concrete Compressive
Strength and Slump by Machine Learning Methods” [1],
there was an error in equation (1), which should be corrected
as follows:

MAE �
1
n



N

i�1
predictedi − actuali


. (1)
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0e tenant mix layout of shoppingmalls affects shopper consumption behaviour and the performance of malls.0emain function
of the tenant mix layout is to increase store sales by increasing footfall. However, although existing studies have shown the
importance of the spatial clustering effect and the physical information about tenants, the authors of those studies did not properly
consider both the spatial clustering effect and the physical information about tenants at the meantime. 0rough this study, we
aimed to maximize the spillover effect of the stores in the shopping centre while considering both the spatial clustering effect and
physical information about tenants. 0erefore, we present a problem called the tenant mix problem, which is to determine the
optimal tenant configuration scheme for existing shopping centre space segmentation to maximize the rental income of a
shopping centre. To solve this problem, a nonlinear integer optimization model with defined characteristics was proposed and
solved using a genetic algorithm. A shopping centre case study is also presented to verify the performance of the model.

1. Introduction

0e retail industry is facing great challenges and transfor-
mation opportunities [1]. Traditional retailers are facing
difficulties as retail spending shifts from offline to online
shopping, and a large proportion of retail spending is
covered by service spending. Online retailing increased by
10% a year from 2009 to 2014 while spending at big box and
department stores declined by about 4% a year [2], followed
by a spate of retail property closures in China and the United
States [3].

Shopping centres are faced with escalating retail
challenges, forcing owners to optimize rental pricing, store
layout, tenant mix, and product selection and continu-
ously utilize other strategies [4]. A shopping centre’s lease
form gives the owner enough motivation to create and
improve the retail environment for retailers during the
operating period [5, 6]. Previous studies have shown that
tenant mix is one of the determinants of the success of
shopping centres [7–11]. 0e physical environment of a
store is a trigger that can significantly affect the shopping
attitudes and behaviours of consumers. 0e reasonable

distribution of anchor stores and nonanchor stores in a
mall, as well as the accumulation of homogeneous and
heterogeneous retail types, enables each area of the
shopping centre to have a specific dynamic atmosphere
and guide the flow of customers, thus reducing gross
shopping time and increasing the frequency at which
shops on both sides are patronized [12, 13]. An excellent
tenant mix layout can make the customer flow in a
shopping centre orderly, strengthen customers’ impres-
sions of the stores, encourage shopping behaviour, im-
prove shopping efficiency, and benefit both retailers and
developers. 0erefore, both scientific researchers and retail
practitioners have a great interest in the mix of tenants in a
shopping centre, the effective use of shopping space, and
the optimization of a retail layout [14].

Researchers have summarized many general rules for the
spatial arrangement and selection of tenants in shopping
centres [15]. In practice, however, those theories are gen-
erally single stores and lack practicability and effectiveness in
the whole mall. Hence, developers and owners have to come
up with preliminary tenant mix layouts based on experience
or existing shopping centre layouts. 0e searching for an
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optimal tenant mix layout is a complex decision problem
called the tenant mix problem (TMP) [16]. Different from
the classic facility layout problem (FLP) and location allo-
cation problem (LAP) in the field of spatial layout, first, the
goal of the TMP is to maximize the benefits of shopping
centre owners rather than minimizing the travel time of
customers or maximizing area utilization. Second, although
consumer paths are guided by their shopping purposes and
shopping mall movement lanes, they still choose random
routes instead of flowing among certain facilities. 0ird, the
spatial layout of tenants needs to involve taking the com-
petition and cooperation between different retail stores into
account. 0e relationship between material flow and fixed
facilities is often not complex.

Unfortunately, there exists limited research on the TMP.
Early TMP researchers only calculated the rental income of
specific shopping centres under the constraints of several
indicators, including total leasable area, the upper and lower
limits of each type of business area, the upper and lower
limits of each size of a shop, and the maximum amount of
interior decoration allowance [16]. Nevertheless, in shop-
ping centre retail theories, the layout of tenant mix is also
affected by the interaction between shops, namely, the ag-
glomeration of the same retail types and the retail externality
of the anchor store. 0e reason for these influences is the
consumer’s psychology during shopping, which means the
tenant mix is not determined based on the physical con-
straints of the shopping centre. Yim Yiu and Xu [17]
compare a shopping centre to an ecosystem, so the tenant
mix of a mature and stable shopping centre can be regarded
as the product of evolution after the selection of consumers.
Shopping centre operators often take consumer psychology
into consideration as much as possible at the beginning of
considering tenant layout to balance the proportion and
spatial layout among various retail types. However, due to
the dilemma of quantifying interstore interaction, it is
difficult to solve this problem using qualitative analysis and
empirical rules alone. 0erefore, the problem of how to
arrange tenants for each floor of a shopping centre so that
merchants can get the maximum patronage from consumers
remains to be solved.

Aimed at solving this problem, we propose a tenant mix
layout model. 0is model is a solution to the TMP that
involves determining the optimal tenant spatial layout
scheme for each floor of a shopping centre to maximize
customer flow past shops. In this way, scattered customers
can be converted into actual sales to maximize the rent of the
shopping centre. Considering the complexity involved in
solving an integer nonlinear programming model, we
adopted a genetic algorithm (GA). We also analysed the
sensitivity of the layout generated by the GA by changing
parameters representing different consumer types.

In Section 2, we present the existing tenant mix layout
literature. 0en, in Section 3, we propose the tenant com-
posite space layout model, and, in Section 4, we define the
model parameters and procedures for a GA. In Section 5, a
case study is presented and the program execution results are
discussed. Finally, in Section 6, we present the conclusions
and prospects of our research.

2. Literature Review

0e idea of optimizing a shopping centre space has existed
for a long time. Scholars have conducted many empirical
studies on the tenant allocation of retail space, but the lit-
erature on the TMP is very limited. According to Nie,
generally, the TMP includes three levels of decisions,
namely, the division of physical space [18–20], the selection
of retail types, and the brand level of stores [18]. In the
development process of shopping malls, tenants are
arranged into empty shops through these three procedures.
Spatial division was the common subject of literature re-
search on retail layout in the past. However, spatial allo-
cation was calculated without considering the retail type and
brand level of stores. 0erefore, if researchers only consider
the division of physical space in the TMP problem, the
estimated value of shopping centre obtained from the
conclusion is biased. However, the actual mall development
process is one in which the operations team only needs to
decide quickly how to allocate retail types and brand levels to
vacant stores so that owners can negotiate with potential
tenants rather than partition the mall’s interior. In other
words, operators are more concerned about matching
suitable tenants to existing empty spaces than designing the
interior of the mall. 0e concerns of our research are
consistent with those of operators. However, the literature
on tenant mix layout is insufficient. We refer to the limited
related literature [6, 16, 21–24] to explain how we selected
variables in the proposed model.

0e tenant mix describes the number, size, sales, or
service categories of stores, as well as their locations in a
shopping centre [11, 25]. It plays an important role in gross
rental income, retail sales income, tourist attraction,
shopping centre image, and user experience of the shopping
centre [26]. It is an internal factor that determines the at-
tractiveness of the shopping centre [15, 27] and one of the
decisive factors in the success of a shopping centre
[5, 11, 28]. In shopping centres, retail leases usually include
both basic and excess rents, also known as percentage rents,
which take effect when store sales reach a certain threshold
[29, 30]. Rent paid by stores is often affected by brand level,
retail type, location, size, and other factors [11, 31, 32].
0erefore, rent is adjusted for each store according to these
influencing factors in our model.

Seagle [33] first tried to model the layout for commercial
real estate tenants. He established a linear programming
model to allocate an area for each tenant to maximize the
present value of shopping malls. 0is model took into ac-
count the limitations of usable area, investment, and other
developer resources. Jensen and Arthur [34] proposed a
mixed integer programming model for the TMP, which
solved the problems of space segmentation and the number
of tenants in different size classes. Bean et al.’s nonlinear
programming model [16] inspired our research. Bean’s team
planned the number of tenants of each tenant type for a new
shopping centre and arranged the size and location of each
tenant. 0ey tried to give a simple description of the in-
teraction effects among each tenant class, but, due to the
complexity of computing, the final model simplified the
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interaction. In summary, past models have involved too little
consideration of customer behaviour in shopping centres.
0e interaction between the same and different types of retail
stores has not been taken into account, and the roles of
specific retail stores in a shopping centre have not been
defined.

In other cases, the tenant mix layout uses a set of general
rules. For example, (1) the classic “barbell” shopping centre
model advocates placing anchor shops and dining areas at
both ends and setting smaller tenants on both sides of the
corridor connecting the two ends; (2) nonanchor stores
should not be clustered together but scattered in the mall; (3)
the layout of a shopping centre should enable consumers to
pass through as many stores as possible [35, 36]. Scholars
help architects envision possible layouts through surveys
and questionnaires [27]. Borgers et al. [11] used a virtual
reality tool to generate a virtual shopping centre that enabled
respondents to select the major categories, subcategories and
specific stores to measure their preferences and help owners
select optimal layout strategies.

Consumer behaviour in a shopping centre can create
retail externalities in stores due to shopping attitudes, such
as multipurpose shopping, comparison shopping, and re-
ducing search costs, and those externalities have been widely
identified [6, 21, 22]. 0ese externalities have been widely
observed; for example, when customers make multipurpose
purchases, they require shopping malls to have rich retail
types. In addition, the presence of the anchor stores creates
customer spillover effect for other stores. At the same time,
the external economy is reflected in the gathering of stores.
Clustering retail stores of the same type reduces search times
and uncertainty for customers, which benefits stores while
generating competition [37, 38]. Yuo and Lizieri [39] fo-
cused on the decentralization and agglomeration strategies
of stores in a multilayer shopping centre and considered the
search cost of consumers to achieve the purpose of shopping.
0ey believe that the dispersion of low-floor nonanchor
stores can minimize total search distances for shoppers and
enhance retail externality, while in a shopping centre with a
large crowd flow or vertical structure, the same type of
clustering enables consumers to identify their destinations,
creating spillover effects and increasing flow effectiveness.

Peter et al. [23] linked store sales to whether the store can
be seen. In other words, products that repeatedly appear in
consumers’ sight will prompt consumers to buy them on
impulse. Sorensen [24] proposed a visibility-based attrac-
tiveness evaluation, believing that the size of a store and the
distance between a store and a shopper affect a shopper’s
attention. Lu and Seo [40] measured visibility and exposure
based on a GIS and confirmed the two-way influence be-
tween store layout and shoppers through a set of experi-
ments in bookstores. In a shopping centre, the degrees of
exposure of the stores are complicated and related to the
vision of consumers, the floor space of the store, the distance
of the store from consumers, and other indoor things, such
as elevators and toilets.

Some researchers simulate consumer behaviour to
layout the tenant mix. Hirsch et al. [41] analysed the
customer density and retail type concentration in a

shopping centre with a GIS. 0ey coupled the retail cluster
using category aggregation and variable agglomeration
methods and then visualized the passenger flow of the
shopping centre through the core density estimator (KDE),
thus reflecting retail agglomeration externalities more
clearly through customer trajectories. In the exploration of
retail correlation, GIS has incomparable advantages, but
the clustering method in GIS can only tell us which tenants
are related. Because the customer trajectories simulated by
GIS are affected by each different tenant layout, it is difficult
to determine how to optimize tenant placement. In ad-
dition, the tenant mix layout obtained from the above
research does not involve consideration of the maximum
profit of the owner; that is, the researchers did not attempt
to maximize the size of stores in the eyes of customers in
their search paths. However, if customers are aware of the
larger size of the store, tenants can get more sales, which is
the purpose of mall operators.

Based on the research gaps in the TMP, our contri-
bution focuses on proposing a nonlinear programming
model that takes into account both the spatial clustering
effect and physical information about tenants. 0e model
describes the impacts of consumer behaviour on store
externalities which were not presented in previous TMP
models. 0en we use a GA to solve this complex problem.
Finally, a case study of a realistic shopping centre is used to
verify the model.

3. Nonlinear Integer Optimization Model for
the TMP

3.1. Assumptions. Early versions of the TMP were similar to
the FLP, which was designed to arrange rectangular objects
(empty stores, machines, or departments) in a defined entire
space without overlapping.

0e TMP discussed in this paper is similar to the LAP,
whose purpose is to explore how to best arrange the retail
type and brand level of each empty shop in a vacant
shopping centre to maximize the exposure of the shops on
the floor to customers, increase the sales of the shops, and
maximize the total rental income of a shopping centre.

We made the following assumptions when developing
our optimization model:

(i) Customers go shopping for multiple purposes, so
one customer can be a potential consumer for
various types of business.

(ii) 0e attraction of a store is directly proportional to
its size.

(iii) Anchor store generates retail externalities but is not
affected by the externalities of other stores. Because
of the large size of the anchor store, customers need
to spend a lot of time shopping in it. To save time,
customers will not wander in without the intention
to buy products in the anchor store [42].

(iv) Each floor has a main type of retail; for example, the
3rd floor of a shoppingmall mainly sells clothes, and
the 4th floor mainly sells electrical appliances. 0is
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main type of retail is called floor theme, and floor
theme retail stores are only distributed on this floor.

(v) To simplify the problem, the potential relationship
between business types is not considered (e.g., the
potential relationship between beer and diapers is
not considered).

Table 1 lists the coefficients and decision variables. To
improve tenant mix layout, we propose the use of the fol-
lowing optimization model.

3.2. (e Objective Function for Calculating Rent. Our rental
estimation equation is based on the widely accepted shop-
ping centre lease framework [5, 42–44]. 0at is, total rent
usually consists of basic rent and percentage rent:

Rent � Basic rent + Excess rent. (1)

First, basic rent is the fixed rent per square meter of the
leasable area of a shopping centre. It constitutes the fixed
income of the owner. Excess rent is also called percentage
rent. When the sales of the shop reach the agreed threshold,
the percentage will take effect, and the tenants need to pay
the excess rent.

Basic rent. 0e authors of many empirical studies have
proved that, among the micro factors that affect shopping
central rent, the basic rent discrimination of stores mainly
comes from the influence of store area (AREA), the brand
rank of the store tenant (LEVEL), store floor (FLOOR), and
location on the floor (POSITION). 0en we use the func-
tional form of equation (2) to describe the basic rent:

Basic rent � f(AREA, FLOOR, LEVEL,POSITION,TYPE).

(2)

In equation (2), AREA is determined in a given shopping
centre, and LEVEL is generated by a GA. Moreover, the
coefficient cf was used to quantify FLOOR’s impact on rent.
We used empirical data in this case.

When measuring the coefficient cpo of POSITION, in
addition to considering how the distribution of customers is
attracted by different types of stores, the necessary entrance
and elevator on the floor also lead to their uneven distri-
bution in space. Because the shopping mall is convex, we can
use the Euclidean distance equation to measure the distance
between the centre point of each store and the entrance or
elevator centre point and define the store position adjust-
ment coefficient cpo as follows:

cpo �
1

entr

���������������������������

xstore − xentr( 
2

+ ystore − yentr( 
2



+ elev

��������������������������

xstore − xelev( 
2

+ ystore − yelev( 
2

 . (3)

0atmeans the further away the store is from the entrance or
elevator, the less likely it is to be seen by customers and, thus,
the lower the basic rent that those tenants must pay.

To eliminate the problems of dimensional inconsistency
and numerical incomparability between different coeffi-
cients, the adjustment coefficients were normalized. 0us,
the basic rental equation of the store located on the f floor
with the central coordinate of (x, y):

Basic rent � S(f,x,y)rBcfchcpo. (4)

Excess Rent. Sales above the threshold generate excess rent,
contributing to total rent. 0ere is a significantly positive
correlation between the rent paid by a single store and its
retail sales. 0erefore, when discussing the influencing
factors of excess rent, we tend to pay attention to factors that
affect store sales.

Obviously, the sales of a store are directly related to its
type of retail and brand level, as well as the customer flow
that the store can get. In our previous Assumptions, the
number of customers in each location is equal at the initial
state of the mall. However, this situation is not realistic. To
make it more realistic, we revised the original customer
distribution. Shopping centre customers tend to be con-
centrated at the elevator entrance. In addition, due to retail
externalities, customer flow is affected by the concentration
of anchor stores and similar retail types.

Generally, consumers come to a shopping centre for two
reasons, to hang out or to buy certain items, or a combi-
nation of the two.

As a general rule for tenant layout, the owner usually sets
the anchor stores at both ends of the shopping central
corridor to guide consumers to pass other shops on both
sides of the corridor. 0e anchor store is regarded as the
most important tenant that guides customer flow.0e closer
a store is to the anchor store, the more likely that store is to
be exposed to the view of consumers. Secondly, to save time,
consumers are inclined to conduct shopping in areas with
many similar retail stores. 0e externalities of the anchor
store and similar agglomeration externalities are referred to
as retail externalities. Based on the above analysis, we
propose the function of retail sales per unit area of the store
as

SALES � f(TYPE, LEVEL,EXTERNALITY,POSITION).

(5)

According to the second assumption, we use the store
area to represent the attraction of the store. We defined the
externality of the anchor store as w1 and adopted the gravity
model to calculate the attraction level of the anchor store in
relation to the other stores around it:

w1 �
SanchorS(f,x,y)

d2
anchor

. (6)
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Compared to the retail externalities of anchor stores,
similar agglomeration externalities are more complex.
Clustering stores of the same retail type can effectively
increase customers by enabling comparison shopping,
thus improving the sales of stores [22]. In practice,
owners are also aware of this externality and enhance the
shopping experience by setting a specific retail theme for
each floor. However, it is difficult to control the limits of
store agglomeration, and the competition caused by the
increase in the number of stores of the same type will
reduce the sales of stores. 0erefore, under the premise of
a fixed number of potential consumers in the shopping
centre, economies of scale gradually shift to diseconomies
of scale as the area of stores increases [13]. In our model, a
floor theme control matrix is built-in, and the theme of
each floor is set by the owner. On each floor, more tenants
will be arranged in the corresponding theme retail type,
so as to realize the spatial agglomeration of theme retail
type.

Next, we deduced the mathematical expression of the
agglomeration externality of the same type of retail stores in
shopping malls.

Suppose the following:

(i) 0e number of potential consumers in a shopping
centre with retail type i is ni

(ii) 0e annual consumption capacity of consumers for
commodities with type i is costi

(iii) 0e total area of retail type i in a shopping centre is
Si

(iv) 0e sales of unit area is pi when the total area of type
i shops is Si

0en

Sipi ≤ ni costi, (7)

Si and pi are both variables, and pi can be written as a
function of Si. Due to the influence of agglomeration and
competition, the relationship between pi and Si is not simply
linear. 0is relationship is typical of scale effects, and
Henderson [45] made a similar point in his model of urban
systems. With the continuous expansion of the city scale, the
utility generated by diseconomy will gradually offset the
scale benefit of industrial concentration within the city.
0erefore, the synergy between the external economy and
diseconomy determines the optimal size of a city.0ere is an
inverted U-shaped relationship between the size of a city and
the utility of a typical resident. Based on the above analysis,
we assume that there is an inverted U-shaped relationship
between the sales per unit area of a typical store in a
shopping centre and the sum area of the same type of retail
stores, as shown in Figure 1.

In Figure 1, Sthre is the total area of a typical retail store of
type i with the largest retail sales per unit area in the
shopping centre. Smax and Smin are the maximum total area
and minimum area of the stores that do not need to pay
percentage rent, respectively. Sthre, Smax, and Smin are all
variables affected by typical stores.

0e constant Strav is defined as the maximum i-type store
area that potential consumers are willing to search for to find
desired goods. When the store area of this type reaches Strav,
it canmeet the needs of consumers for comparison shopping
and control the time consumers spend on shopping.

0erefore, in the theme floor, we built a sales function for
a typical theme store:

Table 1: Parameters used in the model.

Notation Definition
rB Basic rent for the first floor (US$/m2)
ch Adjustment coefficient of shop grade (for basic rent)
cf Adjustment coefficient of the floor (for basic rent)
F 0e floor number
f1 Floor threshold coefficient
cpo Regulation coefficient of the entrance and exit and elevator (for basic rent)
(xstore, ystore) 0e (x, y) coordinates of the centre of the store
(xentr, yentr) 0e (x, y) coordinates of the centre of entry and exit
(xelev, yelev) 0e (x, y) coordinates of the centre of the elevator
Sanchor 0e size of the anchor store (m2)
S(f,x,y) 0e store’s area of coordinates (f, x, y); f is the floor of the store
danchor European distance between other stores and the anchor store
w1 Externality coefficient of the anchor store
ni 0e number of potential consumers of retail type i
costi 0e annual consumption capacity of consumers for goods of type i
Si 0e total area of stores with retail type i
pi Unit area sales when the total area of the retail type i store is Si
Strav(i) 0e maximum size of a retail type, which potential consumers are willing to search to find products that meet their needs
S(f,i) 0e total area of the i retail type stores on floor f
α 0e proportion of customers entering other stores of the same type of retail for the purpose of comparison shopping
β 0e proportion of real consumers that individual stores lose in competition
Sthre(i) 0e total area of a store with retail type i when the retail sales of per unit area reach the maximum
pm 0e threshold that stores with retail type i should pay a percentage rent
Smax(i), Smin(i) 0e total area of stores with retail type i when the sales are pm (two possibilities)
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g �
Si

Strav
·
S(f,i)

Si

· ni

·
S(f,x,y) + α S(f,i) − S(f,x,y)  − β S(f,i) − S(f,x,y) 

Strav
.

(8)

In equation (8), Si is the total area of shops of type i in the
shopping centre, S(f,i) is the total store area of type i on floor
f, α refers to the proportion of customers entering a store
(f, x, y) from other stores of the same retail type on the
same floor for the purpose of comparison shopping, and β is
the proportion of real consumers lost by store (f, x, y) due
to competition.

Under the assumption that all shops of type i in the
shopping centre are clustered on floor f, namely, S(f,i) � Si,
we differentiate the variable Si of function g:

dg

d Si( 
�
2(α − β)Si +(1 − α + β)S(f,x,y)

S2trav
nicosti � 0. (9)

Hence,

Si �
(1 − α + β)S(f,x,y)

2(β − α)
� Sthre. (10)

It is easy to know that, for any single store in the
shopping centre, when the sales per unit area reaches the
maximum, the corresponding S has nothing to do with the
purchasing ability of potential customers and the store area
that customers are willing to search for but does have to do
with the demand for comparison shopping and store
competition. Given that β − α≠ 0 and α − β≠ 1, the ag-
glomeration area that a store can afford is related to its size.
Compared to a small store, a large store needs a larger
agglomeration to obtain the maximum sales per unit area.
After the agglomeration area exceeds Sthre, the sales per unit
area of a single store decreases as competition gradually
becomes dominant in synergy (see Figure 2).

Total rental income is the combination of excess rent and
basic rent, and the opportunity cost is the basic rent of the

occupied area. When the income equals the opportunity
cost, the maximum Si can be obtained:

Smaxpi · a% + SmaxrBcfchcpo � SmaxrBcfchcpo. (11)

0erefore, Smaxpi · a% � 0
At this point, pi equals pm of threshold sales, and the

rental income of a store of type i is the basic rent.

Si

Strav
nicosti

S(f,x,y) +(α − β) Si − S(f,x,y) 

Strav
� pm, (12)

(α − β)S2i +(1 − α + β)S(f,x,y)Si

S2trav
nicosti � pm. (13)

According to the above equation, Smax and Smin of a
typical theme store in a shopping centre can be obtained.

For the nonthemed retail shops on themed floors,
according to the third assumption, the spillover effect of
retail externalities is spread from the dominant shop in a
shopping centre to nondominant shops. 0e anchor store
is not affected by the externalities of other shops in a
shopping centre, and its customers are only attracted by its
own gathering ability. Hence, similarly, due to the mul-
tiobjective shopping demand of consumers, the nontheme
store is affected by the spillover effect of theme store
aggregation, increasing visitor flow. 0erefore, the sales
function of a typical nontheme store on the floor is cal-
culated as follows:

u �
Sj

Strav
·
S(f,j)

j
· nj

·
S(f,m,n) +(α − β) S(f,j) − S(f,m,n)  + φS(f,j)

Strav
costj,

(14)

where φ is the spillover effect coefficient of the theme retail
type to the nontheme retail type.0us, the sales of nontheme
retail type stores are restricted by the ability of theme stores
to gather customers.

Agglomeration
economy

Diseconomies of
Agglomeration

p 
(m

2 )

Si (m2)

Smin SmaxSthre

pm

Figure 1: 0e relationship between pi and Si.

p 
(m

2 )

Sthre0 1

Si (m2)

Figure 2:0e relationship between the total store area of type i and
the total sales of one store of this type.
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3.3. Model for the TMP. Based on the above analysis, for a
particular floor, the function of sales per unit area of a single
store with a thematic retail type is calculated:

P(f,x,y) �

0, S ∉ U, U � Smin, Smax ,

Si

Strav
·
S(f,i)

Si

· ni ·
S(f,x,y) +(α − β) S(f,i) − S(f,x,y) 

Strav
costicfcpo, Si ∈ U.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(15)

0e function of sales per unit area of a store with
nonthematic retail type is calculated as follows:

P(f,m,n) �

0, S ∉ U, U � Smin, Smax ,

Si

Strav
·
S(f,i)

Si

· ni ·
S(f,m,n) +(α − β) S(f,i) − S(f,m,n)  + φS(f,i)

Strav
costicfcpo, Si ∈ U.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(16)

0e form of excess rent for a single store is as follows,
where a% is the payment ratio when the store reaches the
sales threshold:

Excess rent � f(AREA, SALE, PERCENT), (17)

Excess rent �
p(f,x,y)S(f,x,y)w1atype%, type � i,

p(f,m,n)S(f,m,n)w1atype%, type≠ i.
 (18)

Meanwhile, according to the actual business conditions
of shops in a shopping centre, there are two stages of rent:

rent �
Basic rent, p(f,x,y) ≤pm,

Basic rent + Excess rent, p(f,x,y) >pm.

⎧⎨

⎩ (19)

0e complete model can be simply expressed as follows:

Maximumgrossrent : Rent, (20)

S.t.



maxf

f�min


xn

x�x1



yn

y�y1

S(f,x,y) ≤G, (21)



xn

x�x1



yn

y�y1

S(F,x,y) ∈ GF, F � minf, . . . , 0, . . . ,maxf, (22)

S F,iF( )≥ 0.5GF, F � minf, . . . , 0, . . . ,maxf, (23)

S (F,X,Y),iF,h{ } � max(s), F � minf, . . . , 0, . . . ,maxf,

h ∈ 1, 2{ },
(24)

β − α≠ 0,

α − β≠ 1.
(25)

0e purpose of constraints (21) and (22) is to make full
use of the leasable area in the shopping centre. Constraint
(23) makes the floor area of theme shops dominant on the
floor, constraint (24) indicates that the retail type of the
largest store on each floor is the floor themed retail type, and
constraint (25) guarantees the uniqueness of Sthre.

In addition, it is easy to be troubled by the following
problem: according to the lease agreement of shopping
centre, different retail types of stores pay different rent
proportions (a%); for example, the rent proportion of food
stores is higher than that of movie theatres. If all stores are
placed with a retail type requiring high rent, then the rent of
the shopping centre will undoubtedly reach the maximum,
but this obviously violates reality and the principle of
shopping centre diversity. 0erefore, there is a potential
constraint between the tenant mix and the available space in
the shopping centre.0e general rules are detailed in Section
4.2.

4. Genetic Algorithm Optimization for the
Objective Optimization Problem

A GA is an adaptive optimization technique based on a
biological genetic and evolutionary mechanism first pro-
posed by Holland [46]. It first generates a set of candidate
populations, each of which represents a solution. Individual
fitness is calculated by simulating adaptive conditions.
According to the idea of natural selection, the algorithm
automatically retains excellent individuals and eliminates
others. Under the continuous evolution of the population,
the surviving individuals gradually converge as the optimal
solution to the problem.

To apply a GA to solve a model, we improve the original
algorithm. 0e improved GA makes the population quickly
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converge to the optimal solution through three key
subroutines:

(1) Layout generation: when initializing the tenant
layout of shops on all floors of a shopping centre, the
relationship between store level, retail type, and store
area is stipulated to ensure that the randomly gen-
erated tenant mix is feasible and in line with the
practical logic.

(2) Rent calculation: by simulating the shopping be-
haviours of different types of consumers, the algo-
rithm calculates the basic rent and excess rent for
each store in the shopping centre.

(3) Layout update: brand level and retail type in the same
individual are updated simultaneously and corre-
spondingly. 0e population is then updated for the
next iteration. 0e algorithm structure is shown in
Table 2.

Next, we discuss how to represent the spatial layout of
the tenant mix in the GA and explain the key settings in the
algorithm.

4.1. Representation of Tenant Mix Scheme in the GA.
Aickelin and Dowsland [47] proposed the GA of direct
coding and indirect coding for the problems of mall layout
and tenant combination. In our experiment, a clear and
straightforward coding method was adopted to determine
the retail type and brand grade of stores. A single individual
represents a solution in the search space and represents the
tenant mix layout of a certain floor in a shopping centre.
0at means each individual’s chromosome is represented by
a row of an integer array, which is composed of 2N elements,
where N is the number of shops on the floor, the first N
elements correspond to the retail types, and the last N el-
ements represent the brand level.

For example, if a shopping centre has five floors in total,
then the final result of a feasible tenant mix scheme is a cell
containing five arrays that represent the retail type and
brand level of each tenant on one floor of a shopping centre.

4.2. Subroutine: Layout Generation and Layout Update.
As mentioned above, because there are many shops in a
shopping mall, the solution space is very complex. Most
randomly generated sample populations are not feasible, and
it is difficult for the algorithm to converge to the optimal
feasible solution in the solution space without restricting the
relationship between the vacant shop area, retail type, and
brand level.

0e following is the general logic of the tenant mix
layout:

(1) Brand level setting: the brand level is divided into five
levels, the anchor store (h� 1), the secondary anchor
store (h� 2), secondary anchor stores that contribute
to increased rent (h� 3), nonanchor stores that make
rental contributions (h� 4), and nonanchor stores
that enrich the retail type of the shopping mall
(h� 5).

(2) Area setting: the store is mainly divided into three
levels. G represents the leasable area of the store
floor, and S(f,x,y) represents the area of a store.

Small store, S(f,x,y)< 0.05G.
Medium store, 0.05G≤ S(f, x, y)< 0.1G.
Large stores are divided into three levels:

(i) 0ird level: third class is a large area store that
is not the largest store on a floor. 0at is,
S(f,x,y)> 0.1G and S(f,x,y), and the store (f, x, y) is
not the largest store on the floor.

(ii) Second class: the store area is the largest on the
floor, but it is not big enough to accommodate
an anchor store; 0.1G≤ S(f, x, y)< 0.25G.

(iii) First class: it is a store that can accommodate
the anchor store; S(f, x, y)≥ 0.25G.

(3) Setting of brand level matching area: stores with
brand levels of 3, 4, and 5 can be placed in small
stores. Stores with brand levels of 2, 3, 4, and 5 can
be placed in medium stores. 0e second class of
large stores can arrange tenants with brand levels
of 2, 3, and 4. 0e first class of large store can be
placed in stores with brand levels of 1 and 2. Ta-
ble 3 shows matching principles of area and level
more clearly.

(4) Agreement on the expression of retail types:

We classified and numbered the retail types of a
shopping centre with the Guidance of the Shopping
Centre Tenant Mix Strategy (SB/T 10813-2012),
which is the business industry standard published
by the ministry of commerce of China:
Beauty salon (1), photo studio (2), training and
education (3), the cinema (4), the gym (5), chil-
dren’s park (6), KTV (7), skating rink or video
games city (8), and desserts (9), beverages (10),
Chinese/western fast food (11), Chinese style din-
ner (12), western food (13), gourmet street (14),
supermarket (15), department store (16), women’s
clothing (17), men’s clothing (18), children’s
clothing (19), sports equipment (20), personal daily
(21), and jewelry (22).

Table 2: Algorithm flow.
Input information about the shopping centre to be laid out
Initialize the tenant layout population under logical constraints
Set parameters of the GA
Do

For each iteration
Calculate the fitness of all individuals in the population
Find and then save the best solution and elite individuals
in this generation into the next generation population
Use the roulette method to select the individuals
who can enter the next iteration
0e selected individual genes are crossed and
mutated under logical constraints
Update the population

End
Until default number of iterations
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Particularly, when a store is vacant, its retail type
shall be expressed as (0).

(5) Level and retail type matching setting:

0e corresponding relationship between store area
and brand level is shown in Table 4.
In layout design and update, the randomly gen-
erated scheme must strictly follow settings 3 and 5
to ensure that the scheme is feasible and complies
with reality.

4.3. Subroutine: RentCalculation. 0e second key subroutine
is calculating the rental income of each feasible scheme
according to the fitness function. In our program, the
adaptability function is a nonclosed subroutine that is divided
into a coefficient definition module, basic rent calculation
module, excess rent calculation module, and fitness calcula-
tion module. In the program, the excess rent module includes
the anchor store retail externality coefficient calculation
module, the cluster externality coefficient calculation module,
and the store sales per unit area calculationmodule. In the last
module, to obtain the sales per unit area of the store, we
simulate the shopping behaviour of consumers.

4.4. PopulationRegeneration. During each iteration, the new
population will enter the next-generation population after
crossover and mutation by the individuals selected from the
previous population. To preserve the genes of excellent
individuals from being destroyed and accelerate the rate of
convergence, we skip the crossover and mutation operation
to retain an elite individual with the best fitness from the
previous generation for the new population.

4.5. Optimal Solution. Each individual (corresponding to a
feasible tenant combination layout plan) can determine the
optimal solution in the population according to the rent cal-
culationmodule. Such an individual is called an elite individual.

In the GA, the approximate global optimum is deter-
mined based on whether the average fitness is close enough
to the maximum fitness. When the average fitness of the
population is close to the maximum fitness and tends to be
stable, it is generally regarded that the algorithm has found
an optimal solution, which is the termination condition of
the whole algorithm. When solving high-dimensional op-
timization problems, GAs are prone to “prematurity”; that

is, the algorithm does not reach the end conditions men-
tioned above and only finds a local optimum within a small
search range. In this case, the results of each operation of the
algorithm are different, showing the characteristics of in-
stability. According to our test, the crossover and mutation
operators in the algorithm will slow down the convergence
rate of the population. 0erefore, adding new individuals to
the population and improving the probability of finding the
global optimal solution are two methods to deal with pre-
mature convergence.

5. Case Study

We used the indoor map data of a shopping centre in
Chongqing, China, to test the optimization model. 0e mall
has six floors: five above ground and one below ground, and
it also has 158 shops for rent. After a simple estimation, the
feasible solution space was found to be large. 0rough
multiple tests of the algorithm coefficients, we chose to
randomly generate a population of 5000 individuals
according to the constraints. A total of 400 iterations were
carried out and repeated three times to observe the stability
of the algorithm and obtain multiple feasible solutions. 0e
crossover rate and mutation rate of the algorithm were 0.8
and 0.003, respectively.

5.1. Operation Results. Figure 3 shows three tenant layouts
after the program runs three times (Figure 3 only shows the
first floor plan, while the complete results are stored in the
appendix), the three-tenant layout is expected to help op-
erators to obtain rental income 5.025 × 104, 5.007 × 104, and
5.028 × 104 thousand USD, respectively, and the average
total rental income is 5.021 × 104 thousand USD. According
to themaximum and average fitness curves (see Figure 4), we
find that the maximum rent fluctuates by 0.4%, thus con-
firming the stability of the algorithm.

Figure 5 shows the original tenant layout, and the cal-
culated rental income is 2.191 × 104 thousand USD. In
Table 5, the number of stores and the leasable area of each
floor are shown.

Table 3: Matching principle of area and level.

Area setting Area range Brand level
of store

Small stores S(f,x,y)< 0.05G 3, 4, 5
Medium stores 0.05G≤ S(f,x,y)< 0.1G 2, 3, 4, 5

Large stores

S(f,x,y)≥ 0.1G and S(f,x,y)≠max(s) 2, 3, 4
0.1G≤ S(f,x,y)< 0.25G
and S(f,x,y) is≠max(s) 2, 3, 4

S(f,x,y)≥ 0.25G and S(f,x,y) �max(s) 1, 2
∗S is the area vector of a single floor.

Table 4: Matching principle of level and retail type.

Brand
level Area rules Retail

types
1 S(f,x,y)≥ 0.25G and S(f,x,y) �max(s) 15, 16

2
S(f,x,y)< 0.25G and S(f,x,y) �max(s),
or S(f,x,y)> 0.05G and S(f,x,y)≠max(s) 5, 6, 7, 8, 9

S(f,x,y)≥ 0.25G and S(f,x,y) �max(s) 4

3

S(f,x,y)> 0.1G and S(f,x,y)≠max(s), or
S(f,x,y)< 0.25G and S(f,x,y) �max(s) 17, 19

S(f,x,y)> 20 and S(f,x,y)≤ 0.1G 17, 18, 19
S(f,x,y)< 0.1G 20, 21

4
S(f,x,y)> 20 and S(f,x,y)≠max(s),

or S(f,x,y)< 0.25G and S(f,x,y) �max(s)
11, 12,
13, 14

S(f,x,y)< 20 10
5 S(f,x,y)< 0.1G 1, 2, 3, 22
∗S is the area vector of a single floor.
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Figure 3: 0e optimized tenant mix layout. (a) Tenant mix layout, operation 1. (b) Tenant mix layout, operation 2. (c) Tenant mix layout,
operation 3. ∗In (i, h), i represents the retail type of the tenant, and h represents the brand level of the store. 0e shaded area represents the
nonrental area.
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Figure 5: Continued.
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5.2.Model StabilityTest. 0e fitness curve shows the stability
of the improved algorithm. To verify whether the coefficients
have an effect on the stability of the model results, we tested
the effects of partial coefficients on the stability of model
results. 0e coefficients in the model are mainly divided into
three categories: (1) physical information coefficients of the
shopping centre, such as the position coefficient (cpo) and
floor coefficient (cf); (2) coefficients of rental agreement,
such as the deduction point (a%) and store grade coefficient
(ch); and (3) assumptions coefficients obtained from the
survey, such as the store area (Strav) that customers are
willing to search for, consumer consumption capacity
(nicosti), and consumer preference coefficient (α, β, φ).

According to the conclusion deduced using equation (10),
Sthre, which leads to the largest sales per unit area of a store, is
only related to the demand of comparison shopping and the
competition among stores and has nothing to do with the
purchasing capacity of potential consumers and the store area
consumers are willing to search for products in.0erefore, we
discuss the theme store through a simplified model.

In the simplified model, the consumer’s consumption
capacity, nicosti, is a fixed value. We set a store with an
initial area of 350m2 and gradually increase the area of the
same type of retail stores in the shopping centre with a
growth step of 1m2. To test whether the consumption
preference coefficient will affect the results of the model,
we tested four groups of different (α, β) combinations, β −

α ∈ 0.2,{ 0.3, 0.4, 0.5}. 0e results are shown in Figure 6.
Figure 6(a) shows the impact of the consumer preference
coefficient on the sales of the store per unit area, and
Figure 6(b) shows the impact of the consumer preference
coefficient on the total sales of all stores in the retail type of
shopping centre. Similarly, by fixing (α, β) and changing
the consumption power nicosti ∈ 2.4 × 106, 3.4 × 106,

4.4 × 106}(USD), which means the three groups of con-
sumers, we discussed the influence of consumption power
on the total sales of a single retail type. 0e conclusion is
shown in Figure 7.

According to Figure 7, the consumption power is the
same as the physical coefficient of the shopping centre, and
its influence on the total sales does not change with the
accumulation of similar stores. In the interview with the
owner of the shopping centre, we compared the rent of the
shopping centre calculated using the model to the actual
rent, and the owner thought it could be used as an auxiliary
tool for tenant layout. As shown in Figure 6, the difference in
consumer preference coefficient causes the change in sales
volume because it affects the store agglomeration of certain
retail types in the shopping centre, so the difference in its
value may have some impact on our conclusion. However,
when we modify the consumer preference coefficient in the
program’s rent calculation module several times within a
reasonable range, the rental performance of the optimized
tenant mix is still better than that in the original tenant mix.
0us, the validity of the model is proved.

6. Conclusions

Tenant mix influences shopper behaviour and store per-
formance. One of its essential purposes is to create a
shopping environment that stimulates consumption and
meets shoppers’ preferences and needs to improve the
overall sales of a shopping centre. 0e study on tenant mix
layout has solved the problem of how to arrange the location,

(12, 4)

(12, 4)

(13, 4)
(12, 4)

(12, 4)

(12, 4)

(12, 4)
(12, 4)

(f )

Figure 5: Original tenant mix layout. (a) Original tenant mix layout, B1. (b) Original tenant mix layout, F1. (c) Original tenant mix layout,
F2. (d) Original tenant mix layout, F3. (e) Original tenant mix layout, F4. (f ) Original tenant mix layout, F5. ∗In (i, h), i represents the retail
type of the tenant, and h represents the brand level of the store. 0e shaded area represents the nonrental area.

Table 5: Physical information.

Floor Leasable area (m2) 0e number of stores
B1 8750.59 46
F1 2192.24 21
F2 2843.75 29
F3 2834.47 28
F4 2853.80 26
F5 2788.61 8
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retail type, and brand level of shops in shopping centre. 0e
observation of the actual tenant mix of many local shopping
centres shows that the owners used some previous research
conclusions in their decisions about the placement of ten-
ants, such as clustering certain types of retail shops on a
certain floor and arranging many small shops near large
supermarkets. However, the general rules they used are too
complex and trivial to be applied to an entire shopping mall
to determine the ideal tenant mix.

To solve this problem, the main contribution of our
study is that it led to the development of a mathematical
model that helps the owners of shopping centres optimize
tenant mix layout and increase rental income. In the pro-
posed model, we considered store externalities caused by
consumer behaviour, which makes the operation results of
the model closer to the actual needs. However, the proposed
model is not intended to replace the decision-making

process of shopping centre management. It is a powerful tool
that can be used to assist owners in quickly generating
preliminary tenant mix layout plans, measuring the financial
performance of the established tenant mix, and updating the
layout plan according to the actual sales data in the operation
process. We hope that the model proposed in this paper can
be incorporated into software tools in the future to provide
better decision-making information for shopping centre
retail space planning.

0is paper considers only the two main externalities that
affect the layout of tenant mix, namely, the anchor store
retail externalities and the similar agglomeration external-
ities. In future research, it is worth exploring to extend the
model proposed in this paper. For example, researchers can
discuss the agglomeration externalities of different types of
retail in a mall, match shoppers’ consumption habits with
store impressions, or use more specific methods to simulate
the exposure of the store in the vision.
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Machine learningmethods have been successfully applied to many engineering disciplines. Prediction of the concrete compressive
strength (fc) and slump (S) is important in terms of the desirability of concrete and its sustainability.+e goals of this study were (i)
to determine the most successful normalization technique for the datasets, (ii) to select the prime regression method to predict the
fc and S outputs, (iii) to obtain the best subset with the ReliefF feature selection method, and (iv) to compare the regression results
for the original and selected subsets. Experimental results demonstrate that the decimal scaling and min-max normalization
techniques are the most successful methods for predicting the compressive strength and slump outputs, respectively. According to
the evaluation metrics, such as the correlation coefficient, root mean squared error, and mean absolute error, the fuzzy logic
methodmakes better predictions than any other regressionmethod.Moreover, when the input variable was reduced from seven to
four by the ReliefF feature selection method, the predicted accuracy was within the acceptable error rate.

1. Introduction

Concrete is a complex composite material. +e predictability of
concrete properties is extremely low.+erefore, it is challenging
to model the concrete properties according to the effect vari-
ables. +e biggest challenge of experimental designs is a high
number of effect variables affecting the response variables.
Multiple effect variables increase the number of trials. +e
higher amount of uncontrollable variables makes it difficult to
obtain the real response function.

Generally, the one-factor-at-a-time method is used in
experimental designs to determine the concrete properties.
+e major disadvantage of this approach is that it does not
consider the interaction between the factors (interaction
terms). +e higher the number of the controlled and un-
controlled effect variables that influence the concrete
properties, the lesser the predicted accuracy. Despite this, a
few experimental designs have been suggested by consid-
ering the controllable effect variables and interaction terms
between them [1].

Machine learning (ML) is a highly multidisciplinary field
and consists of various methods for obtaining new

information [2]. ML is most often used for prediction.
Predicting the categorical variable values is called classifi-
cation, whereas predicting the numerical variable values is
called regression. Regression is the process of analyzing the
relationship between one or more independent variables and
a dependent variable [3].

In recent years, the MLmethods have become popular as
they allow researchers to improve the prediction accuracy of
concrete properties [4] and are used for various engineering
applications [5, 6]. +e ML methods have been used to
increase the prediction accuracy of concrete properties
[7–15], and the data derived from the literature sources were
used. However, Chopra et al. [16, 17] applied the data
generated under the controlled laboratory conditions.

Regression models tend to be used for the prediction of
the compressive strength of high-strength concrete [18, 19].
+ese models also demonstrate how the concrete com-
pressive strength depends on the mixing ratios [20]. Topçu
and Sarıdemir [21] and Başyiğit et al. [22] developed models
using the neural network (NN) and fuzzy logic (FL) methods
to improve the prediction accuracy of the compressive
strength of the mineral-additive (fly ash) concrete and
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heavy-weight concrete. Both studies concluded that the
compressive strength could be predicted by using the models
that were developed with the NN and FL methods without
any further experiments. NN is more successful than the
data mining methods and does not enhance the prediction
accuracy of the concrete compressive strength [15, 17,
23–26]. Khademi et al. [27] compared the multiple linear
regression, neural network, and adaptive neuro-fuzzy in-
ference system (ANFIS) methods to estimate the concrete
compressive strength for 28 days and reported that the NN
and ANFIS models provide reliable results.

Previous studies evaluated the amount of the concrete
component materials and compared their results to the
published data. In this study, the ML regression methods
were compared to predict the compressive strength and
slump values of the cube samples. +e samples were
prepared by accounting for seven simultaneously con-
trollable effect variables in the laboratory. +e study aimed
to determine the most successful regression method by
comparing the decision tree (DT), random forest (RF),
support vector machine (SVM), partial least squares (PLS),
artificial neural networks (ANN), bootstrap aggregation
(bagging), and FL models for the prediction of the concrete
compressive strength and slump values. +e R, RMSE, and
MAE metrics were used to compare the prediction ac-
curacy of the developed models. Finally, feature reduction
was accomplished by the feature selection method. +en,
the model’s success rates were compared to predict the
compressive strength and slump value using fewer
variables.

2. Materials and Methods

2.1. Experimental Datasets. Datasets used for this study
comprised seven input variables (i.e.,W/C, C, fcc, FA, kk, CA,
and TA) and two output (response) variables (i.e., fc and S)
for two different maximum aggregate sizes Dmax. � 22.4mm
(D224) and Dmax. �11.2mm (D112). +e input variables were
selected considering the simultaneously controllable effect
variables [28–30]. D-optimal design obtained by the aug-
mentation of the fractional factorial design (27-3) was used as
the experimental design. In the D-optimal design, 58 and 56
test results were employed for D112 and D224, respectively.
Each experimental result was calculated as an average of
three sample results that are produced under laboratory
conditions [28–30]. Properties of the constituents are given
in Table 1 [28–30]. Abbreviations of the effect and response
variables and the basic statistic of the datasets are presented
in Table 2.

3. Methods

In this study, the concrete compressive strength and slump
values were predicted using the ML regression models,
namely, the regression tree, RF, support vector machines,
artificial neural network, partial least square, bagging, and
FL. Datasets were randomly split into 70% for the training
set and 30% for the independent test set. +e training data
were used to train the ML model. +e independent test data

were applied for the evaluation of the model’s performance.
+e 10-fold cross-validation procedure helped in the esti-
mation of the ML model skills.

+e ML preprocessing steps were applied to the raw
datasets before they could be utilized for the regression
method training. +e datasets were not normally dis-
tributed according to the Shapiro–Wilk normality test [31]
results. Many normalization methods have been pre-
viously developed to normalize the dataset [32]. In this
study, four different normalization methods (i.e., min-
max, decimal, sigmoid, and z-score) were applied to derive
the most successful normalization method for the raw
dataset. +en, the K-nearest neighbor (KNN) regression
method was applied to the normalized datasets. +e
prediction results were compared to determine the most
suitable normalization method. Later, the raw datasets
were normalized with the determined normalization
technique.

+e ML regression models were trained to predict the
fc and S values. +e correlation coefficient (R), root mean
squared error (RMSE), and mean absolute error (MAE)
metrics were employed to compare the models’ pre-
diction performance. According to these statistical re-
sults, the most successful regression method was
determined to predict the fc and S values. Afterward, the
feature selection method was used to obtain the subset
with fewer features, and the prediction accuracy was
examined. All regression methods and computations
were performed using the R programming language [33].
+e prediction process is illustrated in Figure 1 in the
form of a flow diagram.

3.1. Normalization Methods. Normalization is the pre-
processing step in ML. +e normalization methods are used
where the variation intervals of the variables in the dataset
differ. When the mean and variance of the variables differ
significantly, the variables with a large mean and variance
increase the impact on the other variables.+is may result in
the loss of important variables due to the low variation
intervals. It can also affect the success of the ML models
[34, 35]. +erefore, regression models are normalized by the
numerical data normalization methods to standardize the
effect of each variable on the results. In this study, the dataset
was normalized by the min-max, decimal, sigmoid, and
z-score normalization techniques, and then their perfor-
mances were compared.

3.2. Machine LearningMethods. +e ML regression method
estimates the output value using the input samples of the
dataset. Such a procedure is also termed as the training set.
+e purpose of the regression method is to minimize the
error between the predicted and actual outputs [36]. Herein,
seven different regression methods (i.e., DT, RF, support
vector machine, partial least squares, artificial neural net-
works, bootstrap aggregation (bagging), and FL) were used
to predict the concrete compressive strength and slump
values. Additionally, the K-nearest neighbor method was
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applied to determine the suitable normalization method for
the dataset. +ese methods are briefly described below.

Decision tree (DT) [37] is a supervised ML algorithm. It
can be used for both regression and classification.+e aim of
the DT algorithm is to divide the dataset into smaller,
meaningful pieces, where each input has its own class label
(tag) or value. Different measurements are used for the DT
splitting, such as Gini and information gain. Regression tree
is a type of a DTand a hierarchical model for the supervised
learning. Classification and regression trees (CART), ID3,
and C4.5 methods are the most important learning algo-
rithms mentioned in the literature. In this study, the CART
[38] model is used for the regression.

Random forest (RF) [39] is an ensemble method that
combines many DTs. It can be used for both regression and
classification. Each DT in the forest is created by the se-
lection of different samples from the original dataset by the
bootstrap technique. +ese samples are then trained using a
set of attributes selected by the bagging mechanism. Sub-
sequently, the decisions made by a large number of indi-
vidual trees are subjected to voting. As such, the most voted
class is presented as the class estimate of the community.

Support vector machine (SVM) has been developed by
Vapnik [40]. It is applied both for regression and classifi-
cation. +e SVM method is based on finding an optimal
hyperplane that maximizes the margin between the classes.

Table 1: Properties of the constituents.

Fineness
modulus, k (− )

Particle
density,
ρ (kg/m3)

Water absorption, μ
(kg/kg)

Compressive strength,
fcc (MPa)

Blaine specific surface, σ
(m2/kg)

Aggregate

Basalt

Crushed stone II 10.456 2872 0.0100 — —
Crushed stone I 9.129 2878 0.0130 — —
Crushed stone

sand 5.198 2845 0.0220 — —

Limestone

Crushed stone II 10.181 2600 0.0120
Crushed stone I 7.107 2590 0.0170
Crushed stone

sand 4.791 2550 0.0260 — —

Sand 3.770 2600 0.0140 — —
Binding material

Cement

CEM V/A (S-P)
32.5N — 2990 0.0000 34.4 416.0

SDC 32.5 R — 3160 0.0000 44.75 339.0
CEM I 42.5 R — 3140 0.0000 55.1 379.0

Admixture
Super
plasticizer — — 1100 0.0000 — —

Table 2: Basic statistic of used datasets.

Data Attribute Abbreviation Unit Min Max μ σ σ2

D112

Water/cement W/C % 54.95 59.88 57.38 2.07 4.29
Cement content C Kg 330.00 345.00 337.72 6.31 39.76

Compressive strength of cement fcc MPa 34.40 55.10 44.75 9.09 82.69
Fine aggregate FA % 65.00 68.00 66.47 1.27 1.62
Fineness module kk — 5.60 5.80 5.70 0.07 0.01

Chemical admixture CA % 1.20 1.40 1.30 0.08 0.01
Concrete compressive strength fc MPa 19.86 44.19 33.30 6.91 47.81

Slump value S cm 1.20 23.20 12.35 7.06 49.85
Type of aggregate TA — 0: limestone, 1: basalt

D224

Water/cement W/C % 50.00 54.95 52.60 2.11 4.46
Cement content C kg 330.00 345.0 337.63 6.49 42.14

Compressive strength of cement fcc MPa 34.40 55.10 45.12 9.25 85.56
Fine aggregate FA % 48.00 54.00 51.00 2.36 5.56
Fineness module kk — 6.60 6.80 6.70 0.09 0.01

Chemical admixture CA % 1.20 1.40 1.230 0.09 0.01
Concrete compressive strength fc MPa 26.59 53.87 40.38 8.12 65.92

Slump value S cm 2.60 21.70 13.33 6.56 43.00
Type of aggregate TA — 0: limestone, 1: basalt

μ: mean, σ: standard deviation, and σ2: variance.
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Partial least squares (PLS) [41] regression generalizes
and combines the attributes from the principal component
analysis and multiple regression. +e most important
characteristic of the PLS method is its ability to obtain a

simple model with a few components, even when the var-
iables are highly correlated or linearly independent.

Artificial neural networks (ANN) [42] involve a system
ofmany interconnected neurons.+e neurons are connected

Datasets
(4 datasets: D112_fc, D112_S, D224_fc,

and D224_S)

Preprocessing

Data visualization (box-plot)(i)
Data reduction (mixture proportion features removed)(ii)
Data cleaning (missing value imputation)(iii)
Data transformation (normalization methods applied)

Min-max norm. Decimal norm. Sigmoid norm.

K-NN regression

Comparative analysis (RMSE, MAE)

Normalized datasets

Machine learning regression methods
(8 algorithms in R, 10 CV)

Best normalization method

Z-score
norm.

(iv)

(i) Decision tree (DT)
(ii) Random forest (RF)

(iii)

(i)
(ii)

(iii)

Support vector machine linear (SVMLin)

Correlation coefficient (R2)
Root mean square error (RMSE)
Mean absolute error (MAE)

Best regression method

Regression with best
model

Comparison of the model
results (original datasets

vs selected subsets)

(iv) Support vector machine polynomial (SVMPoly)

Feature selection

Selected subset

(v) Multilayer perceptron (MLP)
(vi) Partial least squares (PLS)

(vii) Bagging
(viii) Fuzzy logic (FL)

Comparative analysis
(3 metrics used)

Figure 1: Flow diagram of the prediction process.
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by the weighted links. +e ANN architecture consists of the
input, hidden, and output layers. +e multilayer perceptron
neural network (MLP) is a fully connected, feedforward type
of network. It is mostly used in network architecture. +e
output of all the neurons in the input layer is scaled by the
related connection weights.+en, the input of the neurons is
feedforwarded to the output layer. Activation functions are
used for the sum of the input neuron signals in the output
layer.

Bootstrap aggregation (bagging) was introduced by
Breiman [43] and can be utilized for both regression and
classification. Bagging is performed by aggregating the
resulting prediction rules using the bootstrap samples from
the training sample.

Fuzzy logic (FL) is anMLmethod and was introduced by
Zadeh [44]. FL is a mathematical-based method used to
analyze the systems in amanner similar to how people do. As
many problems could not be expressed by the exact
mathematical definitions, a new method was developed. In
the classical approach, an element is a member or non-
member of the cluster, making the result equal to zero or
one. However, in the FL, the situation is expressed by the
membership degrees, which indicate the element’s in-
volvement in the cluster. +e membership function is used
to map each element into a continuous interval from zero to
one. In other words, the membership degree of the element
can vary as an infinite number from zero to one. A typical
fuzzy system consists of a rule base, membership functions,
and inference procedure. In this study, Wang and Mendel’s
technique (WM) was employed to generate the fuzzy rule.

K-nearest neighbor (KNN) [45] is an instance-based
algorithm and can be applied for both regression and
classification. +e KNN method searches for the k-data
points closest to the test object and uses the features of these
neighbors to classify the new object. For this, a distance is
measured between each instance in the training dataset and
the test instance. Herein, k� 3, 5, and 7 were chosen. +e
Euclidean distance was deployed as a distance measure. +e
“knn.reg” function was used in the “FNN” package [46]. +e
detailed information regarding the ML regression methods
applied in this study is presented in Table 3.

3.3. Evaluation Metrics. To evaluate the predicted values of
the regression methods, the actual and predicted values were
compared. In this study, the R, RMSE, and MAE metrics
were used to evaluate the prediction accuracy [47]. +e
model parameters were optimized for the highest R, lowest
RMSE, and lowest MAE. All of them were calculated
according to the following equations:
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Here, N is the number of data points.

3.4. Feature Selection. Feature selection (reduction in ir-
relevant variables) is the preprocessing step in ML that
selects the best subset from the original dataset by evaluating
the properties according to the used algorithm [48]. +e
ReliefF algorithm was developed by Kira and Rendell [49]. It
weights the features according to the relationship between
the effect variables. Although this method was successfully
applied to two classes of the datasets, it was not proved
functional for the datasets with multiple classes. To solve this
problem, in 1994, Kononenko developed the ReliefF algo-
rithm that works for the multiclass datasets [50]. +e al-
gorithm determines the weights of the continuous and
discrete attributes based on a distance between the instances.

4. Results and Discussion

+e cross-correlation between the datasets representing the
parameters D112 and D224 is depicted in Figure 2. +e
correlation coefficient provides information on the effect
level and direction of the linear relationship between two
variables. +e Pearson correlation is used when the dataset
has a normal distribution, whereas the Spearman correlation
is applied when the normal distribution cannot be reached.

According to the correlation results of the D112 dataset,
the response variable fc is highly correlated with the effect
variable fcc (0.88). Moreover, the highest correlation is
observed between the response variable S and the effect
variable TA (− 0.57 for basalt and 0.57 for limestone).
According to the correlation results of the D224 dataset, the
response variable fc is highly correlated with the effect
variable fcc (0.91). Besides, the highest correlation is obtained
between the response variable S and the effect variable TA
(− 0.55 for basalt and 0.55 for limestone).

Before the data analysis begins, the data must be checked
in accordance with the normal distribution. In this study, the
normality test was performed using the Shapiro–Wilk
normality test with the Gaussian error [51]. In the
Shapiro–Wilk normality test, when the probability is >0.05,
the data are normally distributed, whereas when the
probability is <0.05, the data demonstrate a nonnormal data
distribution. +e small W value in the Shapiro–Wilk nor-
mality test indicates that the sample is not normally dis-
tributed. +e Shapiro–Wilk normality test results for the
D112 and D224 datasets are presented in Table 4.

According to the Shapiro–Wilk normality test results
(Table 4), the D112 and D224 datasets are not normally
distributed with the probability of the variables <0.05 and
very highW values for both datasets. Furthermore, the box-
plot graphs (Figure 3) prove that the dataset is not normally
distributed. With the box-plot graph, it is possible to ex-
amine both ranges of the value and the numeric variable
distribution.
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In this study, four different normalization techniques,
namely, min-max, decimal, sigmoid, and z-score were ap-
plied to four different datasets. As a result, the most suc-
cessful method was determined. After the normalization of
the datasets by these methods, their success rate was
compared using the KNN regression method. +e KNN
regression method was chosen being distance-based and

rapid in application. In this study, the k-values were selected
at 3, 5, and 7. +e results are provided in Table 5. According
to the KNN regression results, the fc (D112,D224) and S (D112,
D224) values were normalized by the decimal scaling and
min-max normalization methods, respectively.

+e results of the RF, SVM linear, SVM linear (SVMLin),
SVM polynomial (SVMPoly), PLS, Bagging, DT, MLP, and
FLmodels for the prediction of the compressive strength and
the slump value are presented in Table 6.

+e reason for the selection of these regression methods
was the successful employment of those prediction algo-
rithms in published literature. As mentioned earlier, the
datasets were randomly divided into the training (70%) and
individual test sets (30%). Herein, the training and indi-
vidual test sets consisted of 40 and 18 instances for the D112
dataset, respectively, and 39 and 17 instances for the D224
dataset, respectively. Prediction results for the models were
obtained from the 10-fold cross-validation process. +e

Table 3: Hyperparameters of machine learning regression models.

Model Method Required package Tuning parameter
Classification and regression trees (CART) rpart CRAN method� “anova”
Random forest (RF) rf Caret ntree� 100
Support vector machine (SVM) svmLinear, svmPoly Caret gamma� 0.001, cost� 100
Partial least squares (PLS) pls Caret tuneLength� 20
Artificial neural network (ANN) mlp RSNNS size� 5, maxit� 100, learnFuncParams� 0.1

Bootstrap aggregation (bagging) bagging ipred na.action�na.rpart
method.type� “WM”, num.labels� 7

Fuzzy logic (FL) frbs.learn frbs

max.iter� 30
step.size� 0.01,

gradient descent� 00.1
type.implication.func� “ZADEH”

Table 4: Shapiro–Wilk normality test results for datasets.

Variables
D112 dataset D224 dataset

P value W P value W
W/C 1.21 · 10− 07 0.792 9.46E − 08 0.780
C 1.36 ·10− 07 0.794 8.11E − 08 0.777
fcc 2.75 ·10− 08 0.764 2.32E − 08 0.752
FA 7.11 · 10− 08 0.782 3.73E − 07 0.805
kk 3.40 ·10− 07 0.810 6.73E − 08 0.773
CA 9.28 ·10− 08 0.787 4.74E − 08 0.767
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Figure 2: Correlation matrix of D112 (a) and D224 (b) datasets.
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performance of these regression methods was evaluated
according to the R, RMSE, andMAE statistical criteria. Rwas
employed to evaluate the good fit between the predicted and
actual values. A combination of the R, RMSE, and MAE

results was sufficient to reveal any significant differences
between the predicted and actual values.

According to the statistical results of the regression
method (Table 6), the FL regression model delivered the
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Figure 3: Box-plot graphs for the raw and decimal normalized dataset.

Table 5: +e results of the normalization methods.

Regression method Normalization method
D112_fc dataset D112_S dataset D224_fc dataset D224_S dataset
RMSE MAE RMSE MAE RMSE MAE RMSE MAE

3NN

Min-max 5.32 3.96 19.93 18.24 5.51 3.42 27.87 26.34
Decimal 3.13 2.41 25.46 24.79 3.39 2.70 29.09 27.80
Sigmoid 5.21 3.35 26.41 25.21 5.65 3.61 28.13 26.64
Z-norm 5.22 3.62 25.84 24.68 5.60 3.50 28.22 26.69

5NN

Min-max 6.53 5.09 19.70 17.99 5.33 4.64 30.17 28.92
Decimal 2.78 2.32 23.44 22.61 3.46 3.07 34.17 33.12
Sigmoid 6.03 5.24 22.82 21.26 5.50 4.66 30.73 29.56
Z-norm 6.01 5.22 22.81 21.16 5.66 4.87 30.34 29.22

7NN

Min-max 5.51 4.36 20.25 19.09 5.51 4.57 27.61 26.53
Decimal 3.60 2.89 21.97 21.26 3.78 3.12 29.40 28.18
Sigmoid 5.69 4.77 21.65 20.70 5.50 4.25 26.63 25.66
Z-norm 5.63 4.72 21.63 20.67 5.46 4.20 26.63 25.64

Table 6: Metrics results of the different regression methods.

Dataset Metric RF SVMLin SVMPoly PLS Bagging DT ANN FL

D112_fc
R 0.916 0.912 0.920 0.907 0.915 0.857 0.932 0.945

RMSE 2.362 2.518 3.046 2.604 2.419 2.878 2.855 1.090
MAE 1.957 1.837 2.423 2.001 2.117 2.511 2.625 0.933

D112_S
R 0.833 0.758 0.761 0.705 0.705 0.693 0.897 0.947

RMSE 4.748 4.983 5.094 5.380 6.100 5.942 2.686 2.477
MAE 4.302 3.702 3.933 4.476 5.776 5.465 3.409 1.954

D224_fc
R 0.853 0.816 0.816 0.779 0.736 0.408 0.899 0.928

RMSE 2.054 3.285 2.943 3.243 2.689 3.008 2.107 1.442
MAE 1.641 2.678 2.316 2.724 2.192 2.364 2.926 0.995

D224_S
R 0.772 0.654 0.765 0.645 0.730 0.518 0.896 0.977

RMSE 3.778 5.114 4.005 5.015 4.094 5.424 2.534 1.413
MAE 2.428 3.994 2.708 4.050 3.254 4.442 3.842 1.152
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highest prediction accuracy for the prediction of the re-
sponse variables fc and S according to the maximum ag-
gregate sizes (D112 andD224).+e FLmodel achieved the best
prediction accuracy results among all the performance
criteria according to seven benchmark models.

+e prediction results obtained from the FL regression
model and actual results are depicted in Figures 4 and 5. +e
prediction values for the compressive strength and slump are
similar to the actual values.

To reduce the number of the effect variables, the ReliefF
feature selection method was used to determine the high-
level effect variables. As a result, the fcc, kk, C, andW/C effect
variables were selected as they had a high-level effect on fc
and S for the maximum aggregate size. +e results of R,
RMSE, and MAE obtained after applying the FL model to all
the effect variables and reduced effect variables are presented
in Table 7.+is table also indicates that there is no significant
change in the R, RMSE, and MAE results when the number
of features was reduced from seven to four.+erefore, the FL
model with fewer features can still make successful
predictions.

+e effect levels of the simultaneously controllable effect
variables on the response variables exhibit some variations
[28–30]. Considering the selected variation intervals, the fcc,
kk, C, and W/C variables had a significant effect level on the
response variables for the maximum aggregate sizes. Cement
strength (fcc), cement dosage (C), and water/cement (W/C)
ratio tend to have a significant effect on the compressive
strength. Furthermore, the fineness modulus (kk), which
expresses the fineness and distribution of the mixture ag-
gregate, is one of the essential variables that affects the
concrete compactness. Moreover, the concrete compactness
directly affects the compressive strength.

+e workability of concrete is directly influenced by the
cement properties (e.g., cement fineness), aggregate prop-
erties (e.g., roughness of the aggregate surface), and amount
of mixing water. Particularly, it is not expected that the
chemical additive variable does not have a significant effect
on workability. +e variation intervals of the chemical ad-
ditive are negligible and do not show a significant effect on
the workability of concrete. However, the variation intervals
of the other effect variables can be considerable. +erefore,
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Figure 4: Comparison between actual and predicted values of fc and S values using the FL model for the D112 dataset.
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Figure 5: Comparison between actual and predicted values of fc and S values using the FL model for the D224 dataset.

8 Advances in Civil Engineering



the predicted accuracy does not decrease due to the FA, CA,
and TA variables, which do not have a significant effect on
response variables in the selected variation intervals.

5. Conclusions

+e goals of this study were (i) to determine the most
successful normalization technique for the datasets, (ii) to
obtain the prime regression method to predict the fc and S
values, (iii) to choose the best subset using the ReliefF feature
selection method, and (iv) to compare the regression results
for the original and selected subsets.

To determine the effect levels of the effect variables on
the response variables (i.e., fc and S) with precision, data
were analyzed for normalization. If the data were not
normally distributed, it was necessary to determine the most
appropriate normalization method. In this study, the
Shapiro–Wilk normality test results demonstrated that the
datasets were not normally distributed. +e most successful
techniques for the determination of the fc (D112, D224) and S
(D112, D224) values were the decimal scaling and min-max
normalization methods, respectively. +erefore, as the
variation ranges of the effect variables influencing the
concrete properties varied substantially, it was necessary to
preprocess the raw data for the estimation of the concrete
properties.

Herein, seven different ML methods, such as DT, RF,
SVM, PLS, ANN, bagging, and FL were experimented with
to predict the fc and S values. According to the R, RMSE, and
MAE statistical results, FL is the best regression method for
the maximum aggregate size. Generally, the similarity be-
tween the actual and predicted values is high for the
compressive strength (Figures 4 and 5). A minimal differ-
ence between the actual and predicted slump values in-
dicates that the slump values are more sensitive to the
experimental error, simultaneously uncontrollable effect
variables, and variation intervals of the effect variables. +e
flexibility of the computational structure of the FL ap-
proximated the results instead of providing the exact results.
In particular, the uncertainties in the problem-solving and
decision-making processes can be clarified by the applica-
tion of the FL. +us, complicated problems can be solved,
making the FL more functional than any other ML method.

In experimental designs, where the number of the si-
multaneously uncontrollable effect variables is high, it is
crucial to reduce the number of the experiments to save costs
and time. +erefore, the predicted values close to the actual
values need to be obtained with the minimum number of the
experiments. In this study, seven simultaneously control-
lable effect variables were reduced to four effect variables
(i.e., fcc, kk, C, and W/C) using the RelifF feature selection
method. +e metric results obtained by the FL regression
were similar for four and seven effect variables (Table 7).
+erefore, the experimental designs with fewer effect vari-
ables are sufficient for estimating the concrete properties.

Data Availability

Previously reported “compressive strength and slump of
concrete” data were used to support this study and are
available in the author’s PhD thesis, report, and article.+ese
prior studies (and datasets) are cited at relevant places within
the text as references [28–30].
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Turkey, 2012.
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As is often the case in project scheduling, when the project duration is shortened to decrease total cost, the total float is lost
resulting in added critical or nearly critical activities. *is, in turn, results in decreasing the probability of completing the project
on time and increases the risk of schedule delays. To solve this problem, this research developed a fuzzy multicriteria decision-
making (FMCDM) model. *e objective of this model is to help project managers improve their decisions regarding time-cost-
risk trade-offs (TCRTO) in construction projects. In this model, an optimization algorithm based on fuzzy logic and analytic
hierarchy process (AHP) has been used to analyze the time-cost-risk trade-off alternatives and select the best one based on selected
criteria. *e algorithm was implemented in the MATLAB software and applied to two case studies to verify and validate the
presented model. *e presented FMCDM model could help produce a more reliable schedule and mitigate the risk of projects
running overbudget or behind schedule. Further, this model is a powerful decision-making instrument to help managers reduce
uncertainties and improve the accuracy of time-cost-risk trade-offs. *e presented FMCDM model employed fuzzy linguistic
terms, which provide decision-makers with the opportunity to give their judgments as intervals comparing to fixed value
judgments. In conclusion, the presented FMCDM model has high robustness, and it is an attractive alternative to the traditional
methods to solve the time-cost-risk trade-off problem in construction.

1. Introduction

Project management has a vital role inmodernmanagement.
It is noted as the application of knowledge, skills, tools, and
techniques in project activities to reach the project re-
quirements [1]. In project management, the fundamental
project concepts of time, cost, and risk are conflicting terms
which should be appropriately assigned to project activities
to achieve the desired objectives of project stakeholders [2].
*ere are many occasions where the owner informs the
contractor that the schedule must be shortened. *is action
could lead to increases in total cost as well as risk. To ac-
celerate the execution of a project, project managers need to
reduce the scheduled execution time by hiring additional
labor or using productive equipment. But, this idea will

increase cost and risk, hence shortening the completion time
of jobs on critical path network is needed.

Time-cost trade-off (TCT) is a common approach
applied by project managers to reach the required com-
pletion time of the projects with the least extra cost [3]. In
fact, TCT deals with modifying implementation time of
project activities while doing a trade-off between the
completion time and the project cost [4]. Several ap-
proaches were introduced in addressing risk in time-cost
trade-off problems (TCTPs). He et al. addressed the pre-
emptive time-cost-risk trade-off project scheduling
through a multiobjective multimode model [5]. Hosseini-
Nasab et al. applied variable neighborhood search and
tabu search to handle the TCT problem [6]. Mohagheghi
et al. introduced a multicriteria decision-making model
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for Time-cost-quality trade-off problem in construction
projects [7]. *e NSGA-II procedure was used to identify
Pareto optimal solutions [7]. Eirgash et al. determined the
optimal set of time-cost alternatives using a multiobjective
teaching-learning-based optimization (TLBO) algorithm
to successfully optimize small to medium projects [8].
Tran et al. presented fuzzy earned value management into
a TCTP and used a statistical-based approach [9]. Tseng
et al. proposed a two-phase differential evolution model to
address construction project TCTP under resource-con-
strained limitations [10]. Zhang and Zhong, presented a
multiobjective approach for solving discrete time-cost-
risk trade-off problems with mode-identity and resource-
constrained situations [11]. In this paper, a FMCDM
model has been developed based on the fuzzy analytic
hierarchy process (FAHP) algorithm. *e objective of the
presented model is to analyze the time-cost-risk trade-off
alternatives and select the best one based on selected
criteria. *e presented algorithm was implemented in the
MATLAB software and compared with other methods to
qualify the magnitude of improvement that the proposed
FMCDM model presents.

2. Fuzzy Multicriteria Decision-
Making (FMCDM)

Some decision situations involve a multitude of objectives
or decision criteria that may be inaccurate and conflict with
each other. Decision analysis considers the paradigm in
which decision-makers contemplate a choice of action in a
risky environment. Decision analysis is designed to help
decision-makers choose between a set of predetermined
alternatives [12]. *e variety in the quality of the available
data about a decision-related problem calls for models and
tools that can help in data processing. *e analytic hier-
archy process (AHP) is a decision-making procedure to
help decision-makers establish priorities to take the best
possible decision. Analytic hierarchy process (AHP) is a
system of measurement using pairwise comparisons and
depends mainly on the experts’ opinions [13]. Al-Harbi
[14] led a study in which the AHP is applied as a decision-
making technique to assess the problem of contractor
qualification. *e traditional AHP technique is not con-
sidered to be able to deal with the risks involved in the
criteria [15]. *ere is an extensive literature which ad-
dresses the situation in the real world where the AHP
comparison criteria are imprecise judgments. To reduce the
bias associated with traditional AHP, this paper utilizes
fuzzy analytic hierarchy process (FAHP) as a tool to
provide decision support for construction project man-
agers. *e presented FAHP utilizes triangular fuzzy
numbers (TFN) to capture expert opinions. A triangular
fuzzy number (μ) can be defined as a triplet (a1, aM, a2).
*is parameter (a1, aM, a2) signifies the smallest possible
value, the most promising value, and the largest possible
value, respectively [12]. In FAHP, the pairwise evaluations
of both criteria and the alternatives are completed using
linguistic terms, which are represented by TFN. *e α-cut

method is a common technique to do arithmetic operations
on a triangular membership function [16].

*e α-cut signifies the degree of risk that the project
managers are ready to take (i.e., no risk to full risk). Because
the value of α could significantly affect the solution, it should
be wisely chosen by project managers. Figure 1 shows a TFN
with α-cut.*e higher the value of α, the lower the risk (α�1
means no risk) [17].

In this paper, triangular fuzzy number with α-cut and
analytic hierarchy process (AHP) is used to help decision-
makers establish priorities to take the best possible decision
regarding the TCRTO problem. *e presented FMCDM
model consists of four stages, as follows.

2.1. FMCDMModel Stage 1. In stage one, the cost, time, and
risk alternatives are calculated using the following objective
functions:

minf1 � 
n

i�1
tij xij , (1)

minf2 � 
n

i�1
Cij xij  + 

n

i− 1
Cf, (2)

minf3 � 
n

i�1
Rij, (3)

Sj − Si ≥ tij xij , (4)

Iij ≤Xij ≤Uij, (5)

X1 � 0, (6)

CR ≥ 0,

tij xij ≥ 0,

xi ≥ 0.

(7)

Equations (1)–(3) are the objective functions. *ey
minimize the time, cost, and risk, respectively. *e con-
straints are represented by equations (4) and (7). Equation
(4) represents the precedence constraint. Equation (5) en-
sures normal and crash times represent the upper and lower
limits of project duration which should not be violated.
Equation (6) represents the start time which should always
be zero. Equation (7) represents the nonnegativity con-
straint. *e notations and variables used in the above
equations are as follows:

i: index of activities
j: index of nodes in project network
tij (xij): expected duration of an activity
Cij (xij): the normal cost of an activity
Rij: total value of risk for project activities
Si: start time of activity i
Sj: start time of node j
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*is step generates ten alternatives for cost, time, and
risk based on different α-cut values that range from 0.1 to 1
with an increment of 10%.

2.2. FMCDMModel Stage 2. In stage two, data are gathered
from decision-makers to compare alternatives based on a
fuzzy scale. In traditional AHP, a scale of real numbers from
one to nine is used to assign preferences [13]. When
comparing two alternatives, the significance of the assigned
number can be gauged by using the pairwise comparison
measurement scale shown in Table 1 as suggested by Saaty
[13]. Intermediate numbers are used to add further reso-
lution to the judgments.

To fuzzify this numeric scale, TFN is used to represent
uncertainty in the traditional AHP approach. *is model
uses the linguistic variables and the fuzzy triangular scale
that are shown in Table 2, as suggested by Alzarrad and
Fonseca [12].

*e decision-makers compare the criteria or alternatives
using the linguistic terms shown in Table 2, according to the
matching TFN of these terms. For example, if the decision-
makers state, “Time (criterion 1) is very strongly favored
compared to cost (criterion 2),” then it takes the scale of (6,
7, 8). Conversely, comparison of cost (criterion 2) to time
(criterion 1) will take the scale of (1/8, 1/7, 1/6). *is step
involves two objectives:

(1) Compare the alternatives with respect to criteria
(2) Compare the criteria with respect to the goal

2.3. FMCDM Model Stage 3. *e third stage is to develop
pairwise fuzzy comparison matrices. *is consists of ma-
trices of pairwise assessments of the contribution of ele-
ments at one level, to achieve the objectives of the next
higher level. *e diagonal elements of all three matrices are
(1, 1, 1) because they are the result of comparing identical
criteria. A pairwise fuzzy comparisonmatrix (A) is shown as
follows:

A �

d11 d12 . . . d1n

d21 d22 . . . d2n

. . . . . . . . . . . .

dn1 dn2 . . . dnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

where dij indicates the decision maker’s preference of ith
criterion over jth criterion through TFN.

2.4. FMCDM Model Stage 4. *is step involves the de-
termination of the relative priorities of each element, at a
specific level, with respect to the level immediately above.
*e relative weights of all the elements at the various levels
are aggregated in order to find a vector of composite weights,
which will serve as a rating of the decision alternatives to
attain the general goal of the problem. *e relative weights
are denoted by a vector (w) called the priority vector. *ere
are a number of techniques to determine the relative weights.
*e most commonly used technique is the eigenvalue
method [18]. According to the eigenvalue method, the
relative priorities of each element at a particular level can be
calculated using the following steps:

(1) Find the geometric mean of fuzzy comparison values
of each criterion and alternative using the following
equation:

Table 1: Traditional AHP numerical scale.

Location Saaty scale
Extremely favored (E. Fav) 9
Very strong favored (V.S. Fav) 7
Strongly favored (S. Fav) 5
Moderately favored (M. Fav) 3
Equal (equal) 1
Moderately disfavored (M. Disfav) 1/3
Strongly disfavored (S. Disfav) 1/5
Very strongly disfavored (V.S. Disfav) 1/7
Extremely disfavored (E. Disfav) 1/9
Intermediate values 2, 4, 6, 8

Table 2: Fuzzy triangular scale for fuzzy AHP.

Location Saaty scale
Extremely favored (E. Fav) (9, 9, 9)
Very strong favored (V.S. Fav) (6, 7, 8)
Strongly favored (S. Fav) (4, 5, 6)
Moderately favored (M. Fav) (2, 3, 4)
Equal (equal) (1, 1, 1)
Moderately disfavored (M. Disfav) (1/4, 1/3, 1/2)
Strongly disfavored (S. Disfav) (1/6, 1/5, 1/4)
Very strongly disfavored (V.S. Disfav) (1/8, 1/7, 1/6)
Extremely disfavored (E. Disfav) (1/9, 1/9, 1/9)
Middle value of 1 and 3 (1, 2, 3)
Middle value of 3 and 5 (3, 4, 5)
Middle value of 5 and 7 (5, 6, 7)
Middle value of 7 and 9 (7, 8, 9)

a1

1

0

μ

α

a2aM

Figure 1: Triangular fuzzy number with α-cut [7].
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ri � 
n

j�1
dij

⎞⎠

1/n

,⎛⎝ (9)

where ri � geometric mean and n� number of cri-
teria or alternatives

(2) Find the reciprocal value of the ri summation
(1/ ri) and arrange these values in increasing order

(3) *e priority vector (wi) for each criterion or alter-
native can be calculated using the following
equation:

wi � ri∗
1

 ri

 . (10)

(4) Since wi are still TFN, they need to defuzzified by the
Centre of Gravity method via applying the following
equation:

wcrisp �
lwi + mwi + hwi

3
, (11)

where lwi � the low value of wi in the comparison
rating, mwi � the medium value of wi in the com-
parison rating, hwi � the high value of wi in the
comparison rating, and wcrisp � the defuzzified value
priority vector (wi) for each criterion or alternative

(5) Normalize wcrisp by using the following equation:

wn �
wcrisp

 wcrisp
. (12)

By using these five steps, the normalized weights can be
found. *en, the scores for each alternative can be calcu-
lated. Finally, the alternative with the largest score is rec-
ommended as the first priority of decision-makers.

3. Verification and Validation

To illustrate an implementation of the FMCDM model, two
case studies are used to verify and validate the model.

3.1. Case One. *e first case study is proposed initially by
Gen and Cheng [19]. *e FMCDM model is applied to this
case to help the decision-makers determine the project
optimal time-cost-risk balance. *e case study shows a
construction project that has seven activities as shown in
Table 3.*e calculated project duration is 60, 81, and 92 days
for the optimistic, moderate, and pessimistic times, re-
spectively. *e calculated project cost is $270K, $245K, and
$220K for pessimistic, moderate, and optimistic.

*e presented model generates the result as shown in
Table 4.

Based on the results in Table 4, alternative 10 has the
largest total score which is 0.255. *erefore, it is recom-
mended as the best choice to minimize the risk andmaintain
the time-cost balance. To evaluate the result, a software
called Expert Choice © is used. Expert Choice is a decision-
making software that uses traditional AHP to select the best
choice from a group of existing options [20].

Figure 2 shows a comparison between the Expert Choice
result and the result obtained by using the FMCDM model.

At first glance, the results look similar, but to further
compare the results, a test called Wilcoxon signed-rank test
is performed. *e method to perform the Wilcoxon test
starts with two hypotheses. A null hypothesis (H₀) states that
the results obtained from the two approaches are the same.
An alternative hypothesis (H1) states that the results ob-
tained from the two approaches are not the same [21].
Table 5 shows the Wilcoxon signed-rank test result.

Table 5 shows that the p value is 0.006 which is less than
the significance level of 0.05. As a result, there is enough
evidence to reject the H₀ hypothesis and to conclude that the
difference between the results obtained from the two ap-
proaches is significant. Although alternative 10 is recom-
mended as the best choice by both the presented model and
the Expert Choice software, the scores assigned by each
approach are different.

3.2. Case Two. Case two is a concrete bridge project, which
was first introduced by Zhang and Zhong [11]. *is case
consists of six activities as shown in Table 6. *e calculated
project duration is 180, 199, and 217 days for the optimistic,
moderate, and pessimistic times, respectively. *e calculated
project cost is $1500, $1900, and $2500 for pessimistic,
moderate, and optimistic, respectively.

*e presented model generates the result as shown in
Table 7.

Based on the results in Table 7, alternative one has the
highest score, which is 0.240. *erefore, it is recommended
as the best choice. Expert Choice has been used to evaluate
the result of the presented model. Figure 3 shows a com-
parison between the Expert Choice result and the result
obtained by using the FMCDM model. Wilcoxon test has
been used to further evaluate the results. Table 8 shows the
Wilcoxon signed-rank test result.

Table 8 shows that the P value is 0.005 which is less than
the significance level of 0.05. As a result, there is enough
evidence to conclude that the difference between the results
obtained from the two approaches is significant. Although

Table 3: Activity duration and cost.

Activity Predecessor Optimistic
time

Moderate
time

Pessimistic
time

A — 14 20 24
B A 15 18 20
C A 15 22 33
D A 12 16 20
E B, C 22 24 28
F D 14 18 24
G E, F 9 15 18
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Alternative one is recommended as the best choice by both
the presentedmodel and the Expert Choice software, and the
scores assigned by each approach are different. Further, the
proposed FMCDM model allows better modeling of the
uncertainty, and it takes care of more decision-makers’
preferences compared with classical AHP.

4. Results and Limitations

In this paper, a FMCDM model is presented and compared
with the classical AHPmethod that is implemented by use of
the Expert Choice software. Two case studies have been used
to verify and validate the presented model. Using the first

Table 4: Results of the FMCDM model (case one).

Weights Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt. 8 Alt. 9 Alt. 10
Time 0.111 0.290 0.242 0.148 0.107 0.070 0.047 0.038 0.028 0.017 0.013
Cost 0.111 0.013 0.016 0.027 0.037 0.058 0.084 0.105 0.144 0.231 0.286
Risk 0.777 0.013 0.016 0.027 0.037 0.058 0.084 0.105 0.144 0.231 0.286
Total scores 0.044 0.041 0.040 0.044 0.059 0.080 0.097 0.131 0.207 0.255
*e bold values represent the total weight score for each alternative.
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Figure 2: Expert Choice results vs FMCDM model results (case one).

Table 5: Activity duration and cost.

Source N Wilcoxon statistic P value Estimated median
FMCDM 10 55.0 0.006 0.086
Expert Choice 10 55.0 0.006 0.083

Table 6: Activity duration.

Activity Optimistic time Moderate time Pessimistic time
A 26 28 30
B 40 42 46
C 36 38 40
D 83 85 87
E 18 20 22
F 22 25 28

Table 7: Results of the FMCDM model (case two).

Weights Alt. 1 Alt. 2 Alt. 3 Alt. 4 Alt. 5 Alt. 6 Alt. 7 Alt. 8 Alt. 9 Alt. 10
Time 0.819 0.290 0.242 0.148 0.107 0.070 0.047 0.038 0.028 0.017 0.013
Cost 0.091 0.013 0.016 0.027 0.037 0.058 0.084 0.105 0.144 0.231 0.286
Risk 0.091 0.013 0.016 0.027 0.037 0.058 0.084 0.105 0.144 0.231 0.286
Total scores 0.240 0.201 0.126 0.094 0.068 0.054 0.050 0.049 0.055 0.063
*e bold values represent the total weight score for each alternative.
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case study data, the result of the FMCDM model shows that
alternative ten has higher priority (0.255) than the other
alternatives. *e result of the Expert Choice software also
shows that alternative ten has higher priority (0.263) than
the other alternatives. Using the second case study data, the
result of the FMCDM model shows that alternative one has
higher priority (0.240) than the other alternatives. *e result
of the Expert Choice software also shows that alternative one
has higher priority (0.239) than the other alternatives.
However, the statistical analysis of the results obtained by
the presented model and the Expert Choice software shows
that there is a significant difference between the two ap-
proaches. *e presented model is better than other available
methods because it used fuzzy linguistic variables for en-
abling the comparisons between the criteria. *is provides
decision-makers with the opportunity to provide their
judgments as intervals compared to the fixed value judg-
ments. *e presented model is much easier to use because
the decision-makers feel much more comfortable with using
linguistic variables compared to providing precise, crisp
judgments [22]. *e main limitation of the proposed model
is the α-cut values that have been used in this research.
Further research could be done to evaluate α-cut effect on
the FMCDMmodel results. *is will help investigate further
the sensitivity of the model to α-cut change. Finally, the
presented FMCDM model is a flexible decision-making
model to help managers reduce uncertainties and improve
the accuracy of their decision.
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Rapid urbanization and mobility needs of road users increase traffic congestion and delay on urban road networks. +us, local
authorities aim to reduce users’ total travel time through providing a balance between traffic volume and capacity. To do this, they
optimize traffic signal timings, which is one of the most preferred methods, and thus they can increase the reserve capacity of a
road network. However, more travel demand along with more reserve capacity leads to vehicle emissions problem which has
become quite dangerous for road users, especially in developing countries. +erefore, this study presents a multiobjective bilevel
programming model which considers both the maximization of reserve capacity of a road network and the minimization of
vehicle emissions by aiming to achieve environmentally friendly signal timings. At the upper level, Pareto-optimal solutions of the
proposed multiobjective model are found based on differential evolution algorithm framework by using the weighted sum
method. Stochastic traffic assignment problem is presented at the lower level to evaluate the users’ reactions. Two signalized road
networks are chosen to show the effectiveness of the proposed model. +e first one is a small network consisting two signalized
intersections that are used to show the effect of the weighting factor on the proposed multiobjective model. +e other road
network with 96 O-D pairs and 9 signalized intersections is chosen as the second numerical application to investigate the
performance of the proposed model on relatively large road networks. It is believed that results of this study may provide useful
insights to local authorities who are responsible for regulating traffic operations with environmental awareness at the same time.

1. Introduction

Traffic congestion has become a serious problem worldwide
especially in dense urban road networks and causes an
increase in overall delay, which is the most significant effect
of traffic congestion in a road network. As it is well known,
major delays occurring in urban road networks arise from
signalized intersections. In fact, a significant decrease in
delay can be provided by optimizing signal timings at in-
tersections. Conversely, applying improper signal timings
leads to increase in total delay by reducing network’s ca-
pacity. It is therefore a common method to optimize signal
timings at intersections in order to increase the performance
of a road network. +e concept of reserve capacity has been
widely used for a long time to optimize traffic signal timings.
Reserve capacity can be defined as the maximization of the
origin-destination (O-D) demand multiplier by means of

ensuring that flow on each link in the network does not
exceed its capacity. It means that how large a multiplier can
be applied to the base travel demand matrix by optimizing
traffic signal timings. On the contrary, O-D demand mul-
tiplier represents increasing travel demand that occurs as a
result of growing population, changing land use pattern, etc.
Besides, the concept of reserve capacity describes the border
between applying physical improvements and optimizing
signal timings to increase the performance of a road net-
work. In other words, local authorities can manage a road
network by optimizing traffic signal timings until travel
demand reaches a certain level. +is concept was taken into
consideration with the study proposed by Webster and
Cobbe [1]. Allsop [2] took this pioneer work a step further in
order to provide an opportunity for intersections with
complicated signal plans. Yagar [3, 4] proposed new
methods for maximizing capacity at a signalized intersection
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by introducing different saturation flows from one stage to
another in a cycle to overcome shortcomings in the study by
Allsop [2]. While the reserve capacity has been successfully
considered for signalized intersections, this concept has also
been applied to roundabouts and priority junctions by
Wong [5]. Considering a road network rather than a single
intersection, Wong and Yang [6] aimed to maximize the
reserve capacity of a signalized road network by using de-
terministic user equilibrium link flows. After that, Yang and
Wang [7] explored the relationship between the reserve
capacity maximization and travel cost minimization at a
signalized road network. At the same year, Ziyou and Yifan
[8] pointed out that the concept of reserve capacity and
continuous network design problem must have been
combined in order to reveal more realistic results for de-
cision makers. Ge et al. [9] studied network’s reserve ca-
pacity to reveal the impact of user information by using a
bilevel programming model. Results showed that the re-
lationship between reserve capacity and user information
level depends on characteristics of a considered road
network. Besides, a two-stage model to find optimal signal
timings in the context of reserve capacity was proposed by
Ceylan and Bell [10]. In view of network reliability, Chen
et al. [11] developed a new index that examines the re-
lationship between capacity and reliability of a signalized
road network. Chiou [12] aimed to maximize the reserve
capacity considering an explicit traffic model for a sig-
nalized road network. Furthermore, Chiou [13–16] in-
vestigated the concept of reserve capacity in the context of
toll settings, expansions of link capacity, and minimizing of
users’ travel time. Similarly, Miandoabchi and Farahani
[17] proposed a new framework which solves lane addition
and street direction problems within the concept of reserve
capacity. Chiou [18] attempted to maximize the reserve
capacity of a road network by considering simultaneously
the delay minimization problem. On the contrary, Wang
et al. [19] extended the study conducted by [8], assuming
drivers’ decisions in the stochastic user equilibrium (SUE)
manner. Baskan and Ozan [20] proposed a bilevel model
based on the harmony search (HS) method to maximize the
reserve capacity of a road network by taking equity issue
into account. Recently, Baskan et al. [21] developed a
biobjective bilevel programming model that simulta-
neously solves the reserve capacity maximization and delay
minimization problems.

From another point of view, nowadays, many urban
areas are faced with adverse environmental impacts such
as noise and smog due to increasing travel demand. While
noise can be prevented through enforcements and
awareness of drivers, smog and its primary source vehicle
emissions cannot be reduced in urban areas by such
applications. As is known, significant emission reduction
can be achieved by encouraging drivers to preserve their
speed consistency. However, it is mostly not possible for
drivers to maintain their speed constant due to traffic
congestion and delay especially at intersections. +ere-
fore, environmental effects arising from vehicle emissions
should be taken into account in optimizing traffic signal
timings. In this context, there are a limited number of

studies concerning environmentally friendly signal tim-
ings in urban road networks. Kwak et al. [22] investigated
the effect of use of proper signal timings on vehicular
emissions at an arterial road. Results of a case study
showed that the proposed approach produces better so-
lution than that of the best solution produced by Synchro.
Ferguson et al. [23] developed a new model considering
vehicle emissions in order to fill the gap in the literature-
related road network design. Results clearly showed that
minimizing network overall delay may increase vehicle
emissions. Lv et al. [24] drew attention to the fact that
minimizing delay does not reduce vehicle emission-based
pollutants. To fill this gap in the literature, they developed
an optimization model considering both delay and vehicle
emissions as objectives. Liao [25] proposed a signal op-
timization model which consists of fuel consumption
based upon the vehicle movements. +e performance of
the fuel-based signal optimization model is compared
with other signal optimization models through simula-
tions. Results showed that the fuel-based model is able to
reduce fuel consumption and CO2 equivalent (CO2e)
emissions with respect to compared models. Similarly, a
vehicle-based emission model has been developed by
Chang et al. [26] in order to estimate CO2e emissions
using intelligent transportation systems (ITSs). Findings
indicated that the proposed model is capable of estimating
CO2e emissions using different types of ITS. Zhang et al.
[27] developed a biobjective programming model to find
optimal signal timings for coordinated arterials by min-
imizing delay and traffic-related emissions. A simulation-
based genetic algorithm is used to solve the proposed
model. Li and Ge [28] proposed a multiobjective bilevel
programming model that maximizes the reserve capacity
of a road network and minimizes vehicle emissions by
considering equity issue. However, contrary to this study,
they considered deterministic user equilibrium traffic
assignment at the lower level to represent users’ reactions.
Khalighi and Christofa [29] investigated the relationship
between traffic congestion and vehicle emissions at a
signalized intersection. Results revealed that the proposed
real-time signal control system is able to optimize traffic
signal timings by minimizing vehicle emissions. Steva-
novic et al. [30] presented a new method to integrate
safety, traffic emission, and signal timing optimization to
achieve more reliable decisions when local authorities face
a choice between mobility, safety, and environment. Yao
et al. [31] remarked that signal timings not only affect the
capacity of an intersection but also vehicle emissions.+ey
developed single objective and biobjective optimization
models considering different travel demand levels and
found that a proper signal timing plan can reduce both
delay and vehicle emissions at a signalized intersection.
Recently, Li and Sun [32] developed a multiobjective
optimization method for signal timing optimization and
turning-lane assignment problems considering three
important performance measures, namely, transportation
efficiency, road safety, and fuel consumption. +e pro-
posed methodology clearly showed that significant posi-
tive impacts on these measures can be observed with
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combined optimization of turning-lane assignment and
signal timings.

In the light of literature outlined, this study proposes a
multiobjective bilevel programming model which considers
both the maximization of reserve capacity of a road network
and the minimization of vehicle emissions by aiming to
achieve environmentally friendly signal timings. As it is well
known, the reserve capacity can be utilized until the in-
creasing travel demand reaches a certain level. On the
contrary, this certain level of travel demand also causes
significant increase on vehicle emissions in a road network.
It indicates that only maximizing the reserve capacity rather
than considering environmental effects does not mean that
the road network can be managed effectively. +erefore, in
this study, a multiobjective bilevel programming model has
been developed to find Pareto-optimal solutions for these
conflicting objectives. At the upper level, maximum O-D
matrix multiplier and optimal signal timings are determined
based on differential evolution algorithm frameworks, while
the lower level is presented as an SUE assignment problem to
evaluate users’ reactions.

+e remainder of this study is organized as follows.
Section 2 is about statement of the problem. Solution algo-
rithms are explained in detail in Section 3. +e experimental
evaluation of the proposed model is given in Section 4.
Conclusions and future directions are provided in Section 5.

2. Statement of the Problem

+e mutual interaction between two players, namely, local
authority and road users, can be presented as a bilevel
programming model. In this study, it is supposed that the
local authority seeks to provide a sustainable traffic man-
agement through the maximization of the reserve capacity in
a road network and the minimization of vehicle emissions.
On the contrary, road users aim tominimize their own travel
cost and to complete their travels within the shortest travel
time. +erefore, road users are interested in neither maxi-
mizing the reserve capacity of a road network nor mini-
mizing the total amount of vehicle emissions. +e trade-off
between the reserve capacity maximization and vehicle
emission minimization can be investigated by defining a
multiobjective bilevel programming model. At the upper
level, reserve capacity maximization and vehicle emission
minimization problems are simultaneously solved while
SUE traffic assignment is performed at the lower level. +e
equilibrium link flows are determined by the path flow
estimator (PFE) which is a logit-based SUE assignment tool
[33]. +e most important advantage of the PFE tool is that it
does not involve path enumeration [21]. Considering a road
network with a set of O-D pairs K, a set of links A, a set of
paths D, a set of nodes N, and a set of intersections I, the
problem can be formulated as

max
ξ,x∗

ψ, (1)

min
ψ,ξ,x∗
Ε � 

a∈A
x
∗
aeai, (2)

subject to

x
∗
a(ψ, ξ)≤paQa ξ, sa( , (3)

Giξi ≥ bi, (4)

where ψ is the O-D matrix multiplier, eai is the amount of
vehicle emissions on link a for vehicle class i, and x∗a is the
equilibrium link flow on link a. Equation (3) represents the
link capacity constraint in which sa is the saturation flow, Qa

is the capacity, and pa is the saturation flow rate. ξi is a vector
of signal timings and matrices, Gi and bi are depended on
signal timing specification for signalized intersection i ∈ I

(see for details [34]). Ε is the total amount of vehicle
emissions in a road network which can be determined using
a mesoscopic emission estimation model proposed by
Behnke and Kirschstein [35]. According to their study, the
amount of vehicle emissions (in kg CO2e) on link a for
vehicle class i can be formulated as

eai � e · la · d
fix
ai + d

load
ai m

t
i + capi  , (5)

where e is the coefficient for diesel fuel, la is the length of link
a (i.e. travel distance), dfix

ai is the load-independent emission
factor, dload

ai is the load-dependent emission factor, mt
i is the

tare weight, and capi is the load capacity for vehicle class i.
capi is taken between 0 and maxcapi, which is the maximum
load of vehicle class i. Emission factors dependent on load
can be calculated as

d
fix
ai �

ridlei

vai

+ αai ·
1

2000
·

cairi

3.63
· ρ · Ai · v

2
ai, (6)

d
load
ai � αai ·

crolli

3.6
· g · +

0.504
2 · 3600 · 3.62

· n
acc
ai · v

2
ai . (7)

Here, ridlei is the minimum fuel consumption of vehicle
class i, vai is average speed of vehicle class i on link a, cairi is the
air resistance coefficient of vehicle class i, ρ is the density of air,
Ai is the surface area of vehicle class i, crolli is the rolling re-
sistance coefficient of vehicle class i, g is the gravitational ac-
celeration, naccai is the expected number of accelerations per km
on link a, and αai represents the amount of fuel consumption
per hour to provide one KW of energy, and αai is defined as

αai �
rfulli − ridlei

Pi · 0.88 − 0.72 · exp − 0.077 · v1.41
ai( ( 

, (8)

where rfulli and Pi are the maximum fuel consumption and
rated power of engines in vehicles of class i, respectively.

+e equilibrium link flows are needed to determine the
total amount of vehicle emissions given in equation (2) in a
road network. +us, SUE link flows can be determined by
solving traffic assignment problem given in equation [36].

min
x

z(x) � − ψqTμ(x) + xTt(x) − 
a∈A


xa

0
ta(w)dw, (9)

where q is the vector of travel demand, t(x) represents a
vector of link travel times for the given vector of link flows,
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and μ is the vector of expected minimum O-D costs. +e
proposedmultiobjective bilevel programmingmodel aims to
maximize the reserve capacity and to minimize vehicle
emissions in a road network. It is clear that these objectives
are involved in an interaction, and it should be emphasized
that one solution may not be existed for all objectives in case
a multiobjective problem exists. +erefore, multiple objec-
tives in a given optimization problem require finding well-
known Pareto-optimal solutions. A solution for a multi-
objective optimization problem is called Pareto-optimal if an
objective function can only be improved by degrading some
of the other objective function values. +erefore, the proper
solution for a multiobjective problem can be provided by
Pareto-optimal solutions using the weighted sum method.
Before applying the weighted sum method, both objective
functions have to be done unitless so that they can be directly
added, that is,

f1 �
ψ∗

ψ
, (10)

f2 �
Ε
E∗

, (11)

where ψ∗ and E∗ represent upper and lower limits of ob-
jective functions given in equations (1) and (2). Since the
objective functions are furthermore unitless, the weighted
sum method can be applied to find the Pareto-optimal
solutions of reserve capacity maximization and vehicle
minimization problems subject to equations (3), (4), and (9)
as given below:

minf ψ, ξ , x∗(  � λf1 +(1 − λ)f2, (12)

where λ represents the weighting factor that is specified to
find the Pareto-optimal solutions between two objective
functions, namely, f1 and f2. +e reserve capacity is
maximized when a larger value of λ is used by the local
authority. Conversely, the minimization of vehicle emissions
is taken much more into account for smaller values of λ.

3. Solution Algorithms

+edifferential evolution- (DE-) based solution algorithm has
been introduced to solve the proposed multiobjective bilevel
programming model by considering environmental issues.
DE optimization algorithm developed by Storn and Price [37]
is referred to as one of the most powerful metaheuristic
methods [38, 39]. Its solution process is consists four fun-
damental steps, namely, initialization, mutation, crossover,
and selection. As it is well known, few parameters are needed
in DE to control the solution process. +e first one is the
number of population (NP) that represents the population
size as used in all population-based metaheuristic methods.
+e solution vectors stored in the population are called target
vectors. +e second one is the mutation factor (F) used to
create the mutant vector, and the last control parameter is the
crossover rate (CR) that provides a probabilistic choice be-
tween the mutant and target vectors to generate the so-called
trial vectors (see [37] for details).

It is clear that the maximum value of O-D multiplier, ψ∗
and the minimum value of the total amount of vehicle
emissions, E∗ should be determined for solving the multi-
objective model given in equation (12). For this purpose,
both problems are solved separately by using the bilevel
programming model within the DE framework. +e max-
imization of the O-D multiplier and the minimization of the
amount of vehicle emissions are handled at the upper level,
while equilibrium link flows are obtained by means of
solving SUE assignment problem at the lower level.

3.1. Maximization of Road Network’s Capacity. Considering
that DE is a minimization algorithm, equation (1) should be
reformulated as a minimization problem as given in
equation (13) subject to equations (3), (4), and (9) to
maximize the reserve capacity of a road network.

minZ ψ, x∗ξ(  �
1
ψ

+ σ max 
a∈A

x
∗
a(ψ, ξ) − Qa ξ, sa( ( , 0⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦,

(13)

where σ is a penalty weighting factor. +e right side of
equation (13) is the penalty function that ensures link flows
do not exceed their capacities. Pseudocode and solution
steps for the reserve capacity maximization problem are
given below in the line with the DE framework. Before
starting Step 1, upper/lower bounds for cycle time for each
signalized intersection and possible bounds for O-D mul-
tiplier are specified. Similarly, DE parameters and road
network parameters, namely, saturation flows, free-flow
travel times, and O-D demand matrix are initialized.

Step 1. Solution vectors (i.e., target vectors), Δu

(u � 1, 2, . . . ,NP), which include O-D multipliers, cycle
times, and stage green timings generated randomly con-
sidering their upper and lower bounds.+e generation of the
decision variables can be formulated as

ψu � rand[0, 1] × ψmax
u − ψmin

u  + ψmin
u ,

u � 1, 2, . . . ,NP,
(14)

cu,i � int rand[0, 1] × c
max
u,i − c

min
u,i  + c

min
u,i ,

i � 1, 2, . . . , N,
(15)

Υu,i,j � int rand[0, 1] × cu,i − Υmin
u,i,j  + Υmin

u,i,j ,

i � 1, 2, . . . , N, j � 1, 2, . . . , zn,

(16)

where cu,i is the cycle time for ith signalized intersection for
uth target vector, cmax

u,i and cmin
u,i are its upper/lower bounds,

Υu,i,j and Υmin
u,i,j are the jth stage green and minimum green

times of intersection i for uth target vector, zn is the number
of stages at ith intersection, and N is the number of in-
tersections in a road network. It should be emphasized that
the stage green timings generated according to equation (16)
may not satisfy the condition in which the sum of all green
and intergreen times should be equal to the cycle time.
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+erefore, the stage green timings should be revised
according to equation.

Υu,i,j � int Υmin
u,i,j +
Υu,i,j


zn

j�1Υu,i,j

cu,i − zi × I + Υmin
u,i,j  ⎡⎣ ⎤⎦,

(17)

subject to



zn

j�1
Υu,i,j + I � cu,i, (18)

where I is the intergreen time. At this stage, the SUE link
flows are needed to calculate the value of objective function
given in (13). For this purpose, the PFE algorithm is used
based on the logit route choice model. +e details of the PFE
algorithm are not provided to facilitate the presentation of
the main contributions without loss of generality (see [33]
for details).

Step 2. After creating the initial population, DE operators
(mutation, crossover, and selection) are applied to each target
vector in order to improve its solution quality. +us, the so-
lution vectors in the population may find an optimal/near-
optimal solution through iterations for a given optimization
problem. +e mutation process is carried out by using three
randomly selected solution vectors which should be different
from each other [37]. A mutant vector, Φiteru (iter � 1, 2, . . . ,

maxiter), for the uth target vector Δiter
u , is created as

Φiteru � Δiter
r0 + F · Δiter

r1 − Δiter
r2 , (19)

where r0, r1, and r2 are indices of the selected target vectors
which should be different from the uth target vector.

Step 3. Crossover is conducted by using uth target and
mutant vectors. Each member of the trial vector, βiteru,i , from
the uth target or the mutant vectors by using probabilistic
choice with CR as given in the following equation:

Βiteru � βiteru,i

�
ϕiteru,i , if rand(0, 1)≤CR or i � irand( ,

δiteru,i , otherwise, i � 1, 2, . . . ,ND,

⎧⎨

⎩

(20)

where ND represents the number of decision variables. +e
statement i � irand ensures that the uth target and the trial
vectors are different from each other in any case.

Step 4. Corresponding SUE link flows should be calculated
for uth trial vector by solving traffic assignment problem
before applying the last step of DE. At this step, uth target
vector, Δiter

u , is replaced with the uth trial vector,Βiteru , if the
trial vector provides lower objective function value as shown
in equation (21). +e DE optimization framework is ter-
minated when the maximum number of iterations (maxiter)
is reached.

Δiter+1
u �

Βiteru , if Z x∗ Βiteru( ( ≤Z x∗ Δiter
u( ( ,

Δiter
u , otherwise.

⎧⎨

⎩ (21)

3.2. Minimization of Total Amount of Vehicle Emissions.
A bilevel programming model to minimize the total amount
of vehicle emissions is explained based on the four-step DE
framework. Algorithm 1 represents the main steps of the
proposed model similar to Algorithm 2. Before applying
Step 1, the upper and lower bounds for signal timing var-
iables are specified. Similarly, DE parameters and road
network parameters, namely, saturation flows, free-flow
travel times, and O-D demand matrix are initialized. It
should be emphasized that O-D demand matrix multiplier is
taken as 1 in Algorithm 1. It means that the base travel
demand is considered while the total amount of vehicle
emissions, E∗, is minimized for a road network.

Step 1. Target vectors, Τu (u � 1, 2, . . . ,NP), include cycle
times and stage green timings generated randomly considering
their upper and lower bounds. +e generation of the decision
variables is formulated based on equations (15) and (18) similar
to Algorithm 2. SUE link flows are determined by the PFE
algorithm, and the corresponding objective function value for
each target vector is calculated as given in equation (2).

Step 2. At this step, the mutation operator is performed and
a mutant vector, Φiter

u , (iter � 1, 2, . . . ,maxiter), for the uth
target vector, Τiteru , is created as

Φiter
u � Τiterr0 + F · Τiterr1 − Τiterr2 . (22)

Step 3. At this step, uth trial vector, Βiteru , is generated from
uth target vector, Τiteru , and mutant vector, Φiter

u . Each
member of the trial vector, βiteru,i , is created as given in the
following equation:

Βiteru � βiteru,i

�
ϕiteru,i , if rand(0, 1)≤CR or i � irand( ,

τiteru,i , otherwise, i � 1, 2, . . . ,ND.

⎧⎨

⎩

(23)

Step 4. At the beginning of this step, equilibrium link flows
are calculated for uth trial vector by solving SUE assignment
problem. Finally, uth target vector, Τiteru , is replaced with the
uth trial vector, Βiteru , if the trial vector provides lower ob-
jective function value as shown in equation (24). +e DE
process is terminated in case the maximum number of it-
erations (maxiter) is reached.

Τiter+1
u �

Βiteru , if Z x∗ Βiteru( ( ≤Z x∗ Τiteru( ( ,

Τiteru , otherwise.

⎧⎨

⎩

(24)

After the values of ψ∗ and E∗ are determined by applying
Algorithms 1 and 2, the reserve capacity maximization and
vehicle emission minimization problems can be simulta-
neously handled to find the Pareto-optimal solutions. To do
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this, a multiobjective bilevel programming model given in
equation (12) subject to equations (3), (4), and (9) is solved
by using Algorithm 3 based on the DE framework by taking
weighting factor λ into account.

4. Numerical Applications

+e applicability of the proposed algorithms is demonstrated
by using two signalized test networks in this section. First
network called Test Network-1 is used to reveal the effect of
the weighting factor in solving the multiobjective optimi-
zation problem given in equation (12). A road network called

Test Network-2 is chosen as the second numerical appli-
cation to investigate the performance of the proposed al-
gorithms on relatively large networks.

4.1. Test Network-1. +e first test network taken from [21] is
a small road network which has 2 signalized intersections
and 8 links. Layout, stage plans, and revised layout for the
PFE are given in Figures 1 and 2, respectively.

+e free-flow travel time, t0a, and saturation flow, sa, for
link a ∈ A are set to 20 sec and 1800 veh/hr, respectively. It
is assumed that there is one O-D pair as shown in Figure 1,
and travel demand for this O-D pair is taken as 1500 veh/hr.
+e intergreen time, I, is chosen as 5 sec. Upper and lower

(1) for u⟵ 1 to NP do
(2) for i⟵ 1 to ND do
(3) Generate cycle time ci for i

th intersection considering its upper and lower bounds
(4) Generate green timings for ith intersection between minimum green time and ci

(5) Revise stage green times of ith intersection providing signal timing constraints
(6) Determine SUE flows for the uth target vector
(7) Determine objective function value given in equation (2) for uth target vector
(8) for iter⟵ 1 to maxiter do
(9) for u⟵ 1 to NP do
(10) Perform mutation to the uth target vector to create a mutant vector
(11) for i⟵ 1 to ND do
(12) Perform crossover to obtain the ith decision variable of uth trial vector
(13) Revise cycle times considering their upper and lower bounds
(14) Revise stage green times providing signal timing constraints
(15) Determine SUE flows for the uth trial vector
(16) Determine objective function value given in equation (2) for the uth trial vector
(17) Include uth trial vector to the population instead of uth target vector if it provides lower objective function value
(18) print optimal/near optimal signal timings

ALGORITHM 1: Pseudocode for the minimization of vehicle emissions.

(1) for u⟵ 1 to NP do
(2) Generate O-D matrix multiplier as ψ ∈ ψmin, . . . ,ψmax  for the uth target vector
(3) for i⟵ 1 to N do
(4) Generate cycle time ci for i

th intersection considering its upper and lower bounds
(5) Generate green timings for ith intersection between minimum green time and ci

(6) Revise stage green times of ith intersection providing signal timing constraints
(7) Determine SUE flows for the uth target vector
(8) Determine objective function value given in equation (13) for uth target vector
(9) for iter⟵ 1 to maxiter do
(10) for u⟵ 1 to NP do
(11) Perform mutation to the uth target vector
(12) for i⟵ 1 to ND do
(13) Perform crossover to obtain the ith decision variable of uth trial vector
(14) Revise cycle times considering related constraints
(15) Revise O-D matrix multiplier considering their upper and lower bounds
(16) Revise stage green times providing signal timing constraints
(17) Determine SUE flows for the uth trial vector
(18) Determine objective function value given in equation (13) for the uth trial vector
(19) Include uth trial vector to the population instead of uth target vector if it provides lower objective function value
(20) print optimal/near optimal signal timings and maximum O-D matrix multiplier, ψ

ALGORITHM 2: Pseudocode for the maximization of reserve capacity.
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bounds for cycle time ci for i
th intersection are set to 30 and

100 sec, respectively, in keeping with previous studies
[21, 40].Υi,j is set as being betweenminimum green time and

ci where minimum stage green time is selected as 7 sec.
Please note that all intersections in Test Network-1 are
isolated. On the contrary, it is clear that the values of control

O

1

1
2

5
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8

D

2

3 6

Figure 1: Test Network-1.
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Figure 2: Test Network-1 revised for the PFE algorithm.

(1) Specify the weighing factor λ ∈ (0, 1)
(2) Initialize the values of ψ∗ and E∗ to calculate functions f1 and f2 given in equation (10) and (11)
(3) for u⟵ 1 to NP do
(4) Generate O-D matrix multiplier as ψ ∈ ψmin, . . . ,ψmax{ } for the uth target vector
(5) for i⟵ 1 to N do
(6) Generate cycle time ci for i

th intersection considering its upper and lower bounds
(7) Generate green timings for ith intersection between minimum green time and ci
(8) Revise stage green times of ith intersection providing signal timing constraints
(9) Determine SUE �ows for the uth target vector
(10) Determine objective function value given in equation (12)
(11) for uth target vector subject to equations (3) and (4) and equation (9)
(12) for iter⟵ 1 to maxiter do
(13) for u⟵ 1 to NP do
(14) Perform mutation to the uth target vector to create a mutant vector
(15) for i⟵ 1 to ND do
(16) Perform crossover to obtain the ith decision variable of uth trial vector
(17) Revise cycle times considering related constraints
(18) Revise O-D matrix multiplier considering their upper and lower bounds
(19) Revise stage green times providing signal timing constraints
(20) Determine SUE �ows for the uth trial vector
(21) Determine objective function value given in equation (12)
(22) for uth trial vector subject to equations (3), (4), equation (9)
(23) Include uth trial vector to the population instead of uth target vector if it provides lower objective function value based on the

rule given in equation (24)
(24) print optimal/near-optimal signal timings and maximum O-D matrix multiplier, ψ

ALGORITHM 3: Pseudocode for the multiobjective bilevel programming model.
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parameters of DE optimization algorithm have an impact on
solution quality. In this context, the ranges for F and CR are
recommended as [0.5, 1.0] and [0.8, 1.0] by [37], Storn and,
Price, respectively. In addition, there are quite a few
numbers of studies in the literature for setting of DE pa-
rameters in last decades. +e recent study by [21] recom-
mends that the value of 0.8 can be used for F and CR. In their
study, a comparative sensitivity analysis has been performed
and the parameter combination of F�CR� 0.8 has been
resulted in the lowest mean objective function and standard
deviation values. +erefore, this parameter combination is
selected for all numerical applications in this study. +e
population size, NP, is selected as 15 considering the number
of decision variables, and the maxiter is set to 200 for all
algorithms for Test Network-1 (see [21] for details). Note
that the average computational time of each iteration of the
Algorithm 2 for 30 independent runs, using PC with Intel
Core i7 2.10GHz, 8GB RAM, was about 7.5 seconds of CPU.
To maximize the reserve capacity of Test Network-1, the
objective function in equation (13) subject to equations (3)
and (4) and equation (9) was minimized by executing Al-
gorithm 2. +e best objective function value was found as
0.4680 after 200 iterations, that is, the O-D demand matrix
for Test Network-1 can be increased by about 2.14 times as
shown in Figure 3. In this case, link flows do not exceed their
capacities although the travel demand was increased more
than two times. Degree of saturation for links 1 and 4 is 100%
that means flows on those links equal their capacities. Flows
on other links in Test Network-1 are less than their ca-
pacities with the degree of saturation of 98%. In addition,
optimal cycle time was found to be 100 sec, which is equally
distributed to the stages in each intersection in Test Net-
work-1. It should be emphasized that decision makers do
not take the amount of vehicle emissions in the network
into account in case they aim to maximize the network’s
reserve capacity.

On the contrary, the total amount of vehicle emissions
represented in equation (2) subject to equations (4) and (9)
was minimized for Test Network-1 by using Algorithm 1.+e
convergence graph is given in Figure 4.+e objective function
value was found to be about 145.25 after 200 iterations. +e
optimized signal timings are given in Table 1. +e all pa-
rameters needed for the mesoscopic emission model were
selected similarly as in [35] for small vehicle class.

Once the values of ψ∗ and E∗ are determined by applying
Algorithms 1 and 2, the reserve capacity maximization and
vehicle emission minimization problems can be simulta-
neously solved using equation (12) by applying Algorithm 3.
+e Ψ , E, and corresponding function values for different
weighting factors are given in Table 2. As can be seen in
Table 2, the network’s reserve capacity cannot be increased
when the weighting factor varies between 0 and 0.3 since
local authorities try to minimize the total amount of vehicle
emissions in the network and they are unwilling to increase
the base travel demand in the network. In this case, f1 is
equivalent to ψ∗ since ψ is 1.0 which represents the base O-D
demand. On the contrary, the value of f2 equals 1.0 since the
value of Ε is equivalent to Ε∗. +is means that local authority
totally concentrates on minimization of vehicle emissions by

optimizing traffic signal timings instead of increasing net-
work’s reserve capacity. Conversely, in case the weighting
factor is equivalent to 1.0, local authority is not interested in
minimizing vehicle emissions and tries to maximize the
network’s reserve capacity.

In this context, Figure 5 represents Pareto-optimal so-
lutions for f1 and f2 with various values of weighting factor λ.
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Figure 3: Convergence graph of the Algorithm 2 for Test Network-1.
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Figure 4: Convergence graph of the Algorithm 1 for Test Network-
1.

Table 1: Optimal signal timings for E∗ in Test Network-1.

Cycle time (sec) ci

Green timing
(sec) Υi,1

Green timing
(sec) Υi,2

90 58 22
68 40 18

Table 2: +e ψ, E, and corresponding function values for Test
Network-1.

λ ψ E f1 f2 f
0.0 1.000 145.25 2.137 1.000 1.000
0.1 1.000 145.25 2.137 1.000 1.114
0.2 1.000 145.25 2.137 1.000 1.227
0.3 1.000 145.25 2.137 1.000 1.341
0.4 1.121 164.47 1.906 1.132 1.442
0.5 1.353 200.03 1.579 1.377 1.478
0.6 1.372 206.00 1.557 1.418 1.501
0.7 1.606 356.78 1.331 2.456 1.668
0.8 1.811 421.37 1.180 2.901 1.524
0.9 2.000 515.20 1.068 3.546 1.316
1.0 2.137 674.15 1.000 4.641 1.000
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It can be clearly seen that the value of f1 decreases when the
weighting factor varies between 0.0 and 1.0. +is result
means at the same time that the O-D demand multiplier
increases since local authority pays more attention to
maximize the reserve capacity of the network.

Conversely, the value of f2 increases as the weighting
factor increases from 0.0 to 1.0. On the contrary, the total
amount of vehicle emissions, Ε, has a decreasing trend when
the weighting factor varies from 1.0 to 0.0 as can be seen in
Table 2 since local authority focuses attention onminimizing

0.00
0.50
1.00
1.50
2.00
2.50
3.00
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5.00

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
f 1,

 f 2
Weighting factor λ

f1
f2

Figure 5: Solutions of f1 and f2 with various values of weighting factor λ for Test Network-1.
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Figure 6: Test Network-2 and its representation for the PFE algorithm.
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vehicle emissions in the network instead of maximizing the
reserve capacity. In addition to these results, there is no
change in f1 and f2 until the weighting factor is increased to
0.3. On the contrary, as the weighting factor continues to
increase, the value of f1 begins to decrease and the value of f2
begins to increase. +e value of f1 shows almost a linear
decrease while the weighting factor increases from 0.3 to 1.0.
However, the value of f2 increases significantly especially
after the weighting factor’s value reached to the value of 0.6
as shown in Figure 5. +us, after this point, increasing the
network’s reserve capacity leads to significant increase in the
total amount of vehicle emissions in the network.

4.2. Test Network-2. Test Network-2 previously proposed by
Gartner et al. [41] and Jovanovic et al. [42] is selected as the
second numerical application to show the effectiveness of the
proposed algorithm on relatively large networks. Test
Network-2 revised for this numerical application consisting
96 O-D pairs, 9 signalized intersections, and 28 links as
shown in Figure 6.

Interior nodes are presented to indicate how the PFE
algorithm works to solve SUE traffic assignment problem.
Each intersection is operated by two stages as can be seen in
Figure 7. +e minimum stage green time, Υmin

i,j , is set to
7 sec and the minimum and maximum cycle times for each
intersection are taken as 30 and 120 sec, respectively. In
addition, the intergreen time between successive stages is
set to 5 sec and the minimum and maximum values of the
O-D matrix multiplier are selected as 1 and 3, respectively.
+e saturation flow is taken as 1800 veh/hr. Table 3 presents
link-related data for Test Network-2. +e free-flow travel
times of the entrance links (1, 2, 6, etc.) in the network are
assumed to be 1 sec. O-D demand matrix is assumed as
given in Table 4.

+e population size, NP, is set to 60 considering the
number of decision variables, and the maxiter for all al-
gorithms is set to 300. Note that the average computational
time of each iteration of Algorithm 2 for 15 independent
runs was about 41 sec of CPU. To maximize the reserve
capacity of Test Network-2, the objective function in
equation (13) subject to equations (3), (4), and (9) was
minimized by executing Algorithm 2. +e maximum O-D
matrix multiplier, ψ∗, was found as 1.24 for Test Network-2.
Furthermore, Ε∗ was determined as 1248 by using Algo-
rithm 1. +e Ψ , E, and corresponding function values for
different weighting factors are given in Table 5.

Similar to the analysis performed for Test Network-1,
local authority aims to minimize the total amount of vehicle
emissions in the network, and travel demand increase is not
permitted until the weighting factor reached to the value of
0.3. However, in case the weighting factor varies from 0.3 to
1.0, local authority focuses on the maximization of network’s
reserve capacity more than the minimization of vehicle
emissions. Figure 8 represents Pareto-optimal solutions for
f1 and f2 with various values of weighting factor λ for Test
Network-2. +e value of f1 decreases when weighting factor
increases from 0.3 to 1.0. On the contrary, the value of f2
significantly increases especially after the value of weighting
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Figure 7: Stage plans for Test Network-2.

Table 3: Link-related data for Test Network-2.

Link number Link length la (km) Free-flow travel time t0a (sec)

3 0.183 13.18
4 0.305 21.96
5 0.305 21.96
7 0.244 17.57
8 0.305 21.96
11 0.305 21.96
12 0.183 13.18
13 0.183 13.18
14 0.168 12.10
15 0.168 12.10
17 0.244 17.57
18 0.244 17.57
19 0.168 12.10
21 0.168 12.10
22 0.183 13.18
25 0.244 17.57
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factor equals 0.6. +is result is compatible with the results of
the analysis performed for Test Network-1.

In case the weighting factor is equivalent to the value of
0.0, only the minimization of vehicle emissions is taken into
account by local authority. Conversely, the maximization of
network’s reserve capacity is considered instead of the
minimization of vehicle emissions in case weighting factor λ
equals 1.0.+e total amount of vehicle emissions has reached
the value of 1872 in kg CO2e as shown in Table 5 in case the
O-D travel demand matrix has increased 24%. It should be

pointed out that link flows do not exceed their capacities
although the maximum demand multiplier has been applied
to the O-D matrix. Optimized signal timings for Test
Network-2 for weighting factor λ� 0.6 are given in Table 6
since this value is assumed as a critical point.

5. Conclusions and Future Directions

+is study presents a multiobjective bilevel programming
model that considers the maximization of reserve capacity of
a road network and the minimization of vehicle emissions by
aiming to achieve environmentally friendly signal timings. A
weighted sum method is introduced to find the Pareto-
optimal solutions of the proposed multiobjective problem
based on differential evolution algorithm framework. Two
road networks are considered in order to show the appli-
cability of the proposed model. Test Network-1 is used to
reveal the effect of the weighting factor in solving the
multiobjective optimization problem. It is found that the
O-D demand matrix for Test Network-1 can be increased by
about 2.14 times without links exceeding their capacities.
According to the results of the Pareto-optimal analysis, it
should be emphasized that the total amount of vehicle
emissions significantly increases especially after the value of
the weighting factor equals 0.6. In other words, increasing
the network’s reserve capacity leads to significantly in-
creasing the amount of vehicle emissions in the network
after this point. Test Network-2 is selected as the second

Table 4: O-D demand matrix for Test Network-2 (veh/hr).

O/D 10 20 30 40 50 60 70 80 90 100 110 120
10 — 100 100 — — 100 100 100 100 100 100 100
20 60 — 60 — — 60 60 60 60 60 60 60
30 60 60 — — — 60 60 60 60 60 60 60
40 60 60 60 — 60 60 60 60 60 60 60 60
50 40 40 40 40 — 40 40 40 40 40 40 40
60 50 50 50 — — — 50 50 50 50 50 50
70 70 70 70 — — 70 — 70 70 70 70 70
80 110 110 110 — — 110 110 — 110 110 110 110
90 90 90 90 — — 90 90 90 — 90 90 90
100 30 30 30 — — 30 30 30 30 — 30 30
110 — — — — — — — — — — — 45
120 — — — — — — — — — — 69 —

Table 5: +e ψ, E, and corresponding function values for Test
Network-2.

λ ψ E f1 f2 f
0.0 1.00 1248 1.240 1.000 1.000
0.1 1.00 1248 1.240 1.000 1.024
0.2 1.00 1248 1.240 1.000 1.048
0.3 1.00 1248 1.240 1.000 1.072
0.4 1.03 1290 1.203 1.034 1.101
0.5 1.04 1300 1.192 1.042 1.117
0.6 1.11 1350 1.119 1.082 1.104
0.7 1.17 1470 1.062 1.178 1.097
0.8 1.18 1620 1.047 1.298 1.097
0.9 1.21 1734 1.026 1.389 1.062
1.0 1.24 1872 1.000 1.499 1.000
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Figure 8: Solutions of f1 and f2 with various values of weighting
factor λ for Test Network-2.

Table 6: Optimal signal timings for Test Network-2 for weighting
factor λ� 0.6.

Cycle time
(sec) ci

Green timing
(sec) Υi,1

Green timing
(sec) Υi,2

45 20 15
51 16 25
36 14 12
81 24 47
75 37 28
40 16 14
74 25 39
74 50 14
30 10 10
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numerical application to show the effectiveness of the
proposed algorithm on relatively large networks. Results
show that the total amount of vehicle emissions is found as
the value of 1872 in case the O-D matrix is increased 24%.
Pareto-optimal analysis reveals that the results for Test
Network-2 are compatible with those of Test Network-1.

In conclusion, results obtained from the Pareto-optimal
analysis may give a good opportunity to authorities to
provide a balance between two conflicting objectives,
namely, reserve capacity maximization and vehicle emis-
sions minimization. In addition, results also show that the
proposed multiobjective model may be a useful tool to
provide sustainable signal timings considering environ-
mental issues. In future studies, an application on a realistic
road network is necessary to validate the results of the
proposed model even though the findings for the two test
networks give some new insights.
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As a key component of tunnel boring machines (TBMs), the disc cutter ring and its structural parameters are closely related to the
TBM tunneling quality. Literature review shows that investigations on optimization design methods for cutter ring structure are
seriously insufficient. +erefore, in this paper, a multiobjective optimization design model of structural parameters for disc cutter
rings is developed based on the complex geological conditions and the corresponding cutter ring structure design requirements.
+e rock breaking capability, energy consumption, load-bearing capability, wear life, and wear uniformity of disc cutter are
selected as the objectives, and the geometric structure of cutter rings, ultimate load-bearing capability, and cutterhead drive
performance are determined as constraints. According to the characteristics of this model, a self-adaptive multipopulation genetic
algorithm (SAMPGA) is utilized to solve the optimization problem, and the Fuzzy analytical hierarchy process (FAHP) is
employed to calculate weight coefficients for multiple objectives. Finally, the applicability of the proposedmethod is demonstrated
through a case study in a TBM project. +e results indicated that the rock breaking performance and service life of the disc cutter
are improved after optimization by using the proposed method. +e utilization of SAMPGA effectively solves the premature local
convergence problems during optimization. +e geological adaptability should be considered in the cutter ring structure design,
which can be realized by using the proposed method based on the suitable weight coefficients.

1. Introduction

With the rapid development of tunnel constructions, tunnel
boring machines (TBMs) are widely employed in tunnel
excavation due to their high excavation efficiency, excellent
safety, and less ground disturbance [1, 2]. Disc cutters
mounted on TBM cutterhead are the main rock breaking
tools, and cutter rings interact with and cut rocks directly
during the TBM tunneling process [3, 4]. When tunneling in
the complex and harsh geological conditions, the cutter ring
suffers from high contact stress and strong impact vibration.
If the structural design of the cutter ring is unreasonable, it
will not only limit the rock breaking capability and efficiency
of the disc cutter but also cause serious wear and breakage
failure of the cutter ring, which will significantly affect the
tunneling efficiency and construction cost of the TBM

project. Nowadays, most of the existing cutter ring designs
are based on engineering experience or adopt commonly
used dimensions specified by several well-known cutter
manufacturers. Relevant optimization design method for
structural parameters of TBM disc cutter ring is rare.
+erefore, it is of great necessity and attractiveness to de-
velop geological adaptability and a multiobjective optimi-
zation design method for cutter ring structural parameters
on the basis of the complex and changeable geological
conditions.

At present, the research associated with cutter ring
structure mainly focuses on the rock breaking characteristics
of types of cutter rings and the influence of cutter ring
structural parameters on its cutting performance. Rostami
[5] studied the load characteristics and rock fragmentation
induced by a disc cutter based on linear cutting experiments
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and pointed out that the contact stress of cutter ring is
closely related to the cutter tip width. Balci and Tumac [6, 7]
compared and analyzed the rock breaking loads of constant
cross-section (CCS) and V-type disc cutters through a series
of rock breaking tests, and they established and modified the
rock breaking load prediction model of the CCS disc cutter
considering the influences of diameter, tip width, and edge
angle of cutter ring. Choi et al. [8] investigated the effects of
cutter ring shape on cutter forces by a series of full-scale
linear cutting tests and found that the rolling stress acting on
a V-shape disc cutter was much higher than on a CCS disc
cutter. Chiaia [9] studied the rock breaking mechanisms
using different types of cutters, including blunt rigid sphere,
flat punch, and circular cone. Lislerud [10] compared the
rock breaking characteristics of flat-edged disc cutter,
wedge-shaped disc cutter, and studded roller disc cutter and
put forward the rock breaking kinetic model of studded
roller disc cutter. Zhang et al. [11] studied the rock frag-
mentation process subject to wedge cutters by physical
experiments and bonded particle model simulations, and the
AE distribution, crack pattern, and cutter force were ob-
tained both for single cutter and double cutters. Roby et al.
[12] introduced recent improvements in the disc cutter
components and emphatically analyzed the distinctions of
disc cutters with different sizes. Maidl et al. [13] presented
that the cutter tip widths of commonly used disc cutters are
mainly designed as 6.35mm (1/4-inch), 12.7mm (1/2-inch),
19.05mm (3/4-inch), and 25.4mm (1-inch). Marji [14] and
Sun et al. [15] established rock breaking simulation models
for disc cutters by using discrete element method and
revealed the effects of cutter tip width and edge angle pa-
rameters on the cutter rock breaking performance (crack
propagation, rock breaking volume, specific energy, etc.). Li
et al. [16] analyzed the difference in rock breaking char-
acteristics between small edge angle cutter ring and fat edge
cutter ring through theoretical, simulation, and experi-
mental analysis, and they found the performance of the small
edge angle cutter ring better than that of the fat edge cutter
ring in high abrasive strata. Xia et al. [17] used the or-
thogonal test method to analyze the influences of cutter ring
structural parameters on rock breaking forces. Review of the
literature shows that researches on cutter ring structural
design mainly focus on the effects of the shape size or
structural parameters of the cutter ring on its rock breaking
performance based on parametric analysis method. How-
ever, the effects of cutter ring structural parameters on other
cutter performances, e.g., wear resistance performance, are
seldom considered as well as the influence of geological
conditions on the structural design of cutter rings. In reality,
disc cutter wear is an important factor that raises up the
excavation cost and delays the project during TBM tun-
neling of hard rock [18]. Additionally, investigations on
multiobjective optimization design methods for cutter ring
structural parameters are seriously insufficient.

Cutter ring structural design problem contains several
mutually conflicting objectives and constraints, which be-
long to a multiobjective optimization problem. To deal with
this engineering problem, selecting a suitable multiobjective
optimization approach is one of the aims in this study.

Traditional optimization techniques tend to provide a local
optimum solution in scenarios where the size of the search
space is large, a number of variables are to be handled,
multiple objectives are to be achieved, and a number of
constraints are to be satisfied simultaneously [19].+erefore,
a number of population-based optimization algorithms
known as the advanced optimization algorithms have been
developed in recent year and extensively used in engineering
issues. +ese methods mainly include genetic algorithm
(GA) [20], particle swarm optimization (PSO) [21], artificial
immune system [22], differential evolution algorithms [23],
ant colony algorithm (ACA) [24], and simulated annealing
(SA) [25]. As a classical meta-heuristic algorithm, GA is
frequently used as a search strategy to discover the optimal
subset. However, there are some defects existed in simple
GA (SGA), such as processing of single objective function,
premature convergence, low efficiency of optimization, etc.
To deal with multiobjective optimization problems, several
extended GAs are presented based on the SGA. Muruta and
Ishibuchi [26] developed a GA-based algorithm to solve
multiobjective problems called multiobjective genetic al-
gorithm (MOGA). Dynamic weighting is used in this al-
gorithm to transfer the multiple objectives into a single
objective. Deb et al. [27] proposed the nondominated sorting
GA-II (NSGA-II) approach, which is implemented with an
effective sorting method based on individual ranking by
nondominated sorting and a crowded distance sorting
evaluating the population density of solutions in the same
rank [28]. Huo et al. [29] employed an SGA and a co-
operative coevolutionary genetic algorithm (CCGA) to solve
the disc cutters’ multispiral and stochastic layout problems.
Shahsavar et al. [30] compared three self-adaptive multi-
objective evolutionary algorithms for a triple-objective
project scheduling problem, including self-adaptive multi-
population genetic algorithm (SAMPGA), two-phase sub-
population genetic algorithm (TPSPGA), and nondominated
ranked genetic algorithm (NRGA). Considering the charac-
teristics of the above GAs and requirements in structure
design of cutter rings, an SAMPGA [31] has been selected in
this paper as an appropriate optimization algorithm.

In this paper, a multiobjective optimization design
model of structural parameters for disc cutter rings, in-
cluding five objectives and twelve constraints, is established
based on the engineering technical requirements and the
corresponding cutter ring structure design requirements.
According to the characteristics of this model, an SAMPGA
is applied to solve the multiobjective optimization design
problem, and the fuzzy analytical hierarchy process (FAHP)
is employed to deal with the multiobjective functions. Fi-
nally, the applicability and validity of the proposed approach
are demonstrated through a case study in a TBM project.

2. Problem Description and Modeling

2.1. Requirements in Structure Design of Cutter Ring. A disc
cutter ring is the only part of a disc cutter that contacts with
rock, and its structure characteristics directly determine the
cutter service performance. To obtain the disc cutter with
high rock breaking efficiency and long service life, purpose,
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and principle of the cutter ring structural design are sum-
marized by consulting relevant literature and engineering
data. (1) Excellent rock breaking performance: Disc cutter
can break rock normally and break more rocks as much as
possible under harsh geological conditions, which is the
basic requirement of the cutter ring geological adaptability
design. (2) Minimum cutter energy consumption for rock
breaking: Breaking rocks efficiently with less energy con-
sumption will improve the overall tunneling efficiency of
disc cutter and cutterhead. (3) Long service life and uniform
wear: Loads that cutter bearings suffered meet the design
requirement, and the blade shape of cutter ring maintains
stability during normal wear process. (4) Meet the basic
structural parameters requirement of cutter ring: +ere is a
correlation among the structural parameters of the CCS disc
cutter ring; therefore, the setting of structural parameters
should meet the relevant requirements. (5) Meet the re-
quirements of cutterhead drive performance: Total loads on
the disc cutter should not exceed the rated thrust and torque
of the cutterhead. (6) Meet the ultimate load-bearing ca-
pability requirements of disc cutter: Average load of the disc
cutter after optimization should not exceed the prescribed
limit load.

2.2. Mathematical Model and Parameter Expression.
Multiobjective optimization design model for cutter ring
structural parameters mainly includes objective functions,
constraints, and design variables, which can be defined as
follows:

min fm x1, x2, . . . , xn( , m � 1, 2, . . . , M,

s.t. gk x1, x2, · · · , xn( ≥ 0, k � 1, 2, . . . , K,

hl x1, x2, . . . , xn(  � 0, l � 1, 2, . . . , L,

x
L
i ≤ xi ≤x

U
i , i � 1, 2, . . . , N,

(1)

where fm(x) is the objective functions, X denotes the de-
cision space, x � (x1, x2, . . . , xn) ∈ X, xL and xU are lower
and upper boundaries of design variable x, respectively,
gk(x) is the k-th inequality constraint, and hl(x) is the l-th
equality constraint.

CCS disc cutter is the most commonly used type of cutter
for TBM due to its balanced rock breaking and wear re-
sistance performance. +us, it is set as the structural design
object in this paper. Sketch of disc cutter and cutter ring is
shown in Figure 1. +e key structural parameters of the
cutter ring, including cutter tip width T, edge angle θ, and
edge radius r, are selected as the design variables, which can
be expressed as x� (T, θ, r).

2.3. Objective Functions

2.3.1. Rock Breaking Capability of Disc Cutter. Cutter rock
breaking capability is the key factor to the smooth excavation
for TBM in hard rock conditions, and it is a basic criterion
reflecting the geological adaptability. Rock breaking induced by
disc cutter is a process of crack generation, crack propagation,

crack intersection, and rock fragmentation. +erefore, the
length of the side crack induced by disc cutter is used to
characterize the cutter rock breaking capability, which can be
calculated by Liu’s semiempirical and semitheoretical model
[32]:

Before the formation of the crushed zone,

L �
FV

σcd
2 + 0.10848  ×

FV

38.49109
 

2/3

×
1 − υ2

EGIC

 

1/3

.

(2)

After the formation of the crushed zone,

L �
FV

σcd
2 − 2.45434  ×

FV

27.86853
 

2/3

×
1 − υ2

EGIC

 

1/3

,

(3)

where FV is the normal force of disc cutter, σc is uniaxial
compressive strength (UCS) of rock, d is the size of the cutter
tip, d � T/cos(θ/2) + 2r, v is Poisson’s ratio of rock, E is
Young’s modulus of rock, and GIC is the energy release rate
of rock.

Forces of disc cutter can be obtained by using the
Colorado School of Mines (CSMs) model [33] as follows:

FV � Ft cos
φ
2

  � C
φRT

1 + ψ
Sσ2cσt

φ
���
RT

√ 

1/3

cos
φ
2

 ,

FR � Ft sin
φ
2

  � C
φRT

1 + ψ
Sσ2cσt

φ
���
RT

√ 

1/3

sin
φ
2

 ,

φ � arccos
R − h

R
 ,

(4)

where Ft denotes the total force of disc cutter, FR is the
rolling force of disc cutter, R is the radius of disc cutter, ψ is
the distribution coefficient of cutter tip pressure, φ denotes
the contact angle between cutter ring and rock, h is the
cutting depth, S is the cutter spacing, C is a dimensionless
coefficient with value of 2.12, and σt is the tensile strength of
rock. +e rest of the symbols have the same meaning as
equations (2) and (3). Additionally, the meanings of the
same symbolic variables used in the following equations are
consistent.

Based on the linear elastic fracture theory, the re-
lationship of the energy release rate GIC and the fracture
toughness KIC can be defined as [34]

GIC �
1 − υ2( K2

IC

E
. (5)

According to Zhang’s research [35], the fracture
toughness KIC can be approximately computed by the fol-
lowing equation:

KIC � 0.145σt. (6)

+erefore, the objective function of cutter rock breaking
capability is defined as
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minf1(x) �
1
L

. (7)

2.3.2. Energy Consumption for Rock Breaking by Disc Cutter.
Specific energy (SE) of disc cutter refers to the energy
consumed by breaking the unit volume of rock, and the
greater the SE is, the lower the rock breaking efficiency is.
+e following equations can be used to calculate the value of
SE [36, 37]:

For L< h tan(β/2),

ES �

FR

μSh
, 0< S≤ 2L + T,

FR

Sh − (S − T)2/4 tan(β/2)  
, 2L + T< S≤ 2h tan

β
2

  + T,

FR

h2 tan(β/2) + Th( 
, S> 2h tan

β
2

  + T.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

For L≥ h tan(β/2),

ES �

FR

μSh
, S≤ 2L + T,

FR

h2 tan(β/2) + Th( 
, S> 2L + T,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

where β is the rock breakage angle and μ is the coefficient
characterizing the direction of side crack propagation.

+en, the objective function of cutter energy con-
sumption for rock breaking is defined as

minf2(x) � ES. (10)

2.3.3. Load-Bearing Capability of Cutter Bearing. When the
disc cutter breaks rock, the cutter bearings suffer large axial

and radial loads and high-intensity impact vibration. Failure
of the bearing is an important reason for the abnormal
failure of the disc cutter. When calculating the bearing life, it
is necessary to convert the bearing’s radial and axial loads
into equivalent loads. +e equation for calculating the
equivalent dynamic bearing load is as follows:

P � fp XFn + YFa( , (11)

where X and Y are the radial load factor and axial load factor
for the bearing, respectively, Fn is actual radial bearing load,
Fa is the actual axial bearing load, and fp is the load co-
efficient related to working conditions.

+e bearing with relatively large load is selected as the
design object, and its actual radial and axial loads are cal-
culated as follows:

Fn �

�������

F2
V + F2

R



2
+

FSDz

2Lz

,

Fa �
Fn

2y
+ FS,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(12)

where Dz is the outside diameter of bearing, Lz is the center
distance between two bearings, Lz �Tb+ l, Tb is the bearing
width, l is the thickness of spacer ring, y is the derived axial
force coefficient, FS is the side force of disc cutter [38],
FS � (τ/2) · (Rφ)2 · sin(Rφ/2ρ), τ is the shear strength of
rock, and ρ is the installation radius of disc cutter.

+e objective function for the load-bearing capability of
cutter bearing is defined as

minf3(x) � P. (13)

2.3.4. Wear Life of Cutter Ring. Wear life of the cutter ring is
mainly characterized by wear loss, which is related to the
cutter working conditions, the structural parameters of
cutter ring, and the layout parameters of disc cutter. Based
on Archard’s abrasive wear theory, Zhu [39] established a

T
r

θ

Cutter
ring
Retaining
ring

Bearing

Seal

Cutter sha�

Cutter hub

Gland

End cover

Spacer ring

Figure 1: Sketch of disc cutter and cutter ring.
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theoretical model of the front and side wear loss (wear step)
for the cutter ring. +e calculations are as follows:

Front wear step of the cutter ring:

dh1 � kD × 
φ/ω

0
⎡⎣ C

�����������
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φ
���
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√ · σ2cσt
3
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×
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(14)

Side wear step of the cutter ring:

dh2 � kD ×
c · cos(ξ) · cos(θ/2) · cos(c)
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⎡⎢⎢⎣ ⎤⎥⎥⎦dt,

(15)

where ω is the rotating angular velocity of disc cutter,
ω� ρω1/R, ω1 is the rotating angular velocity of cutterhead,
ω1 � πn/30, n is the rotating speed of cutterhead, v is the
tunneling speed of cutterhead, v � hn/60, t is the wear time,
KD is the wear coefficient, c is the rock cohesion, ζ is the
internal friction angle of rock, c is friction angle between
rock and cutter, rc is the distance from a point on the cutter
edge side to the center axis of disc cutter, and frc is the lateral
pressure distribution coefficient.

In the actual TBM project, when the front of a cutter ring
is worn to the limit value, the cutter ring will be replaced
immediately.+erefore, the wear life of the cutter ring can be
expressed as

wh �
wmaxR

60 dh1 · n · ρ
, (16)

where wmax is the limit wear volume of the cutter ring.
+e objective function for wear life of the cutter ring can

be defined as

minf4(x) �
1

wh

. (17)

2.3.5. Wear Uniformity of Cutter Ring. Changing trend of
the cutter blade is different when disc cutter works and wears
in different geological conditions. Actually, the shape of the
worn blade is determined by both front wear and side wear
[39]. If the cutter blade shape (blade angle) is stable in the
wear process, the advantage of CCS disc cutter can be
exerted and the optimal wear resistance performance will be
obtained.

According to the geometric relationship between the
front-side wear steps and the cutter blade shape, the ob-
jective function of the wear uniformity of cutter ring is
defined as

minf5(x) �
dh2

dh1
− tan

θ
2

  

2

. (18)

From the above optimization objective functions, it can
be found that the cutter ring structural design problem
contains several mutually conflicting objectives. +e opti-
mization objectives of disc cutter cannot be satisfied si-
multaneously under the same structural parameters, which
require compromise among multiple objectives. In this
paper, weight coefficient transformation method [40] is used
to deal with the multiobjective optimization problem, which
transforms the multiobjective functions into a single ob-
jective function. By giving different weight coefficients to the
objective functions according to specific geological condi-
tions, the geological adaptability optimization result can be
achieved for cutter ring structural design. By using the
weight coefficient transformation method, the combined
objective function can be expressed as follows:

minf(x) � 
5

i�1
wi ·

fi(x)

χi

 , (19)

where wi is weight coefficient and χi is the elimination
coefficient set for eliminating the order of magnitude dif-
ference [41].

2.4. Subject to Constraints

2.4.1. Dimensional Constraints of Geometric Structures.
Cutter tip width is the main structural parameter of the
cutter ring. A very small tip width will aggravate the cutter
wear and increase the cost of cutter replacement, while a very
large width will increase the rock breaking force and weaken
the penetration capability of disc cutter. Considering the
commonly used parameters, the dimensional constraint of
the cutter tip width is given:

g1(x) � T − 0.012≥ 0,

g2(x) � 0.03 − T≥ 0.
(20)

Cutter edge angle has a great influence on the rock
breaking performance of disc cutter. Choice of sharp-edged
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and flat-edged cutters is the primary consideration in cutter
structure design. Considering the changing trend of the
blade shape in the wear process, the dimensional constraint
for the cutter edge angle is defined as

g3(x) � θ − 10° ≥ 0,

g4(x) � 30° − θ≥ 0.
(21)

Too small cutter edge radius will result in stress con-
centration and difficulty in penetrating hard rocks. When
the cutter edge radius is larger than 10mm, the influence of
edge radius parameter on cutting force will be reduced.
+erefore, the dimensional constraint for the cutter edge
radius is defined as

g5(x) � r − 0.0025≥ 0,

g6(x) � 0.01 − r≥ 0.
(22)

Spacer ring not only plays a role in positioning but also
determines the starting torque of disc cutter. +e di-
mensional constraint of spacer ring thickness is set as
follows:

g7(x) � l − 0.01≥ 0,

g8(x) � 0.018 − l≥ 0.
(23)

2.4.2. Dimensional Correlation Constraint of Geometric
Structures. In addition to satisfying the above dimensional
constraints, the structural parameters of the cutter ring also
need to satisfy the following correlation constraints:

g9(x) �
T

2
− r × tan

π
4

−
θ
4

 > 0. (24)

2.4.3. Constraint of Ultimate Load-Bearing Capability of Disc
Cutter. +e ultimate load-bearing capability of disc cutter
varies with cutter ring size. Ultimate load-bearing capability
of 17-inch disc cutter is 250 kN and that of 19-inch cutter is
315 kN [12]. +us, the constraint of cutter ultimate load-
bearing capability is given as

g10(x) � FV ≤Frated. (25)

2.4.4. Constraint of Cutterhead Drive Performance. +e
constraint of cutterhead drive performance is defined as

g11(x) � FR ≤
Td

0.3DN
,

g12(x) � FV ≤
2Fd

D
,

(26)

where Fd and Td are the rated thrust and torque of cut-
terhead, respectively, and D is the diameter of cutterhead.

3. Description of Methodologies

Cutter ring structural design problem contains several
mutually conflicting objectives as well as linear and non-
linear constraints, which belongs to a discontinuous mul-
tiobjective optimization problem. +erefore, an improved
self-adaptive multipopulation genetic algorithm (SAMPGA)
is used to solve this problem. Meanwhile, the fuzzy analytic
hierarchy process (FAHP) is employed to deal with multiple
objective functions and to obtain the combined objective
function.

3.1. Self-Adaptive Multipopulation Genetic Algorithm. As is
stated above, GA is one of the widely used evolutionary
algorithms to deal with nonlinear optimization problems.
However, after the broad application of GA, many short-
comings of SGA have been exposed constantly, for instance,
the processing of single objective function, premature
convergence, low efficiency of optimization. To overcome
the defects of SGA, an improved self-adaptive multi-
population genetic algorithm (SAMPGA) is introduced to
solve the multiobjective optimization design model for
cutter ring structural parameters. +e steps of SAMPGA are
described as follows, where a general scheme is depicted in
Figure 2.

(1) Constructing objective functions: +e multiple ob-
jective functions and combined objective function
are demonstrated in Section 2.3.

(2) Initialization: Assuming the number of populations
is M, the number of individuals in each sub-
population isN.Crossover and mutation are the core
operators of GA. According to the characteristics of
SAMPGA, each population is given different
crossover and mutation probabilities to balance the
global and local search capability. +e crossover
probability Pc and mutation probability Pm are ini-
tialized as follows:

Pc � 0.7 +(0.9 − 0.7) × rand(M, 1),

Pm � 0.01 +(0.1 − 0.01) × rand(M, 1).
(27)

(3) Constructing fitness function: To prevent local
convergence or divergence owing to the over-small
fitness value, the fitness function is constructed
according to equation (20) as follows:

Fitness �
2

1 + 
5
i�1wi fi(x)/χi( 

. (28)

(4) Selection: A roulette-based nonlinear ranking se-
lection strategy is adopted in this approach.

(5) Crossover: SGA is not sufficiently flexible to generate
offspring by means of a single crossover of different
chromosomes. In this paper, the crossover operator
is set up by combining the multipoint crossover and
uniform crossover.
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(6) Self-adaptable mutation: Mutation is the main
factor affecting the convergence and optimal result
of GA in the later stage. Mutation of SGA is usually
constant and is independent of the number of
iterations. In order to improve the global search
capability in the early stage, the crossover of SGA is
usually set to 0.7–0.9 and the mutation is set to
0.001–0.05, which may lead to premature local
convergence and is not conducive to obtaining the
optimal result in the later stage. To overcome the
aforementioned problem, the self-adaptable mu-
tation operator is adopted in this study. +e
mutation probability is self-adjusted after each
generation of operation and increases gradually
with the increase in the number of iterations. +e
dynamic changing equation is shown as follows:

Pm(i + 1) � Pm(i) +
gen
GEN

 
m

×
Pc

ς
− Pm(i) , (29)

where gen is the number of iteration, GEN is the total
number of iterations, m is the calculation precision

digit of mutation operator, and ζ is the changing
coefficient, value of which is set to 7–9 according to
the crossover probability.

(7) Immigrant and elitism strategy: At the end of each
iteration, immigrant operator is applied to screen out
the best and worst individuals of the current pop-
ulation and then substitute the best individual for the
worst individual in the population, thus realizing
multipopulation coevolution. +rough the elitism
strategy, the best individuals in each population are
recorded and stored into the elite population. +e
elite population is updated in each iteration. Finally,
the optimal individual is found out across all
subpopulations.

3.2. Fuzzy Analytical Hierarchy Process. When solving the
multiobjective optimization design problem of disc cutter
ring, the different assignment of weight coefficients for
multiple objective functions will exhibit a significant in-
fluence on the design result of cutter ring structure.
Meanwhile, setting different weight coefficients for

Construct objectives

Initialization
gen = 0, N, GEN, M
P(0, 1), … , P(0, M)

Individual assess

Individual assess
Fitness (P(gen, 2), N)

Selection strategy

Crossover

Adaptable mutation

New generation
gen = gen + 1, P(gen, 2)

Elitism strategy

gen = GEN?

Solution

Stored best 
individual into 
elite population

Immigration

Individual assess
Fitness (P(gen, 1), N)

Selection strategy

Crossover

Adaptable mutation

New generation
gen = gen + 1, P(gen, 1)

Immigration

Individual assess
Fitness (P(gen, M), N)

Selection strategy

Crossover

Adaptable mutation

New generation
gen = gen + 1, P(gen, M)

Immigration

Selection

……

Figure 2: Framework of SAMPGA.
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objectives based on the geological conditions is the core of
the cutter ring geological adaptability design. To obtain a
suitable coefficient set, the fuzzy analytic hierarchy process
(FAHP) is introduced on the basis of the expert in-
vestigation.+e process of calculating the weight coefficients
for cutter ring objective functions by decision makers using
the fuzzy AHP can be displayed as follows [42].

Let O� {o1, o2, . . ., on} be an object set and
G� g1, g2, . . . , gm  be a goal set. M1

gi, M2
gi, . . . , Mm

gi (i� 1, 2,
. . ., n) are the extent analysis values for each object, where
M

j
gi (j� 1, 2, . . ., m) are triangular fuzzy numbers (TFNs)

provided in Table 1.

(1) +e value of fuzzy synthetic extent with respect to
i-th object is defined as

Si � 
m

j�1
M

j
gi ⊗ 

n

i�1


m

j�1
M

j
gi

⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

, (30)

where



m

j�1
M

j
gi � 

m

j�1
l
j
i , 

m

j�1
m

j
i , 

m

j�1
u

j
i

⎛⎝ ⎞⎠,


n

i�1


m

j�1
M

j

gi
⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

�
1


n
i�1

m
j�1u

j

i

,
1


n
i�1

m
j�1m

j

i

,
1


n
i�1

m
j�1l

j

i

⎛⎝ ⎞⎠.

(31)

(2) +e degree of possibility of M2 � (l2, m2, u2)≥M1 �

(l1, m1, u1) is defined as

V M2 ≥M1(  � hgt M1 ∩M2(  � μM2
(po)

�

1, m2 ≥m1,

0, l1 ≥u2,

l1 − u2

m2 − u2(  − m1 − l1( 
, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(32)

where μ (po) is the largest intersection between two
TFNs.

(3) +e degree of possibility for convex fuzzy numbers to
be greater than k convex fuzzy numbersMi is defined
as

V M≥M1, M2, . . . , Mk(  � V M≥M1( , M≥M2( , . . . ,

M≥Mk( 

� minV M≥Mi( , i � 1, 2, . . . , k.

(33)

Assuming that d′(Ai) � minV(Si ≥ Sk), k � 1, 2, . . . , n

(k≠ i), the weight coefficient vector can be determined
as

W′ � d′ A1( , d′ A2( , . . . , d′ An( 

T

, (34)

where Ai (i� 1, 2, . . ., n) are n elements.
(4) +e final weight coefficient vector is determined as

W � d A1( , d A2( , . . . , d An( ( 
T

� w1, w2, . . . , wn( 
T
,

(35)

where nonfuzzy numberW is the normalization of W′.

Based on SAMPGA and FAHP, a new multiobjective
optimization method is proposed for the cutter ring
structural design, the flow chart of which is depicted in
Figure 3.

4. Case Study

4.1. Background. +e multiobjective optimization design
method is applied to optimize the structural parameters of
the cutter ring used in a water conveyance project, located in
northeast China. Total length of the TBM construction
section in this project is 19.8 km, the main formation across
this section is II-III type granite and II-III-IV tuff.+e tunnel
is excavated using a TBM with a diameter of 8m, and four
double-edged 17-inch (432mm) center disc cutters and
forty-three 19-inch (483mm) front and edge disc cutters are
installed on the TBM cutterhead. A 19-inch front disc cutter
is selected as a design object, and two typical construction
sections (section A and section B) are selected as the geologic
background. +e main rock type in section A is granite, and
the UCS of the rock reaches to 90–140MPa. In section B, the
main rock type is tuff, and the UCS of the sampled rock is
approximately 40–90MPa. Cutter spacing of this disc cutter
is 83mm, and radius of the cutter ring is 241.3mm. Cutting
depth is 6mm and average rotational speed of cutterhead is
6.67 r/min in section A, while the average penetration of
cutter is 10mm and average rotational speed of cutterhead is
6.67 r/min in section B. +e bearing used for this cutter is
Timken H926749/10.

4.2. Comparison of Optimization Results between SAMPGA
and GA. To verify the convergence and robustness of the
improved SAMPGA, an experiment is performed, in which
the rock breaking capability of disc cutter is set as the ob-
jective function and section A is chosen as the geological
condition. +e results are compared with those of SGA. For
the two GAs, the evolutionary generation is set to 1000 and
the total number of individuals is 500. SGA parameters are
set to be 0.8 for crossover probability, 0.05 for mutation
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probability [43], along with roulette strategy. SAMPGA
parameters are set to 10 for populations and 50 for in-
dividuals per population. Initializations of crossover and
mutation probabilities vary in different subpopulations.

Specifically, the crossover probability is set to be 0.7–0.9 and
mutation probability is set 0.01–0.1 [30, 44], and the mu-
tation probability dynamically increases with the increase of
computational generation. +e optimization results ob-
tained by SGA and SAMPGA are listed in Tables 2 and 3,
where C.G. denotes convergence generation and C.T. de-
notes convergence time. Figure 3 shows the comparison of
fitness curves for SGA and SAMPGA. From Tables 2 and 3
and Figure 3, the following conclusions can be drawn:

(1) +e results of the five operations of SGA are quite
different. +e minimum value of the optimized
objective function is 15.2059 and the maximum
value is 15.2742, which indicates the poor stability
and premature local convergence in SGA.+e results
of five experiments of SAMPGA are identical, and
the optimal value is 15.1782, indicating SAMPGA
performs better than SGA in terms of the three
structural parameters in all the tests.

(2) Figure 3 shows that the two fitness curves obtained
by SGA are quite different, and there are still mu-
tations in the later stage of operation. As a contrast,
the fitness curves obtained by SAMPGA has little
difference and is stable to the same value in the later
period, indicating SAMPGA exhibits a better per-
formance in stability and convergence than SGA.

(3) +e average convergence generation of SGA is be-
yond 400, whereas SAMPGA converges to the op-
timal results before 150 generations. From Tables 2
and 3, the computation time of SGA is less than that
of SAMPGA. However, since the convergence gen-
eration of SAMPGA is far less than that of SGA, a
smaller evolutionary generation can be set up for
SAMPGA to weaken the disadvantage of computing
time compared with SGA in practical application.

4.3. Multiobjective Optimization Results of Structural Pa-
rameters for Cutter Rings. To solve the multiobjective op-
timization model, weight coefficients of each objective
function need to be determined using FAHP firstly. With the
example of computing the weight coefficients of objective
functions under the granite condition, the processes of
weights determination are demonstrated. Eight experienced
decision makers from TBM manufacturer, cutter manu-
facturer, construction company, and related academic in-
stitution are invited to fill in questionnaires using the

Table 1: Linguistic variables and triangular fuzzy numbers.

Linguistic scale Fuzzy number Triangular fuzzy number Triangular fuzzy reciprocal
Equal importance (EI) 1 (1, 1, 1) (1, 1, 1)
Equal to moderate importance (IMI) 2 (1, 2, 3) (1/3, 1/2, 1)
Moderate importance (MI) 3 (2, 3, 4) (1/4, 1/3, 1/2)
Moderate to strong importance (ISI) 4 (3, 4, 5) (1/5, 1/4, 1/3)
Strong importance (SI) 5 (4, 5, 6) (1/6, 1/5, 1/4)
Strong to very strong importance (IVSI) 6 (5, 6, 7) (1/7, 1/6, 1/5)
Very strong importance (VSI) 7 (6, 7, 8) (1/8, 1/7, 1/6)
Very strong to extreme importance (IEXI) 8 (7, 8, 9) (1/9, 1/8, 1/7)
Extreme importance (EXI) 9 (8, 9, 10) (1/10, 1/9, 1/8)

Determine objectives and constraints

Requirements in structure design of cutter ring

Obtain geological adaptability weights 
of objectives by FAHP

Construct objective functions

Solve multiobjective optimization 
model using SAMPGA

Obtain optimized results of cutter ring structure 
under different geological conditions

Figure 3: Flow chart of cutter ring structural design based on the
proposed method.
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Figure 4: Fitness curves of SGA and SAMPGA.
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linguistic variables in Table 1, so as to establish the fuzzy
aggregated decision matrix. For a group decision environ-
ment with k experts, fuzzy aggregated decision matrix can be
obtained using equation (36). Table 4 exhibits the final fuzzy
aggregate decision matrix of objectives under the granite
condition, where O1, O2, O3, O4, and O5 denote the ob-
jectives of rock breaking capability, energy consumption for
rock breaking, load-bearing capability, wear life, and wear
uniformity, respectively.

xij � Lxij, Mxij, Uxij ,

Lxij � min
k

Lxijk ,

Mxij �
1
K



K

k�1
Mxijk,

Uxij � max
k

Uxijk ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(36)

where xij is the arithmetic mean of TFNs constructed by k
experts.

+e fuzzy synthetic extents of the objectives are pre-
sented as follows by using equation (30):

S1 � (6, 13, 25)⊗ (0.0136, 0.0273, 0.0601)

� (0.0816, 0.3553, 1.5036),

S2 � (1.61, 2.905, 4.5)⊗ (0.0136, 0.0273, 0.0601)

� (0.0218, 0.0793, 1.2706),

S3 � (3.583, 8.472, 17)⊗ (0.0136, 0.0273, 0.0601)

� (0.0487, 0.2315, 1.0224),

S4 � (2.7, 5.847, 11)⊗ (0.0136, 0.0273, 0.0601)

� (0.0367, 0.1598, 0.6616),

S5 � (2.733, 6.361, 16)⊗ (0.0136, 0.0273, 0.0601)

� (0.0371, 0.1738, 0.9623).

(37)

Computations of the degree of possibility (V value) are
depicted in Table 5 by using equation (32).

Using equation (33), the minimum values of degree of
possibility are obtained. By using equations (34) and (35),
the final normalized weight coefficients under granite
geological condition in section A are obtained as:
W1 � (0.2585, 0.1052, 0.2286, 0.1933, 0.2144)T. By using the
above-mentioned method, the final weight coefficient set
under tuff condition is obtained as W2 � (0.2511, 0.1403,

0.1332, 0.2874, 0.188)T. Ranking orders of weight coefficients
for the five objectives under granite geological condition are
O1>O3>O5>O4>O2, while those of coefficients under tuff
condition become O4>O1>O5>O2>O3. By analyzing the
weight coefficients under different geological conditions, it is
indicated TBMexperts and project builder paymore attention
to the objectives of rock breaking capability, load-bearing
capability, and wear life under the harsh geological conditions
with high rock strength (i.e., granite condition), whereas the
wear resistance performances (O4 and O5) become the
topmost objectives and load-bearing capability changes to the
low-level one in tuff geological condition. Since the rock is
more difficult to break under hard rock conditions (in section
A), the bearing life is significantly affected by the strong
impact and heavy load during rock breaking and the wear of
the cutter ring is more serious due to the high strength rock.
+erefore, O1, O3, and O5 are selected as the extreme im-
portance objectives in the experts’ opinions. However, loads
of the cutter ring are relatively small when it breaks rock with
low strength (in section B), and the main failure form of the
cutter is normal wear; thus, the wear resistance performance
objectives (O4 and O5) along with rock breaking capability
are the most important objectives under tuff condition.

Fitness function is constructed by equation (19) and the
weight coefficient of each objective function. SAMPGA is
applied to solve the multiobjective optimization model, and
the optimized results are obtained and listed in Table 6.
Structural parameters of the original disc cutter used in this
TBM project are 19.05mm in cutter tip width, 20° in edge
angle, and 5mm in edge radius.

From Table 6, it can be seen that the values of optimized
cutter tip width and edge angle have been reduced while the
value of edge radius is slightly increased compared with
those of the original cutter ring under the granite condition.
After optimization, the optimization objectives are im-
proved except for the wear life of the cutter ring. +e values
of the objective functions of rock breaking capability, energy
consumption, load-bearing capability, and wear uniformity
decrease by 13.7%, 5.7%, 12.9%, and 22.1% respectively,
while that of wear life increase by 2.6%. Because there are
several mutually conflicting objectives in the model and the
coupling relationship between objective functions and
variables is complex, the improvement of one optimization
objective is often accompanied by the degradation of an-
other objective. +us, it is usually impossible to obtain an
optimal individual adapting to all objectives in the opti-
mization process. Due to the relatively low weight of wear
life, it is deteriorated in the optimization process, which
improves the comprehensive performance of cutter ring.

Table 2: Results obtained by SGA.

Number T (mm) θ (°) r (mm) f1 (m− 1) C.G. C.T. (s)
1 29.8584 29.7827 9.9687 15.2416 616 9.896
2 29.9205 29.9676 9.9998 15.2059 411 9.726
3 29.9944 28.4154 9.9658 15.2141 595 9.527
4 29.8737 29.3454 9.9903 15.234 383 10.079
5 29.8866 25.6863 9.994 15.2742 409 9.839

Table 3: Results obtained by SAMPGA.

Number T (mm) θ (°) r (mm) f1 (m− 1) C.G. C.T. (s)
1 30 30 10 15.1782 161 19.399
2 30 30 10 15.1782 104 19.303
3 30 30 10 15.1782 94 19.435
4 30 30 10 15.1782 141 19.503
5 30 30 10 15.1782 123 19.372
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Under tuff geological condition, the values of optimized
cutter tip width and edge radius increase slightly while that
of edge angle decreased compared with those of the original
cutter. +e values of the objective functions of rock breaking
capability, wear life, and wear uniformity decrease by 28.1%,
9.4%, and 9.8%, respectively, while those of energy con-
sumption and load-bearing capability increase by 2.8% and
3.3%.

Comparing the optimized results of cutter ring structural
parameters under different geological conditions, the cutter
tip width under granite condition is smaller than that of
original cutter and is contrary under tuff condition. Besides,
the cutter edge angle under granite condition is smaller than
that of in tuff condition, indicating that it is appropriate to
apply the cutter ring with narrow edge and small blade angle
in high strength rock condition. When cutting the low-
strength rock such as tuff, the cutter tip width should be
increased appropriately considering the wear resistance
performance. +e optimization results of cutter ring struc-
tural parameters vary with different geological conditions,
which indicate that the geological adaptability should be
considered in the design of cutter ring. +e proposed design
method in this paper determines the weight coefficients of
objective functions based on expert knowledge and FAHP
under different geological conditions, which realizes the
geological adaptability design for cutter ring structure. Ad-
ditionally, it is revealed in Table 6 that the performance
improvement of disc cutter under granite is more significant
than that under tuff after optimization and the structural
parameters of cutter ring change little under tuff condition
compared with the original cutter ring, demonstrating that
the original disc cutter is more suitable for the rock with low

strength. +e above finding has been verified by practical
applications of disc cutters. In the actual construction process,
original disc cutters exhibit excellent rock breaking perfor-
mance and long service life under the tuff geological con-
dition. Daily tunneling progress of TBM can reach to 30m,
and the wear rate of the cutter ring is approximate 0.08–
0.12mm/m. In addition, disc cutters suffer little abnormal
failure, and the wear of cutter ring is uniform, which verifies
that the original disc cutter is suitable for tuff geology.

5. Conclusions

In this paper, a multiobjective optimization design method
for structural parameters of cutter ring is developed by
combining an SAMPGA and FAHP, and the conclusions are
drawn as follows:

(1) Based on the complex geological conditions and the
corresponding cutter ring structure design re-
quirements, a multiobjective optimization model is
established to design the structural parameters of
disc cutter ring. +e rock breaking capability, energy
consumption, load-bearing capability, wear life, and
wear uniformity of disc cutter are selected as the
objectives, and the geometric structure of cutter ring,
ultimate load-bearing capability, and cutterhead
drive performance are determined as constraints. An
SAMPGA is utilized to deal with the optimization
problem, and FAHP is employed to combine the
multiple objectives into a single objective function.

(2) +e proposed method is applied to a case study of
cutter ring structure design in a TBM project. After

Table 6: Optimization results of structural parameters for the cutter ring.

Geological conditions Design objective T (mm) θ (°) r (mm) f1 (m− 1) f2 (MJ·m3) f3 (kN) f4 (×10− 3h− 1) f5

Granite
Original cutter ring 19.05 20 5 31.29 79.18 153.25 4.23 6.92
Optimized cutter ring 16.1 10.61 7.4 26.99 74.61 133.41 4.34 5.39

Variation (%) − 13.7 − 5.7 − 12.9 2.6 − 22.1

Tuff
Original cutter ring 19.05 20 5 27.38 34.54 98.17 1.81 5.33
Optimized cutter ring 21.02 15.49 5.77 19.69 35.51 101.4 1.64 4.81

Variation (%) − 28.1 2.8 3.3 − 9.4 − 9.8

Table 4: Fuzzy aggregated decision matrix.

O1 O2 O3 O4 O5

O1 (1, 1, 1) (2, 5.167, 10) (1, 2, 4) (1, 2.333, 5) (1, 2.5, 5)
O2 (0.1, 0.227, 0.5) (1, 1, 1) (0.167, 0.464, 1) (0.2, 0.486, 1) (0.143, 0.728, 1)
O3 (0.25, 0.556, 1) (1, 2.833, 6) (1, 1, 1) (1, 1.833, 4) (0.333, 2.25, 5)
O4 (0.2, 0.514, 1) (1, 2.5, 5) (0.25, 0.639, 1) (1, 1, 1) (0.25, 1.194, 3)
O5 (0.2, 0.542, 1) (1, 2.5, 7) (0.2, 0.736, 3) (0.333, 1.583, 4) (1, 1, 1)

Table 5: Calculations of degree of possibility (V value).

S1 S2 S3 S4 S5
V(S1≥. . .) — 1 1 1 1
V(S2≥. . .) 0.4065 — 0.5931 0.7441 0.7119
V(S3≥. . .) 0.8838 1 — 1 1
V(S4≥. . .) 0.7478 1 0.8951 — 0.978
V(S5≥. . .) 0.8291 1 0.9405 1 —
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optimization, the rock breaking performance and
service life of the disc cutter are improved. For granite
condition, the performances of rock breaking capa-
bility, energy consumption, load-bearing capability,
and wear uniformity are improved by 13.7%, 5.7%,
12.9%, and 22.1% respectively, and the performance of
wear life is deteriorated by 2.6%. +e performances of
rock breaking capability, wear life, andwear uniformity
are improved by 28.1%, 9.4%, and 9.8%, respectively,
while those of energy consumption and load-bearing
capability are deteriorated by 2.8% and 3.3% under tuff
geological condition.

(3) +e optimized results obtained by SAMPGA are
better than those of SGA in the tests. +e conver-
gence generation of SAMPGA is smaller than that of
SGA, and the robustness of SAMPGA is better than
that of SGA. +e utilization of SAMPGA effectively
solves the premature and local convergence prob-
lems during structural optimization.

(4) Geological adaptability should be considered in the
design of cutter ring. Rock breaking capability, load-
bearing capability, and wear uniformity should be
considered as the topmost objectives when cutting
high-strength rock, while wear life and rock breaking
capability should be given priority under low-
strength rock condition. It is appropriate to apply the
cutter ring with a narrow edge and small blade angle
in granite condition, whereas the cutter tip width
should be increased appropriately considering the
wear resistance performance in tuff condition. +e
geological adaptability design for cutter ring struc-
ture is realized by using the proposed method based
on the dynamic weight coefficients.

It should be noted the objective functions of the opti-
mization design model are solved on the premise that the
cutter ring can invade the rock smoothly, which is satisfied
in the aforementioned TBM project. However, in some TBM
project, the UCS of the surrounding rock that TBM en-
countered will reach to 200MPa or evenmore than 300MPa.
It is difficult for disc cutter to penetrate and break rock under
such harsh geological conditions. At this time, the TBM
builders prefer to replace the conventional cutter ring with
heavy narrow-edged cutter ring. +erefore, the penetration
capability, as well as stiffness-strength of the disc cutter,
should be considered and added to the model in the future
work. Moreover, other relevant objectives (e.g., the number
of rock cracks) will be taken into account to improve the
proposed method.
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design of reinforced concrete buildings using NSGA-II,”
Advances in Civil Engineering, vol. 2018, Article ID 5906279,
11 pages, 2018.

[29] J. Huo, W. Sun, J. Chen, and X. Zhang, “Disc cutters plane
layout design of the full-face rock tunnel boring machine
(TBM) based on different layout patterns,” Computers &
Industrial Engineering, vol. 61, no. 4, pp. 1209–1225, 2011.

[30] A. Shahsavar, A. A. Najafi, and S. T. A. Niaki, “+ree self-
adaptive multi-objective evolutionary algorithms for a triple-
objective project scheduling problem,” Computers & In-
dustrial Engineering, vol. 87, pp. 4–15, 2015.

[31] M. Zandieh and N. Karimi, “An adaptive multi-population
genetic algorithm to solve the multi-objective group sched-
uling problem in hybrid flexible flowshop with sequence-
dependent setup times,” Journal of Intelligent Manufacturing,
vol. 22, no. 6, pp. 979–989, 2011.

[32] H. Y. Liu, Numerical modelling of the rock fragmentation
progressive process by mechanical tools, Ph.D. thesis, Lulea
University of Technology, Luleå, Sweden, 2004.
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It is critical for the construction party to meet the established economic and social demand for the construction project with the
shortest construction period and the lowest cost. In this study, the construction characteristics of the project were analyzed. In
addition, the multiconstraint and multitarget construction optimization model with minimum period and cost was established
based on the quantum genetic algorithm. In order to improve the adaptability of the quantum genetic algorithm for the
multiobjective model, the encoding form, quantum revolving door, and genetic flow of the algorithm were reconstructed.
MATLAB 2016b was used as the simulation platform, and the implementation of the algorithm was improved according to the
characteristics of the variables in the construction project, including period and cost. Finally, the optimization of the algorithm
was verified and analyzed by an engineering example. ,e results showed that using the multiobjective quantum genetic al-
gorithm, the optimal duration/cost can be achieved and the most reasonable and effective control decision scheme for the
construction management can be provided through the Pareto solution set.

1. Introduction

With the development of the world economy, more and
more attention has been paid to the duration and cost of
projects [1]. Large construction projects have large capital
investment and long construction cycle [2]. In order to
minimize the duration and cost of the project, it is critical to
design an effective construction organization plan [3]. ,e
purpose of the construction plan is to obtain a short con-
struction period and a low cost. Researchers have focused on
the studies to optimize the period and cost of construction.
However, in the optimization algorithm, there is an in-
evitable conflict between schedule and cost [4]. ,erefore,
optimization is also known as striking a balance between
duration and cost [5]. ,e optimization balance means that,
under the constraints of personnel, machinery, and mate-
rials, managers can reasonably allocate resources to achieve
theminimum combination of time and cost by appropriately
increasing the cost/time of subprojects under the same
circumstances [6].

Traditional balance strategy includes the critical path
method, integer programming method, and enumeration
method. However, due to the expansion of the construction
project scale nowadays, the computational complexity has
been growing exponentially [7]. ,us, it is difficult for these
methods to meet the computing requirements of large-scale
construction projects [8]. It is very urgent to find an al-
gorithm that can find a quick, accurate, and effective op-
timization balance of period and cost, i.e., shortened
construction period and reduced cost, without breaking the
architectural design and function. In recent years, the
heuristic algorithm with global search ability has been used
to solve optimization problems, including the Jaya algo-
rithm [9, 10], particle swarm algorithm [11], colony al-
gorithm [12], simulated annealing algorithm [13], harmony
search algorithm logic [14], and other hybrid algorithms
[15, 16]. In general, the balance between duration and cost,
which is the focus of long-term research in project man-
agement, can be investigated using these existing methods.
Based on the results by Boussad et al. [17], in terms of
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design ability and application effect, genetic algorithm was
undoubtedly the best solution among many complex
heuristic algorithms. Based on the in-depth studies of
genetic algorithm, the combination of genetic algorithm
and other methods has also been developed. Gulbin [18]
considered the influence of environmental factors on the
operation of the algorithm and designed the genetic al-
gorithm for nondominant sequencing. Jia et al. [19] applied
the fuzzy set theory based on the operation of genetic
algorithm, considered the uncertain conditions of con-
struction, and proposed a multiobjective method to opti-
mize the duration, cost, and quality of the construction
project. Mungle et al. [20] designed the fuzzy clustering
genetic algorithm to solve the problem of multiobjective
optimization for highway projects. Xie et al. [21] used the
pretreatment method and cost improvement process to the
genetic algorithm and established the optimization model
of multimode resource-limited projects under variant
constraints. However, these methods have inevitable lim-
itations for large-scale projects with the requirements of
high precision and high timeliness. ,erefore, the com-
putational model and algorithm for the optimization of
large-scale construction projects need to be improved.

In theory, the problems which are solvable with genetic
algorithm can also be solved by quantum genetic algorithm
(QGA) [22, 23].,us, the QGA should be feasible in the field
of genetic algorithm, such as the multiobjective optimization
of both period and cost. In addition, as an alternative cal-
culation method [24], quantum computing has a strong data
analysis and processing ability for the large dataset [25–28].
,erefore, in this study, the QGA was used to solve the
period/cost trade-off problems and developed an optimi-
zation model. In the optimization model, the genetic al-
gorithm was used as the basis, the parallelism of quantum
computing was integrated with the genetic algorithm, the
quantum vector state expression was introduced into the
genetic coding, and the chromosome evolution and renewal
were achieved through the quantum revolving door. In this
paper, the construction period-cost optimizationmodel with
the quantum genetic algorithm was established to improve
the search efficiency on the basis of global search and reduce
the application error of the Pareto solution. ,e experi-
mental results proved that the proposed method had a better
performance ratio than the traditional genetic algorithm.

2. Problem Description

In the engineering construction management, the period
and the cost of the construction project are two main ob-
jectives to be controlled. However, there is a restrictive
relationship between both objectives; that is, gaining one
objective is at the expense of another. For example, the
reduction of time leads to an inevitable increase of cost
[29, 30]. ,us, the time/cost optimization of the construc-
tion project is also considered a multiconstraint hybrid
optimization problem [31]. On the contrary, the network
plan of a project is composed of several subprocesses which
are logically arranged, and there are several alternatives for
each of the subprocesses. Different labor and construction

machinery schemes can lead to different time and cost of the
process. For instance, the project duration, direct cost, and
indirect cost can be affected by different schemes. ,us, the
time/cost optimization problem is also considered a mul-
tivariable problem. In general, before solving the multi-
objective optimization problem [32], functional expressions
are needed to show the relationship between each objective.
Table 1 lists the symbol interpretation.

2.1. Objective 01: Time. ,e total time of the project is cal-
culated by summing up the duration of each subprocess. ,e
duration of the subproject is marked with an intermediate
variable “x.” ,e selected subprocess requires that the work
can and must start immediately when the previous work is
finished, without restrictions of resources or other processes.
,e restrictions on the time parameter of each process satisfy
the logical relationship between processes. ,e calculation
equation and constraint conditions of the control period of
the construction project are defined as follows:

T �  D
i
j, (1)

D
e
i ≤D

(j)

i ≤D
n
i , (2)

T≤Tmax. (3)

2.2. Objective 02: Cost. ,e cost includes direct cost and
indirect cost. Both costs have different changing rules and
need to be calculated separately. Direct cost is the sum of the
costs of personnel, construction machinery, and materials,
which are directly used in the construction process and the
measures of the project. At the same time, the cost is in-
creased in the emergency construction due to the increase in
the dispatched resources and the construction difficulty and
the extension of working hours of both personnel and
machinery. Indirect costs are not directly included in the
project. Instead, they refer to other expenses that must be
paid for the preparation, organization, and management of
construction and production, including enterprise man-
agement fees and policy fees. ,e value of the indirect costs
can be estimated by contract documents or experts. ,e
calculation equation and constraint conditions of the control
cost of the construction project are defined as follows:

C � min
n

i�1
α(j)

i C
(j)

(1,i) + α(j)
i ΔtC

(j)

(2,i) , (4)



m

j�1
α(j)

i � 1, (5)

C≤Cmax, (6)

α(j)
i ⊆ 0, 1{ }, (7)

where C(1,i) is the sum of the product of the unit price and
the work quantity of the process and the measure cost.
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3. Optimization Model Based on QGA

3.1. QGA. QGA is a new evolutionary optimization algo-
rithm which integrates quantum computation with genetic
algorithm. ,e QGA has obvious performance advantages
due to the introduction of quantum concepts such as
quantum state, quantum revolving gate, and probability
amplitude in quantum computation. ,e QGA has few it-
erations, high search efficiency, and wide applicability.
Besides, one chromosome can express the superposition of
multiple states and thus has a large storage capacity. Even
when the population is very small, the global optimization of
the algorithm is not affected. ,us, the possibility of the
algorithm to fall into a local search is greatly avoided.
Compared to the traditional genetic algorithm (GA), the
QGA does not rely on the gene updates by genetic operators
such as crossover and mutation to achieve the evolution of
the population. Although these genetic operators can change
the probability amplitude to some extent, the quantum
chromosome already exhibits the population diversity due to
the use of quantum superposition. Instead, the introduction
of genetic operators such as crossover and mutation will
reduce the computing speed and performance of the QGA.

3.1.1. Quantum Bits. Bit is the unit of information in binary
number. In traditional calculation, there are only two basic
states, i.e., “0” and “1.” After the introduction of the
quantum concept, the bit state becomes a vector unit in a
two-dimensional complex coordinate. Besides 0 and 1, the
quantum bit state can also be the linear superposition of the
basic states [33], which is called the superposition state of
quantum bits:

|ϕ〉 � α|0〉 + β|1〉. (8)

Among them, “|·〉” is the Dirac notation to indicate the
state. ,e parameters ɑ and β are the probability of the
corresponding states, respectively. ,e probability of |0〉 is
|α|2, while the probability of |1〉 is |β|2. Both probabilities
satisfy the normalization condition:

|α|
2

+|β|
2

� 1. (9)

On the basis of binary coding in the genetic algorithm,
the quantum bit state |ϕ〉 is used to code the target and the
initial value. ,e coding rules can be expressed as follows:
through the expression of the quantum superposition state, a
gene can express any quantum bit information. In addition,

the genome sequence can be formed by the composition of
chromosomes. ,e mth chromosome of the scheme can be
represented as follows:

P
n
m �

αn
1

βn
1

αn
2

βn
2





· · ·

· · ·

αn
j−1

βn
j−1





αn
j

βn
j

⎡⎢⎣ ⎤⎥⎦, (10)

where n is the number of iterations and j is the quantum
number (length of the chromosome). ,e complete quan-
tum population containing all the modern chromosomes
can be expressed as

P(t) � p
t
1, p

t
2, . . . , p

t
m, . . . , p

t
T . (11)

3.1.2. Quantum Gate. ,e renewal and evolution of the
quantum population are conducted through a quantum gate,
which is a quantum device that can realize logical trans-
formation within a certain time interval. ,e quantum gate
ACTS is used for the superposition of the quantum and
results in the phase change of the gene position in the
chromosome. Finally, the probability converges to 0 or 1
within a shortest time and the optimal searching solution is
achieved. ,e only requirement for quantum gates is

U
+∗U � I, (12)

where U is the matrix representation of the quantum gate,
U+ is the conjugate transpose, and I is the identity matrix.
Quantum gates have many forms. In this algorithm design,
the method of quantum rotation is defined as follows:

U(θ) �
cos θ −sin θ

sin θ cos θ
 , (13)

where θ is the rotation angle. ,e chromosome renewal
process can be expressed as follows:

αn+1
k

βn+1
k

⎡⎣ ⎤⎦ �
cos θi −sin θi

sin θi cos θi

 
αn

k

βn
k

 , (14)

where [αn
k, βn

k]T is the Kth quantum bit of the Nth generation
of the chromosome:

θi � Δθ × sig, (15)

where Δθ determines the convergence speed and the search
accuracy of the algorithm. If the amplitude ofΔθ is too small,
the search time is increased or even “stagnates.” If the
amplitude is too large, premature convergence can occur,
and it is difficult to obtain the optimal solution. sig is the
coefficient sign of the rotation angle, namely, the rotation
direction, whose value determines the direction of con-
vergence to the optimal solution. When ibin (current in-
dividual quantum bit value) is equal to ibbest (optimal
individual quantum bit value), sig is 1/

���
2m

√
; when ibin and

ibbest are different, the values of sig are shown in Table 2.

3.2. Optimization Process

3.2.1. Encoding and Population Initialization. ,ere are
three encoding methods in the quantum genetic algorithm.

Table 1: Notations.

Notations Meanings
D i

j Duration of the jth procedure of the ith subitem

D e
i (D n

i )
Emergency (normal) construction time of available

construction plan for the ith subitem
T Total project time
C Total project cost
C(1,i) Direct cost of activity i
C(2,i) Indirect cost of activity i
Δt Duration of alternatives
α(j)

i Probability of selecting plan j in the ith procedure
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�e initial population encoding is quantum bit encoding, in
which N is the length of the encoded quantum bits. �e
pseudocode is shown in Figure 1.

When the population is �rst measured, the quantum bit
code is converted into the binary code, as shown in Figure 2.
�e binary is decoded into the decimal in the calculation of
the adaptability of the population.

To optimize the construction period and cost of a
project, the population can be de�ned as the set of chro-
mosomes (Figure 3) that stores the duration of all sequential
subitems, and the initial population can be expressed as
P(t � 0) � p01, p

0
2, . . . , p

0
m, . . . , p

0
T{ }, where T is the pop-

ulation size. �e probability amplitudes of the population
2jT are all 1/

�
2

√
, which means that, in the initial state, each

chromosome is in a linear superposition state with the same
probability of 1/

���
2m

√
.

3.2.2. Evaluation of Adaptability. �e individuals in the
population can be evaluated by adaptability. Higher adapt-
ability indicates that the individual is better and has greater
survival probability. On the contrary, the individuals with
lower adaptability are easier to be eliminated.�e adaptability
evaluation function is generally consistent with the objective
function. Since the two opposite subobjectives, i.e., duration
and cost, seek for the minimum values in the optimization
model, equations (1) and (4) can be changed as follows:

Value 1 �
1
C
,

Value 2 �
1
T
.

(16)

Both the adaptability values in decimal and the non-
dominant solution (there was no other solution better than
this one) were obtained from the calculation.

3.2.3. Quantum Genetic Operation. In the operation, the
Q(t) state of the population is observed and compared with
the existing optimal solution, and then the population with
the quantum revolving gate is updated to obtain Q(t+ 1).
�e adaptability was calculated. If the optimal solution in
Q(t+ 1) is better than the currently stored solution, the
stored solution is replaced. In the update process, the
population number is always constant and the nondominant
solution does not repeat.

3.2.4. Termination Judgment. If the termination condition is
satis�ed, the set of optimal solutions for the schedule and
cost of the subprocess is the output. Otherwise, Steps 2 and 3

are repeated. �e �owchart of the optimization process is
shown in Figure 4.

3.3. Experimental Results and Analysis

3.3.1. Algorithm Instance. A high-rise building project was
selected as the main project for optimization, the con-
struction data (Table 3) were collected, and the feasibility of
the experimental model was veri�ed. Before optimization,
according to the construction plan, the completion duration
of the project was 380 days and the cost was 19.749 million
yuan.

�e parameters of the quantum genetic algorithm are
shown in Table 4. �is algorithm was implemented by
MATLAB 2016b.

After running the optimization, the results were sum-
marized as follows:

(1) �e period/cost evolution of a project is recorded
and shown in Figures 5 and 6. From the �gures, it is
noted that all the target curves are in a declining
trend, which indicates that the evolution of the
quantum genetic algorithm is e�ective. With the
increase in the number of iterations, the iteration
curve remains �at, which suggests that the algorithm
is convergent and can achieve the optimal value in

QGAChrom = zeros(P, N ∗ 2);
for i = 1:P

for j = 1:N ∗ 2
QGAChrom(i, j) = 1/sqrt(2);

end
end

Figure 1: Code in quantum bit encoding.

D1 D2 D3 …… Dj–1 Dj

Figure 3: Diagram of the single chromosome structure.

Table 2: Values of sig.

ibin ibbest f(jfval)<f(best)
sig

αiβi > 0 αiβi < 0 αi � 0 βi � 0

0 1 True 1 0 0 ±1
0 1 False −1 1 ±1 0
1 0 True −1 1 ±1 0
1 0 False 1 −1 0 ±1

Chrombin = zeros(P, N);
for i = 1:P

for j = 1:N
pick = rand;
if

pick > (QGAChrom(i, j)^2)
Chrombit(i, j) = 1;

else
Chrombin(i, j) = 0;

end
end

end

Figure 2: Conversion of the quantum bit code to the binary code.
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the process of evolution instead of getting into local
optimum.

(2) Figure 7 shows the �nal solution of the QGA, i.e., the
Pareto front under the dual constraints of both time
limit and cost. According to the Pareto front of the
optimization, the project manager can select a set of

feasible processes with �exible activity arrangement
under certain constraints of time or construction
period (Table 4) to maximize the economic and
social bene�ts. For example, when the total con-
struction period is 280 days, the total cost is at least
22,882,600 yuan. �e corresponding duration of the
subprocess is shown in Figure 8, in which the 19th
activity is concurrent engineering and does not in-
crease the total construction period. At this time, no
other combination method of the subprocesses can
be superior to the scheme shown in Figure 8.

Initialization: set parameters

Set of feasible solutions

N

Quantum revolving door

Evaluation

Output nondominant solutions

Coding population

Fitness evaluation

Replacement and storage

End condition

Y

Measurement

Figure 4: Optimization process of the quantum genetic algorithm.

Table 3: Construction data.

No. Activity
Time (days) Cost (ten thousand yuan)

Normal Emergency Normal Emergency
1 Measurement and actinomycetes 3 1 0.1 0.3
2 Precipitation and support 15 10 46 65
3 Earthwork 5 2 9 14
4 Pile foundation 10 6 240 300
5 Earthwork back�lling 5 2 1.8 3
6 Structure of the �rst layer 12 7 63.5 70
7 Structure of the second or third layer 22 12 58 66
8 Structure of the fourth �oor 10 5 56 64
. . .
17 Structure of the 13th �oor 10 5 56 64
18 Stage acceptance of the main project 3 1 0.5 1.5
19 Wall masonry and secondary structure 50 30 147 196
20 Structure of the 14th �oor 10 5 56 64
. . .
33 Structure of the 27th �oor 10 5 56 64
34 Structure of the 28th �oor 12 7 64 70
35 Structure acceptance 3 2 1 2
36 Wall masonry and secondary structure 50 30 147 196

Table 4: Parameter values of the QGA.

Δθ Population Variable dimension Max. iterations
0.01π 80 36 400
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4. Conclusions

�e trade-o� between period and cost in construction
management is a classic problem in the multiobjective
optimization with constraints. A new model based on the
quantum genetic algorithm (QGA) was proposed in this
study. Firstly, in the process of double-objective optimiza-
tion, the con�ict between the construction period and the
practical cost was considered, and the direct and complex
relationship between the two objectives was analyzed. Two
main objective functions were established, which provided a
mathematical basis for the application of the algorithm to
the construction management. Secondly, a complete opti-
mization concept and process of the quantum genetic al-
gorithm were developed, the quantum coding mode was

explained, the quantum revolving door was improved, and
the computational e¢ciency of the algorithm was improved
in large-scale projects. �rough the construction example of
a high-rise building project, the quantum genetic algorithm
was proved to be able to obtain the optimization results
under the condition of small population size and few iter-
ation times. �us, the quantum genetic algorithm had the
advantages of short calculation time and strong global op-
timization ability. Finally, the developed model was applied
to a practical construction project. �e experimental results
showed that the QGA can perform multiple optimization
cycles and �nd the noncon�icting Pareto solution quickly
and accurately to meet the requirements under di�erent
constraints in di�erent projects with variant activity ar-
rangements. In addition, the QGA can also provide owners
and contractors with more realistic decision-making
schemes conveniently and e¢ciently, which can maximize
the economic bene�ts. In the future, the development of

Pareto front
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Figure 7: Pareto solution set of the multiobjective quantum genetic
algorithm.
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Figure 8: Process portfolio for 280 days.

Cost iteration curve of QGA
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Figure 5: Iteration curve of the construction period in the mul-
tiobjective quantum genetic algorithm.
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Figure 6: Iteration curve of cost in the multiobjective quantum
genetic algorithm.
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intelligent algorithms with high efficiency in large-scale
engineering optimization will become the research focus.
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