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Most of the current authentication mechanisms adopt the “one-time authentication,” which authenticate users for initial access.
Once users have been authenticated, they can access network services without further verifications. In this case, after an illegal user
completes authentication through identity forgery or a malicious user completes authentication by hijacking a legitimate user, his
or her behaviour will become uncontrollable and may result in unknown risks to the network. *ese kinds of insider attacks have
been increasingly threatening lots of organizations, and have boosted the emergence of zero trust architecture. In this paper, we
propose a Multimodal Fusion-based Continuous Authentication (MFCA) scheme, which collects multidimensional behaviour
characteristics during the online process, verifies their identities continuously, and locks out the users once abnormal behaviours
are detected to protect data privacy and prevent the risk of potential attack. More specifically, MFCA integrates the behaviours of
keystroke, mouse movement, and application usage and presents a multimodal fusion mechanism and trust model to effectively
figure out user behaviours. To evaluate the performance of the MFCA, we designed and implemented the MFCA system and the
experimental results show that the MFCA can detect illegal users in quick time with high accuracy.

1. Introduction

With the vigorous development of 5G, IoT (Internet of
*ings), and AI (Artificial Intelligence), the Internet has
penetrated into various traditional industries, which brings
in greater data privacy disclosure and more serious in-
formation security risks due to the endogenous security
issues of the Internet. As the first line of network defense,
authentication mechanism becomes a crucial way to ensure
information security [1]. *e current authentication
schemes can be classified into four kinds: (1) authentica-
tions based on passwords or PINs (Personal Identification
Numbers), (2) portable smart card or token-based au-
thentications, (3) biometric-based authentications, such as
face, fingerprint, and iris recognition, which are also called
hard biometric-based authentications, (4) behaviour-based
authentications such as gait and keystroke, which are called

soft biometrics [2, 3]. More specifically, the hard and soft
biometric-based authentications overcome the problems
that password authentication is long and hard to remember
and the problems related to smart card, which is easy to be
stolen. On the contrary, biometric-based authentications
do not require the authentication entity to be carried along
at all times, which is inconvenient and also easy to be lost.
Biometric authentications are based on human physio-
logical behaviour characteristics, and have the advantages
of natural nonreplication, which greatly improves user
experience and reduces the risk of privacy disclosure [4].
However, physiological feature recognition generally relies
on specific feature recognition devices such as face rec-
ognition device and fingerprint collector, which depend on
expensive equipment and even poses the risk of forgery
when they lack effective supervision. Besides, due to the
limitations of user devices, computation and storage of
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authentication procedure are generally offloaded to edge or
remote cloud, which may increase the attack surface and
security risks.

On the other hand, the first three kinds of authentica-
tions belong to one-time authentication from the perspective
of the identification mode, which only verifies the users’
identity when the devices are unlocked for the first time.
Once the users have passed the authentication, which is just
like getting the device’s pass card, they can use the system
resources continuously without receiving the verification
again [5]. For example, when a legitimate user temporarily
leaves for tea or has a short conversation with others, the
device that is not immediately locked may be at risk of being
used to steal information by an adversary. *ese kinds of
attacks can be classified as internal attacks, which are dif-
ficult to defend. *e recent report from Cybersecurity In-
siders [6] shows that 68% of organizations feel moderately to
extremely vulnerable to insider attacks. To prevent insider
attacks, the concept of “Zero Trust” has been proposed,
which follows the principle of “Never Trust, Always Verify”
[7]. *e authentication, especially the continuous authen-
tication, plays an import role in zero trust architecture.

*is paper designs and implements a continuous au-
thentication system that continuously monitors the user’s
operations after the device is unlocked. Once the system
finds that user identity is abnormal, the device will be au-
tomatically locked to prevent the risk of “one-time au-
thentication” and guarantee the user information security.
*e main contributions of this paper are as follows:

(1) We propose a multimodal fusion mechanism for
multidimensional behaviour characteristics. Con-
sidering that the single mode recognition is not
enough to effectively depict the user’s behaviours, we
design a multimodal fusion mechanism based on
multidimensional features, and construct a trust
model for continuous identity authentication, to
improve the authentication accuracy and recogni-
tion rate.

(2) We select three users’ behaviours to realize the
multimodal identification, which include keystroke
behaviours, mouse movement, and application usage
characteristics. *e keystroke and mouse movement
are time-sensitive and convenient, and the applica-
tion usage based on logs is more stable and efficient.
More important, all of them do not rely on additional
hardware devices, and therefore have the advantages
of being low cost and user friendly.

(3) We design a Multimodal Fusion-based Continuous
Authentication (MFCA) system based on multi-
modal fusion mechanism. *e MFCA system mainly
consists of three parts: First, the multidimensional
behaviour models (keystroke model, mouse model,
and application model) are obtained by training on
multidimensional behaviours data; second, the
multidimensional model classification results are
fused; third, the multidimensional behaviour models
are evaluated based on the trust model algorithm,

and the real identity of users is evaluated based on
the trust evaluation.

*e structure of this paper is organized as follows. In
Section 2, the related work has been discussed. Section 3
describes Multimodal Fusion mechanism and recognition
models used in the MFCA. *e design and procedure of the
MFCA system have been discussed in Section 4. *e per-
formance of the proposed MFCA system is analysed com-
prehensively in Section 5. Finally, Section 6 concludes the
work of this paper.

2. Related Work

*e related researches in terms of authentications based on
keystroke, mouse movement, or swipe and application usage
are shown in Figure 1.

Keyboard and mouse, as the most commonly used input
devices, have their own advantages to depict users’ behav-
iour characteristics. Keyboard dominates text input while
mouse is more commonly used in GUI. *e identification
based on single input device will affect the immediacy and
accuracy of user identity verification. Moreover, as the in-
herent hardware equipment, the keyboard and mouse are
transparent to users during identity verification, which can
avoid targeted destruction or forgery by identity counter-
feiters in advance. When users interact with the operating
system using the keyboard and mouse, they will trigger the
iterative update procedure of the application state. Different
users’ preferences for application reflect users’ using habits,
which are irreplaceable and can be used as an important way
for identity verification.

Keystroke dynamics refers to the physiological neural
control mechanism of humans, which reflects the unique
characteristics by analysing users’ habits, patterns, or
rhythms through the keystroke such as different time in-
tervals between keystrokes and keystroke strength. As early
as the 1980s, research studies [8–10] had proved the utility of
keystrokes in terms of identity verification.

Mouse dynamics refers to the track and the click of the
mouse during user interaction with the system, and the most
commonly used features include mouse keystroke speed,
habits, frequency, and direction of themousemoving distance.
Everitt and Mcowan [11] found and proved the feasibility of
knowing a user’s identity by analysing the user’s mouse op-
eration habit and behaviour characteristics. With the devel-
opment of computer GUI, the mouse has superseded the
keyboard and become the dominant I/O device [12].

User application usage refers to the characteristic of
terminal device in terms of resources scheduling, con-
suming, and even interacting with other equipment, which
can be obtained through the system interface or process
information since they are independent of special hardware.
More recently, the behaviour-based continuous authenti-
cation technologies have been widely active in many fields.
For example, user identity recognition can be based on
smartphone applications [13], the information from sensors
such as gyroscope and magnetometer [14], the users’ arm
movement records on smart watch [15], and gait recognition
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based on wristband [16]. While in traditional PC, the most
commonly used biometric authentication is still based on
keystroke and mouse [17].

2.1. Keystroke-Based Authentication Schemes. As early as
1975, Spillane [8] discussed the feasibility of keystroke in
user identification, and this suggestion was also verified by
Forsen and Gaines in 1977 [9] and 1980 [10], respectively.
Forsen et al. [9] realized access control by analysing the
keystroke characteristics of users when they input names
that are similar to human signatures, while Gaines et al.
[10] recorded the keystroke interval when the typist input
the specified text, and analysed the time probability of
consecutive typing characters, and verified the uniqueness
of individual keystroke characteristics. *is is the starting
point of keystroke recognition, and belongs to static au-
thentication technology based on fixed text. Fixed text
refers to the predefined text or phrases to register a user,
and it requires the user to type exactly the same text to
perform identity verification with the objective of reducing
uncertainty by controlling variables and observing the
performance of a single keystroke feature in identification.
*is kind of experiment is generally applicable to scientific
researches [18, 19], which has great limitations and is
currently only applicable to the identity verification of fixed
user names and passwords. *erefore, it is also called static
authentication.

On the contrary, in continuous authentication sce-
narios, users are free to type texts that are not limited by the
predefined contents. Free-text-based keystroke recognition
is more difficult than fixed one in terms of data pre-
processing, feature selection, and keystroke authentication
[20]. Dowland et al. [21] proposed a statistical method for
continuous certification in 2001, whose accuracy was less

than 60%. However, after nearly ten years of development,
Shimpshon et al. [22] proposed a clustering method based
on graph in 2010 which added a similar continuous key-
stroke to form a fixed length of the session, and the ex-
perimental results in 21 real users and 165 counterfeiters
showed that it has a False Accept Rate (FAR) of 3.47% just
by using 250 keystrokes. More specifically, Rybnik et al.
[23] explored keystrokes in different lengths of nonfixed
text in 2013, providing a reliable basis for the authenti-
cation of free text. After that, Song et al. [24] constructed a
Gaussian model for the user’s recent input characters se-
quence based on the Gaussian probability density function
in 2016, which shortened the authentication cycle and
reached FAR of 5.3% under 30 characters. Huang et al. [25]
updated the keystroke samples using the sliding window
method and achieved FAR of 1% and False Reject Rate
(FRR) of 11.5% in a 1-minute sliding window in 2017.
Furthermore, they evaluated the ability of the proposed
algorithm to resist short quick insider attacks and detected
insider attacks that lasted 2.5 minutes or longer with a
probability of 98.4%. More recently, Ayotte et al. [26]
proposed an instance-based graph comparison algorithm,
which achieved an EER (Equal Error Rate) of 7.9%, 5.7%,
3.4%, and 2.7%, respectively, under the samples of 50, 100,
200, and 500 keystrokes, realizing faster and more accurate
free-text keystroke identification.

2.2. Mouse-Movements-Based Authentication Schemes.
Mouse dynamics has also received attention in terms of
authentication. In 2003, Everitt and Mcowan [11] proved
the feasibility of mouse behaviour characteristics in user
identity authentication for the first time, which set a solid
foundation for the subsequent extensive researches in the
academic community. In 2004, Pusara and Brodley [27]
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used supervised learning to model the mouse movement
behaviour of 11 users and obtained FAR of 0.43% and FRR
of 1.75%. However, due to the small number of user
samples and single mouse features, the authors also
pointed out that the analysis of that study was not enough
to achieve independent user identity authentication. In
2009, Aksari and Artuner [28] used mouse movement
characteristics for active identity authentication, and ob-
tained FAR of 5.9% and FRR of 5.9% by analysing the
mouse trajectory when the user clicked 10 squares in a row.
In 2013, Sayed et al. [29] introduced mouse gestures into
the user registration system and performed training
through the neural network to realize identity verification
when the user logins, and finally reached FAR of 5.26% and
FRR of 4.59% within 26.9 s in a dataset of 39 users. *e
above researches are also called static mouse authentica-
tion, which mainly explores the diversity of mouse features
and the wide application field of mouse recognition
through specifying user behaviour or limiting mouse
operation scope and trajectory.

On this basis, mouse movement-based continuous
authentication schemes have attracted more and more
attention. In 2012, Chao Shen et al. [30] evaluated 5550
mouse operation samples of 37 users, and obtained mouse
features based on distance measurement and feature space
transformation technology, which reached FRR of 8.74%
and FAR of 7.69% within 11.8 s. Besides, they established
the first public mouse-behaviour dataset, and their re-
search results revealed the potential of mouse dynamics in
user authentication. In the same year [31], the pattern-
based growth method was used to mine frequent mouse
behaviour fragments, and obtained more stable mouse
features and reached FAR of 0.37% and FRR of 1.12%. In
2014, Medvet et al. [32] used mouse dynamics to provide
continuous session authentication and nonintrusive au-
thentication for web users, and achieved the accuracy of
97% for 24 users. *eir work extended the potential scope
of mouse dynamics as a continuous authentication tool to
web applications hosted in the cloud rather than just in
local devices. In 2018, Li et al. [33] used the random forest
and sequential sampling analysis to analyse the angle-
based mouse movement and wrist movement, and
reached FAR of 1.46% on the dataset of 26 users, and the
verification time could be determined within 9–12 mouse
clicks. *eir approach is more effective in timely au-
thentication compared with methods based on the mouse
geometry and locomotion features. In 2019, Yildirim and
Anarim [34] verified on Balabit dataset [35] that mouse
movement curves alone and session-based mouse identity
could be used, achieving Area Under Curve (AUC) of 93%
and EER of 13%.

2.3. Application-Usage-Based Authentication Schemes.
Different from keyboard and mouse-based authentication
schemes, application-usage-based authentication is not a
biometric technology but a behavioural analysis based on
user activity records with the objectives to mine user activity
records, extract user multi-attribute behaviour

characteristics, and then build user behaviour model to
represent user identity and complete continuous authenti-
cation. Lots of current research efforts have proved the
uniqueness of user behaviour, and thus derived a lot of user
behaviour analytical methods based on big data.

In 2017, Liu [36] extracted URL characteristics and
identified user’s consumption level by taking users’ surfing
time as the sample. In 2018, Mahbub et al. [13] built a
Markov model based on the complete application data of
users, carried out continuous authentication by evaluating
the changes of hidden Markov model (HMMs), and finally
realized the capture of abnormal users within 2.5 minutes on
the experimental dataset. *ey solved the active authenti-
cation problem by using application usage formulaically and
systematically. Furthermore, they suggested that unknown
application and unforeseen events had more important
impacts on the authentication performance than the most
common ones. In 2018, Meng et al. [37] conducted user
authentication based on the touch gestures of Android
mobile phone browser, achieving an average EER of 2.4%
among 48 participants, and their system can reduce the
touch behavioural deviation than others. In 2019, Wei [38]
analysed the DNS logs of campus network by categorizing
the domain names to obtain users’ online behaviour habits
and access preferences, and summarized the characteristics
of students’ online behaviours. In terms of user analysis
based on application records, it can be divided into single
application based, top n applications based, and all appli-
cations based behaviour identification by considering po-
tential unique user behaviour pattern when using
applications.

Besides, Alzubaidi et al. [39] presented an active au-
thentication based on the smartphone usage data under
different machine learning models, and achieved a lower
EER of 8.2% for authenticating users within short periods of
time with a small number of features on the MIT dataset
[40].*eir scheme was effective in reducing the classification
error rate compared with other authentication methods. For
mobile devices, they are easy to deploy authentication based
on the App using record, phone usage record, and even web
browser history. However, due to the different operating
systems, it is difficult to achieve the intersystem
authentication.

2.4. Multimodal-Fusion-Based Authentication Schemes.
With the development of various authentication technolo-
gies, some researchers try to combine different authenti-
cation technologies to increase the accuracy and timeliness.
Although no single authentication technology is perfect, it is
very difficult to fool multiple authentication methods at the
same time. *erefore, multimodal fusion authentication can
overcome the problems of partial feature loss. *e recent
work from Modak and Jha [41] summarized the multi-
biometric fusion strategy and its different applications in
terms of multi-modal, multi-algorithm, multi-sample,
multi-sensor, and multi-instance, and proved the perfor-
mance upgrade of combining two or more individual bio-
metric traits.
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As early as in 2012, Traore et al. [42] proposed an online
authentication system under web environment, which
combined dynamic mouse and keystroke features in a
multimodal framework to conduct real-time monitoring of
24 user operations, and the final system EER was 8.21%.
However, their results had a low Average Number of
Genuine Actions (ANGA) value which made the system not
practical for real users. In 2014, Bailey et al. [43] proposed a
user authentication system based on multimodal behav-
ioural biometrics by fusing user data from keyboard, mouse,
and GUI interactions, and adopted ensemble classification
method to get FAR of 2.1% and FRR of 2.24% over the
dataset with 31 users, which supports the idea of multimodal
fusion to gain better consequence. In 2015, Fridman et al.
[44] presented a multimodal fusion for continuous au-
thentication by collecting the behavioural biometrics of
keystroke dynamics, mouse movement, and a high-level
modality of stylometry, and developed a sensor for each
modality and organized these sensors as parallel binary
decision fusion architecture. *eir experimental results
based on database of 67 users who work individually for a
week show that FRR and FAR are less than 1%within 30 s. In
2016, Mondal and Bours [45] proposed a continuous
identity authentication for PC users by combining keystroke
and mouse dynamics, and the recognition rate reached
62.6% and 58.9% in closed and open environments, re-
spectively. *e average operation times were 471 and 333,
respectively. Besides, they first introduced the issue of
Continuous Identification (CI) and discussed the concept of
Continuous Authentication and Identification that provided
the combination of security and forensics. In the same year,
Beserra et al. [46] applied the dynamic identity recognition
application by combining keyboard and mouse for the first
time in online games, and carried out real-time identifica-
tion of player operations to realize anti-cheating function. In
2018, Sergio et al. [47] established a user emotion model
based on the interaction data of the keyboard and mouse in
the learning scenario, so as to predict the affective state of the
learner. In 2019, Quintal et al. [48] analysed the mobile user
continuous authentications in IoT, and classified these au-
thentication factors into event capture types such as pass-
word, fingerprint, applications start and end, network
connection and disconnection, continuous sequence of
events, such as gestures, and derived behavioural features,
such as application choice, and demonstrated that all factors
are correlated with the actual user identity. Currently, lots of
multimodal continuous authentications are proposed in
smartphone, IoT [49–51].

*e key points of multimodal fusion continuous authen-
tication are the association, unified representation, and coor-
dination of multimodal information, and the main issues are:
(1) multimodal characteristic expression, that is, how to design
single-modal characteristics under the framework of multi-
modal architecture; (2) how to unify the model of multimodal
characteristics. In our preliminary work, we have studied
continuous authentication based on users’ keystroke and
mouse behaviour [19], and developed a prototype system.
Among them, a static authentication algorithm based on
convolutional neural network is proposed for user keystroke

behaviour. *e average accuracy on CMU dataset is 96.8%, the
average FAR is 0.04%, and the average FRR is 6.5%. At the same
time, a continuous authentication algorithm based on the
weighted reward and punishment mechanism was proposed.
When the effective double key pairs of each user are 100, the
EER is 8.5% and the AUC is 93.94%.

For this purpose, this paper designs a multimodal fusion
continuous authentication mechanism based on users’
multidimensional behaviour characteristics in terms of
keystroke, mouse, and application usage to effectively pre-
vent the illegal user identity phishing, avoid data privacy,
improve authentication efficiency, and ensure the safety of
user information.

3. Multimodal-Fusion-Based
Continuous Authentication

*e MFCA system consists of multimodal fusion mecha-
nism, trust model, and multidimensional behaviour rec-
ognition models. In this section, we will introduce the
multimodal fusion mechanism and three recognition
models that are used in the MFCA.

3.1. Multimodal Fusion Mechanism. *e multidimensional
behaviours of network users mainly include keystrokes,
mouse, screen swipe, and application usage. *is paper
designs the multimodal fusion mechanism to collect user
behaviour data, combines these multidimensional features
effectively, fuses the multiple classifier to avoid the limitation
of the single classification and improve the classification
accuracy and generalized capability, and finally realizes the
continuous authentication.

3.1.1. Multi Classifier Fusion Mechanism. Considering the
diversity, complexity, and fusibility of the features, this paper
adopts the Multi-Classifier Fusion (MCF) mechanism to im-
prove the accuracy and generalization capability of the final
classification results by integrating the output classification
results of base classifiers. At the same time, MCF can simplify
classify design, balance classification time and performance,
and improve time and space efficiency. *e typical structure of
the MCF includes cascade combination, parallel combination,
and mixed combination. Parallel combination does not have
the error accumulation problem of cascade combination.
Furthermore, the system can achieve the best performance of
real-time classification by designing an appropriate decision
process. So, this paper adopts parallel combination to perform
parallel processing on the user’s multidimensional behaviours
including keystroke dynamics, mouse movement, and appli-
cation usage data.

*e results of the MCF algorithm depend on the output
type of the base classifier. When the base classifier output is
an interval value or probability value, we can adopt the mean
value method (simple average or weighted average), maxi-
mum-minimum value method, product method, etc. When
the output is a predefined class label, we adopt the voting
method such as weighted voting, supermajority voting, or
relative majority voting.
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3.1.2. Trust Model Design. *e trust model is the base of the
MFCA and its time-variant characteristic is the key to realize
the continuous authentication. *e basic idea of the trust
model is that the degree of credibility of the current op-
erating user depends on the deviation between the user’s
behaviour characteristics and the expected characteristics of
the model over a period of time. *e system predefines trust
score and trust threshold at the outset, and then increases or
decreases the trust score along with their operations. When
the user’s behaviour characteristics conform to the model,
the trust score will increase (no more than maximum score).
Otherwise, the trust score will decrease. Once the score falls
below the predefined trust threshold, an exception alarm will
be triggered.

Figure 2 shows the schematic diagram of the fluctuating
trust score. Over a period of continuous operations, the
legitimate user behavioural characteristic is the most
trusted attribute even though it may not be stable most of
the time. *e corresponding trust score will be slightly up
and down in a certain period of time, but it is always higher
than the trust threshold. *e legitimate users will almost
imperceptibly perceive the authentication system in order
to ensure transparency. On the contrary, the abnormal
operations of the illegal user will inevitably lead to the
continuous decline of the trust score, which will eventually
make the trust score lower than the trust threshold and
trigger the abnormal alarm.*erefore, without relaxing the
timely detection of illegal users, the design of the trust
model increases the tolerance of legitimate users’ misop-
erations to improve the accuracy and user-friendliness of
the authentication system.

Table 1 shows the related parameters used in the trust
model. Each user has an initial trust score of T0. *e model
verifies the current user’s identity status in real time according
to the user’s behaviour characteristic Fi. When the user’s
identity is judged to be legitimate, the trustmodel gives rewards
to increase the trust score until the highest threshold Tmax.
Otherwise, it will reduce the trust score until the minimum
thresholdTmin.When the score is lower than the trust threshold
Talert, the system alarm will be triggered to lock the device. *e
increase or decrease of the trust score is limited by the max-
imum reward score R and maximum punishment score P, and
the increase or decrease range depends on the reward and
punishment weight Wi of the current characteristic.

According to the above definitions, we can deduce
equations (1) and (2), from which the trust score Ti is ob-
tained after the initial authentication.

ΔT Fi(  �
Fi ∗Wi ∗R, Fi � 1,

Fi − 1( ∗Wi ∗R, Fi � 0,
 (1)

Ti � min max Ti−1 + ΔT Fi( , Tmin , Tmax . (2)

*e basic component of the trust model is the user’s
single behaviour characteristic, and the reward and pun-
ishment range of the trust score depend on the reward and
punishment weight of the given characteristic. *e specific
weight is introduced for that the system involves three types
of classification models.

Different behavioural operations will generate different
characteristics, but user behaviours have a certain pattern.
*erefore, the characteristic with high frequency will be
considered more stable and identifiable. In contrast, the
characteristics with low frequency generally have lower
credibility in the trust model. Take mouse keystroke events
as an example; mouse keystroke events are divided into left
click, left double click, right click, and right double click.
When the occurrence probability of left-click events is much
greater than that of right-click events, the stability of left-
click behaviour is stronger, and the reward and punishment
weight obtained are also higher. For example, left-click
occurs 67 times, double-click occurs 20 times, right-click
occurs 10 times, and double right-click occurs 3 times.When
the user is judged as a legitimate user in the left-click feature,
the trust score should be rewarded with 67R/100. Otherwise,
when the user is judged as an illegal user, the trust score will
be punished with 67 P/100.*erefore, the trust score value is
mainly affected by two major factors in the weight design:
the weight ratio of characteristic model in model fusion and
the frequency ratio of the feature in the feature set.

3.2. Keystroke Recognition Model

3.2.1. Keystroke Dataset Capture Module. In this section, we
give the keystroke capture procedure of Windows as an
example. *e user interacts with the computer through the
keyboard to finish the input, so the keystroke data capture
range is global events. *erefore, we adopt the keyboard
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Figure 2: Schematic diagram of trust score fluctuation curve.

Table 1: *e parameters of trust model.

Parameters Meaning Value

Fi
*e classification result of ith

feature

{1, 0}
Legal� 1,
illegal� 0

Ti
*e trust score of ith

authentication [Tmin, Tmax]

Tmin *e minimum trust score Tmin
Tmax *e maximum trust score Tmax
Talert *e alert threshold [Tmin, Tmax]

Wi
*e punishment weight of

feature i [0–1.00]

R *e maximum punishment score [0, Tmax]
P *e minimum punishment score [0, Tmax]
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hook to collect the keystroke data and encapsulate hook into
the Dynamic Link Library (DLL) to ensure the automatic
loading and real-time collection of keystroke data. *e
implementation of keyboard hook is divided into three parts:
the installation of keyboard hook, the monitoring and
processing of keyboard message, and the uninstalling of
keyboard hook. Figure 3 shows the procedure of keystroke
data capture.

First, the keystroke capture module adds the keyboard
hook to the list and binds the keystroke event to the key-
board hook via the SetWindowsHookEx () function that
mainly consists of four parameters. *e first parameter
idHook represents the installed hook type which has two
kinds. *is module selects a global keyboard hook called
WH_KEYBOARD_LL, which contains lots of keyboard in-
formation such as virtual keyboard key value vKCode,
keystroke state WM_KEYUP and WM_KEYDOWN, and so
on. *e second parameter LPFN points to the hook sub-
routine for further processing of the hooked message, which
is also called the call back function. In this module, we
rename this function as KeyboardProc. *e third parameter
hMod is the current instance handle which is also known as
DLL module handle. *e fourth parameter dw;readId is
the thread identifier associated with the keyboard
subroutine.

Second, the KeyboardProc function is used to monitor
keyboard messages, and Table 2 shows the related field
information to be collected. When a user clicks a key, the
keyboard hook captures the event and begins to record the
keystroke value, keystroke timestamp, keystroke event type,
and so on.

As for the conversion of key values and codes, the
commonly used ASCII codes distinguish the key values of
upper and lower case letters “a-z” from “A-Z”, with 65–90
representing uppercase letters and 97–122 representing
lowercase letters.VkCode, on the other hand, is treated as the
same keyboard key without distinction, and only records the
A-Z key value with 65–90. *erefore, when collecting rec-
ords, the system needs to further determine whether the
Shift key is being pressed through GetAsyncKeyState (), and
obtain the state of CapsLock key through GetKeyState ().
When either of them is pressed, the letter key is defined as
uppercase state, and vice versa.

After that, the specific type of keystroke event is obtained
throughwParam.*e system aims to interceptWM_KEYUP
(key press down) and WM_KEYDOWN (key release), and
records the keystroke timestamp through GetLocalTime
function. In this case, the time can be accurate to milli-
seconds. Finally, the CallNextHookEx () function is used to
complete the delivery to the next hook in the list, and the
keyboard hook is destroyed once the data collection is
completed.

3.2.2. Keystroke Data Preprocessing and Feature Selection.
*e original keystroke record obtained through data ac-
quisition is a combination of key code, key value, event type,
and timestamp, such as 87, W, WM_KEYDOWN, and
59108278, respectively. Due to different event types, the

keystroke behaviour of the same key value distinguishes two
records of press and release. *erefore, it should be merged
and converted into key code, key value, press timestamp, and
release timestamp at first, and then deletes the record with
the missing value. Finally, the raw data are transformed into
feature data.

In free-text environment, user keystroke is affected by
the language, profession, and even emotional stress.
*erefore, the behaviour habit is random and diverse. On
one hand, the keyboard layout is complicated, which in-
cludes typical QWERTY keyboard with 87, 104, and 109
keys. On the other hand, the use of the function keys is
adventitious, and its characteristics need long-term obser-
vation. *erefore, timeliness is insufficient when it is used in
continuous authentication. Our system extracts the char-
acteristics of user’s inputted characters. 26 character keys
will randomly form different character sequences which are
affected by language grammar and common words, and the
typical character combinations have a wide range of uni-
versality. When different users hit the same character, they
will show different time characteristics and keystroke fre-
quency. Besides, the length of character sequence determines
the order and the magnitude of the combined sequence and

Start

SetWindowsHookEx()
Install Keyboard hook WH_KEYBOARD_LL

Call KeyboardProc()
Capture and process keyboard information.

Record the state of Shift Key and Caps key for
transcode

Record click event and time stamp to
Distinguish WM_KEYUP and WM_KEYDOWN

CallNextHookEx()
Callback next hook in the link

UnHookWindowsHookEx()
Uninstall keyboard hook

End

Figure 3: *e procedure of keystroke capture.

Table 2: Keystroke data information.

Field name Type Description
keyCode Int Keystroke key code
keyValue Char Keystroke key values
keyEvent Int Event type
keyStamp Long Keystroke timestamp
isShiftOn Bool Shift key on/off
isCapsOn Bool CapsLock key on/off
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the space-time loss complexity of feature processing.
*erefore, we select the user double key combination
comprehensively, that is, the character sequence of length 2
is used as the feature sample of the keystroke recognition
model. To select the most popular double key pairs, we
conduct statistical experiments on the statistical frequency of
double key combinations, and record the frequency of the
top 20 double key combinations among hundreds of
thousands of valid character keystrokes [19], as shown in
Table 3. Finally, the top 7 double keys are selected as the
double key feature samples.

*e seven double bond characteristics (“AN,” “NG,”
“IN,” “SH,” “EN,” “IA,” and “CH”) are extracted uniformly
for three types of time characteristics: Hold time, Down-
Down time, and DownUp time. As shown in Figure 4 taking
the double keys “WO” as an example, its characteristics are
described as follows:

(1) Hold [W]: *e duration of key “W” from press to
release, likewise Hold [O];

(2) DD [W] [O]:*e interval between press “W” (down)
key to press the “O” (down);

(3) UD [W] [O]: *e interval between bounce “W” key
(up) to press “O” (up) key.

3.2.3. Train and Test of the Keystroke Model. For the double
key characteristics in the keystroke process, the system
adopts the decision tree algorithm for model training, as
shown in Algorithm 1. First, Shannon entropy and infor-
mation gain are selected as the criteria for feature selection of
the decision tree. Second, the 7 double keys features are
calculated one by one to obtain the current information gain,
so as to constantly update the maximum information gain
and the best features. After that, the current subtree is
created according to the best feature data, and the current
best feature is continuously removed to complete the re-
cursive creation of the entire subtree. Finally, after the entire
decision tree is built, the decision tree generated by training
is returned. In addition, we adopt Pessimistic Error Pruning
(PEP), and the penalty factor is set to 0.5 to prevent
overfitting.

*e adoption of the decision tree is due to the fact that
once the training is completed, the distinguishing and
classifying of the existing features are very fast in the testing
stage. *erefore, in the process of user’s continuous key-
stroke in the authentication stage, keystroke data within a
short period will contain 7 predefined double key charac-
teristics with a high probability. During this time, user
identity determination will be quickly completed and au-
thentication results will be calculated through the decision
tree model immediately.

3.3. Mouse Movement Recognition Model

3.3.1. Mouse Movement Data Capture. Similar to keystroke
data collection, mouse movement data capture also applies
hook technology, which belongs to the global mouse hook
WH_MOUSE_LL in the system hook. *e overall capture

process includes the establishment of mouse hook, the in-
terception and processing of mouse message, and the
uninstallation of the mouse hook. *e establishment and
uninstallation of the mouse hook are similar to that of the
keystroke hook. As for the monitoring and processing of
mouse messages, it defines the unique mouse data as shown
in Table 4, which is different from the keystroke data. When
the user manipulates the mouse to trigger the mouse event,
the mouse hook captures these messages, triggers the call
back function MouseProc, and starts to record the mouse
event type, mouse cursor coordinates (x, y), and event oc-
currence timestamp.

3.3.2. Mouse Movement Data Preprocessing. *e original
captured mouse data format is mouse event type, X coor-
dinate, Y coordinate, and timestamp, which is relatively
simple. However, mouse events have natural complexity,
which can bemainly divided into four types of events: mouse
idle, mouse moves, mouse drags, and mouse clicks. Among
them, mouse clicks can be further divided into left click and
right click, left double click, and right double click. Besides,
the click events can be further divided into press (down) and
release (up). *erefore, it is important to preprocess the
mouse data, and transform the scattered data records into
effective mouse events, and further divide them into mouse
features that can be used for identity authentication.

As shown in Figure 5, the mouse data preprocessing
procedure is as follows.

Step 1: mouse click events are divided into left mouse
click, left mouse double click, right mouse click, and
right mouse double click. *e mouse hook further

Table 3: *e statistical table of double keys.

No
(#)

Double
keys Frequency No

(#)
Double
keys Frequency

1 AN 9619 11 WO 32
2 NG 7580 12 AO 3220
3 IN 7338 13 NA 3015
4 SH 6605 14 EI 2900
5 EN 6049 15 HE 2653
6 IA 5932 16 HS 2622
7 CH 4926 17 XI 2554
8 ZH 4145 18 ON 2466
9 AI 3869 19 HI 2337
10 JI 3798 20 IE 1906

W O

Time

UD[W][O]Hold[W]

DD[W][O]

Hold[O]

Figure 4: *e time characteristics of “WO”.
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divides the left click and right click into left/right press
and left/right release events, which are recorded, re-
spectively. *erefore, the mouse click records are
summarized and reformatted into the format of mouse
left/right click, X coordinates, Y coordinates, press
timestamp, and release timestamp.
Step 2: delete the null values. After clicking the event
summary, the entire row of records with blank values in
all mouse data will be deleted.
Step 3: classify the mouse data because it is difficult to
extract effective features from the complicated mouse
data. According to the time stamp record and pixel
distance, mouse events are limited and the corre-
sponding noncompliant data are eliminated as
follows.

(1) *e coordinates of the mouse cursor remain un-
changed for 1 s, and the mouse is deemed to be
stationary

(2) If the mouse cursor moves more than 30 pixels, it
will be regarded as mouse movement

(3) If the mouse cursor changes for more than 1 s and
the moving distance is greater than 30 pixels, while
the left mouse button is not released when pressed,
the mouse will be deemed as a drag

Step 4: define sessions to partition mouse behaviour
events.*e number of mouse behaviour events within a
session is called session length X, and the average
mouse operation time reaching session length X is
called a time slice T. When the time slice is fixed, the

more effective the mouse events in a session, the more
stable the user behaviour characteristics and the higher
the identification accuracy. However, the length of the
time slice is proportional to the number of effective
mouse events. *e longer the time slice, the more ef-
fective the mouse events must be. However, excessively
long time slice cannot guarantee the timely detection of
abnormal users, which violates the original intention of
the system design.

Input:
*e keystroke dataset matrix X;
*e keystroke feature vector F: � F1, F2, . . ., Fn;

Output:
*e Decision Tree Model, Tree;

(1) initialize: do preprocess and split, data� process (X, F);
(2) initialize: init bestInfoGain� 0.0, bestFeature� -1
(3) calculate Shannon entropy; shang� calculateshang (data)
(4) for curFeature� 0 to n do
(5) calculate newEntropy and curInfoGain
(6) bestInfoGain�max (curInfoGain, bestInfoGain)
(7) bestFeature� curFeature
(8) end loop
(9) for value� 0 to data[bestFeature]. size () do
(10) Tree[bestFeature][value]� createTree (X, F - bestFeature)
(11) end loop
(12) return Tree

ALGORITHM 1: KeyStorke Model’s Train [createTree].

Table 4: Mouse movement data capture.

Field Type Description
mouseEvent Int Mouse event type
mouseX Int Cursor x coordinate
mouseY Int Cursor Y coordinate
mouseStamp Long Mouse event timestamp

Begin

Mouse raw data record

Process the mouse click record, and 
summarize the key press and release time

Delete the null value record

Divide the time slice and session length

remove the record that the valid mouse 
events less than the threshold

End

Process mouse idle, moving and dragging 
records, and eliminate the time and distance 

non-compliance data

Figure 5: Flow of mouse data preprocessing.
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Step 5: further simplify the mouse record according to
the selected time slice Tand session length X. When the
number of valid mouse events in time slice T is less than
X, this session event is discarded without further fea-
ture extraction.

3.3.3. Selection of Mouse Features. In the mouse recognition
model, the system extracts the mouse features according to
the user’s mouse behaviour for verification. *e mouse
features are complex and diverse, and the user identity can
be effectively measured by using the features of time,
position, frequency, and mouse trajectory. In order to
ensure the timeliness and accuracy of the model in the
continuous authentication, the system chooses mouse
movement with more obvious characteristics in a short
period.

When the mouse cursor moves from the point P1 (x1, y1)
to P2 (x2, y2), it shows the following five characteristics
during the movement:

(1) *e proportion of mouse movement events in 8
different movement directions.

(2) *e moving distance (Euclidian distance) of the
mouse in 8 directions including average moving
distance and extreme moving distance. *e calcu-
lation of the average moving distance is shown in
Equation 3. *e calculation of the extreme moving
distance is the maximummoving distance in a single
time slice T.

d �
1

M


M

0

�������������������

x1 − x2( 
2

+ y1 − y2( 
2



. (3)

(3) *e moving speed of the mouse in 8 directions,
including average moving speed and ultimate
moving speed.*e calculation of the average moving
speed is shown in Equation 4. *e calculation of the
extreme moving speed is the maximum moving
speed in a single time slice T.

v �
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t2 − t1
. (4)

(4) *emoving acceleration of the mouse in 8 directions
is shown in Equation 5.

a �
Δv
Δt

�
v2 − v1

t2 − t1( 
2. (5)

(5) *e proportion of mouse movement events in all
mouse operation events.

3.3.4. Training and Testing of the Mouse Model. In the fixed
time slice, the distribution of mouse behaviour events does
not have regularity, so the mouse movement characteristics
extracted by this system also have a small sample size and
do not conform to the normal distribution. *erefore, it is
difficult to obtain a good recognition effect on the

classification model based on statistics or neural network.
Many studies have proved that SVM performs well in small
sample data and nonlinear high-dimensional mode. After
comprehensively considering the number of mouse fea-
tures and the samples, this paper chooses linear Support
Vector Machine (SVM) [52] as the classifier of mouse
recognition model, and uses the open source libsvm 3.0 [53]
to build the classification model. Furthermore, since the
gamma parameter in the Gaussian kernel will affect the
width of the Gaussian function, the larger the gamma, the
easier it is for the SVM to overfit. So our system sets gamma
to 0.5.

Our system first uses Principal Component Analysis
(PCA) for dimensionality reduction processing of the early
collection of multidimensional mouse motion features, and
retains the correlation of each feature to avoid the occur-
rence of dimensional disasters. After feature selection is
completed by PCA, the original 45-dimension mouse fea-
tures are reduced to 16-dimension features.

*e mouse recognition model based on libsvm is divided
into training stage and testing stage. *e algorithm de-
scription is shown in Algorithm 2. Since the feature di-
mension reduction is required at both stages, the training
and testing of the mouse model are summarized in the same
function description and distinguished by option O.

X is the characteristic matrix of themouse, which is divided
into training set and test set according to differentO values. L is
the mouse label matrix, and the size of the matrix depends on
the number of samples n. *is system is a binary classification
model [54], so the label is defined as (0, 1), where the legal user
is 1 and the illegal user is 0. Op for libsvm training custom
parameters, including kernel function and other values, in this
system is mainly selected by using the exhaustive method.

In the training stage, the system performs dimensionality
reduction on the features of the training set, conducts
training according to the libsvm options of the feature data
set, and finally exports the mouse recognition model MM
after the training. In the testing stage, the system predicts
according to the existing model MM and test set data, and
exports the user identification result, which is legal or illegal,
and calculates the classification accuracy ACC.

After that, according to the mouse data and mouse
recognitionmodel, the session lengthX and time slice Twere
tested, in which X was 50,100, and 200 valid mouse events.
*e experimental data set was user mouse operations col-
lected within 48 hours, including about 15,000 effective
mouse operation events.

Figure 6 shows the ROC of session lengthX� 100. FAR is
negatively correlated with FRR, and when FAR� FRR, its
value is ERR. In addition, when X are 50 and 200, the ROC
trend is the same as the whole, but the error rate ERR and the
average time slice Tare greatly different. As shown in Table 5,
with the increase of the session length X, the ERR is reduced.
*is is because, the more effective the mouse events in the
session cycle, the more stable the mouse features displayed
by users. However, at the same time, the longer the session
length is, the greater the corresponding average session time
T will be, which will lead to the longer user behaviour de-
tection time and therefore greatly affect the system’s timely
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authentication and interception of illegal users. In conclu-
sion, our system has made the balance among the above
factors and selected the time slice length as 5min and the
session length as 100 effective mouse events.

3.4.ApplicationUsageRecognitionModel. Different from the
biological behaviour feature recognition based on keystroke
and mouse, the application feature recognition is based on
the statistical analysis of the user’s application records, and
mines the user’s behaviour features. When the system is
deployed, it analyses the user application records in the
current time window in the form of sliding window, extracts
the features and standard model library for verification, and
completes the authentication. Compared to the behavioural
feature model, the data acquisition cycle of the application
recognition model is longer, but the number of users’ core
applications is relatively fixed. So, the application features
are more stable, which remedies the shortcoming of strong
real-time but insufficient stability of keystroke and mouse
recognition in multimodal recognition.

3.4.1. Application Data Collection. Application data col-
lection mainly captures the process information, and our
system adopts the Windows API PSAPI library to finish this
work. When the user starts the system, the current process
data are initialized through loading dynamic DLL.

First, EnumProcesses () enumerates the ongoing pro-
cesses, counts the total number of processes, and obtains
detailed data of each process (time, process ID, process
name, process path) as shown in Table 6.

Second, when recording application processes data, our
system adds process state, construct times, destroy times,
and total running time fields according to the current
process information, and initializes the value as 1, 1, 0, t+∆t.

After that, our system cyclically monitors the process status,
records the process construct, destroys the events, and
updates the times and the total running time of the process.
*e specific process collection information is shown in
Table 7.

3.4.2. Application Data Preprocessing and Feature Selection.
*e application-based identity recognition model is a sta-
tistics-based classification model, so it does not involve
multidimensional features, and does not require complex
dimensionality reduction and feature selection. After users
log into the system, they are allowed to make basic system
settings and manually select the list of applications to be

Input:
*e mouse dataset matrix X;

*e option of train or test, O;
*e mouse label vector L:� L1, L2, ..., Ln;
*e libsvm options op;
*e number of principal components, c;

Output:
*e Mouse Model, MM;
*e Predicted Answer, Ans;
*e Predicted Accuracy, Acc;

(1) initialize: do preprocess, pca�PCA (c);
(2) initialize: pca. fit (X)
(3) if O� � 0 then
(4) MM� libsvmTrain (L, X, op)
(5) return Mouse Model, MM
(6) else if O� � 1 And MM is exist then
(7) [Ans, Acc]� libsvmPredict (L, X, MM, op)
(8) return [Ans, Acc]
(9) else
(10) logging illegal options
(11) end if

ALGORITHM 2: Mouse Model’s Train And Test.

ROC

0

5

10

15

20

25

Fa
lse

 R
ej

ec
tio

n 
Ra

te
 (F

RR
) (

%
)

10 20 30 40 50 600
False Acceptance Rate (FAR) (%)

Figure 6: ROC curve graph for session length X� 100.

Table 5: Mouse session length and classification error rate.

Session length Session duration (min) ERR (%)
50 2.7 17.93
100 5.3 9.27
200 12.9 7.11
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monitored. *erefore, our system only carries out statistical
processing for monitoring applications defined by users.
First, the nontarget application information in the collected
dataset will be eliminated, and then the event update fre-
quency, running time, and total proportion of each target
application are calculated. When the user does not define a
monitoring application, the entire application process is
handled by default.

3.4.3. Application Data Training and Test. For the training
and prediction of the application recognition model, our
system uses the Naive Bayes algorithm based on sklearn
naive_Bayes library. *e idea is to conduct model training
according to the existing user characteristics and classifi-
cation results. After the training is completed, the proba-
bilities of each feature belonging to a different category are
calculated in the testing stage as the final classification re-
sults. *erefore, it is also known as the classification algo-
rithm based on statistics, and the related processing
procedure is shown as follows.

(1) Assume that X� {x1, x2, ..., xn} is a user to be clas-
sified, and each user contains n application feature xi

(2) *e result of user identity classification is Y� {0, 1},
in which 0 means illegal user and 1 means legal user

(3) Calculate the probability P (Yi | x) that x belongs to
the classification result Y, and P (Y | x)�Max {P (Y1|
x), P (Y2 | x))

Algorithm 3 shows the training procedure. First, the data
of the training set is normalized and transformed. Second,
the Gaussian Bayesian algorithm in naive Bayes [55] is
selected for model training. After the training is completed,
the fitting process is carried out, and the recognition model
PM is finally output. Algorithm 4 describes the testing
procedure when applying the recognition model. In the
testing stage, our system normalizes the test data and
computes the classification result Ans according to the
existing training model PM and the test data set X, and
calculates the output confusion matrix Acc according to the
predefined indicators.

4. MFCA System Design and Procedure

In this section, we will introduce the design methods and
procedure of the MFCA system. *e MFCA system in-
troduces multimodal fusion to analyse the collected
multidimensional user behaviour characteristics, per-
forms model training according to the characteristics,
and generates the trust model to achieve continuous
authentication.

*e MFCA system mainly consists of three parts: first,
the keystroke model, mouse model, and application model
obtained from training based on keystroke data, mouse data,
and application record, respectively; second, the multimodal
fusion technique used to merge the classification results of
the three models; third, the trust model algorithm used for
continuous identity authentication.

Figure 7 shows the overall design of the MFCA sys-
tem, and it can be divided into training stage and testing
stage, in which the training stage mainly completes the
training and fusion of multidimensional behaviour
models and finally generates the trust model. In the
testing stage, the authentication mechanism verifies the
real-time behaviour characteristics of users through the
trust model and exports the current trust score. When the
trust score is lower than the predefined trust threshold,
the current user is judged to be an illegal user and the
MFCA system will lock the device, generate alarm, and
prevent the user from using the devices. When the trust
score is higher than the trust threshold, the MFCA system
determines that the current user’s identity is legitimate,
and the user can continue to use without interference and
any processing.

*e following parts describe the MFCA from three as-
pects of model training and testing, multimodal fusion
mechanism, and trust algorithm design.

4.1. Model Training and Prediction. *e multidimensional
behaviours of network users mainly consist of keystrokes,
mouse, and application usage. Our system designs the
multimodal fusionmechanism to collect user behaviour data
and combines them effectively, adopts the multiple classifier
fusion to avoid the limitation of the single classification and
improve the accuracy of the classification results and gen-
eralized capability, and finally realizes continuous
authentication.

*e multidimensional behaviour model (keystroke
model, mouse model, and application model) mainly
consists of three stages: model establishment, training,
and prediction, as shown in Figure 8. When a user reg-
isters for the first time, the system will default this user as
legitimate and collect the data to establish the initial
model. After that, the model will constantly update and
evolve with the increase of the multidimensional behav-
iour data. *erefore, the authentication system will
continuously collect users’ multidimensional character-
istic data, update the model to fit the current user be-
haviour characteristics while verifying the identity, and
improve the identity recognition accuracy.

In the training stage, once either of the models is updated,
the authentication system will trigger the iterative updating of
the trust model to make the model learn the characteristics of
the current users and ensure the timeliness of themodel. In the
test phase, once a behaviour such as keystroke has enough data
for feature extraction, the MFCA system will depend on these
characteristics through the trust model to generate the cor-
responding result. *e trust model will convert multiple re-
sults as the latest trust score based on their predefined
proportion, and compare it with the trust threshold to de-
termine the legitimacy of user identity, and decide whether or
not to trigger alarms.

4.2. Multimodal Fusion Mechanism. Multimodal fusion
(known as multi-classifier fusion) is designed to effectively
combine multidimensional features for decisions, avoids the

12 Security and Communication Networks



limitations of single classification, and improves the accu-
racy and generalization of classification results by fusing
multiple models finally. When performing continuous au-
thentication, the complementarities among

multidimensional behaviours need to be considered. In our
work, three types of data, namely, keystroke, mouse
movement, and application record, are collected as they have
natural complementarity when users interact with the

Keystroke 
feature extraction

Application usage 
feature extraction

Keystroke 
classification

Application 
classification

Trust Model

Keystroke events

App usage Multi-modal 
fusion

Keystroke 
feature extraction

Application usage 
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Lock device

illegal
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Mouse 
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Figure 7: *e overall design of the MFCA system.
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Figure 8: Model update sequence diagram.
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computer. *ree kinds of models have different abilities to
recognize users. *erefore, the MFCA can cover the using
habit of different users based on multiple classifier fusion to
improve the accuracy.

4.3. Trust Model Algorithm. Take behaviours of keystroke,
mouse, and application as examples to describe the trust
score algorithm, as shown in Algorithm 5, where the MCF
adopts parallel combination, the outputs of the three base
classifiers are all predefined binary values (illegal� 0 or
legal� 1), and the exported results are labelled rather than
probability values.*e weighted voting method is selected to
complete the multi-classifier fusion.

Taking keystroke identification model of double key pair
“an” for example, “an” appears in the double characteristics of
the weight for theWf�Count (an)/Count (keyFeature); when
a user types “an” and is identified as a legitimate user, the
model exports classification results FC� 1. At this point, the
system will reward the user with Wf∗WK∗R, and update the
trust score Trusti�Trusti−1+Wf∗WK∗R. It should be noted
that the new trust score will be no more than the maximum
threshold Tmax. On the contrary, the system will punish the
user withWf∗WK∗P and update the trust score Trusti�Trusti-
1–Wf ∗WK ∗P. However, the new trust score should be no less
than the minimum threshold Tmin. After obtaining the trust
score Trusti, the system will determine whether the trust score
is lower than the alarm threshold Talert. If the trust score is
lower than the threshold Talert, the system will set the warning
sign Alert� 1 and trigger the alarm.

5. Performance Analysis of MFCA System

In the above, we have introduced the MFCA system and its
sub-modules in detail. In this section, we will describe the
experiment procedure and analyse the performance of the
MFCA system in detail.

5.1. Experiment Dataset. *e whole experiment scenario is
free environment without static authentication, and the
system does not require the user to type the specified
statement to unlock the device or sign the gesture through
the mouse. From data collection to authentication, the user
maintains normal operations without additional restriction
requirement, so that he/she can almost ignore the existence
of our system except the alarm. In order to facilitate the
experiment, 22 participants have been recruited to operate
on computer in their daily life which can insure the con-
tinuity and integrity to reduce the impact of uncertain
factors. *e data are collected over three weeks after the
installation of our system.

In addition, the system is applied to the general sce-
nario rather than the strict laboratory environment. *e
system design considers the function and universality with
the objective of balancing the application condition and
the application effect, and ensures the high reliability of
the characteristics selection and model training. As shown
in Table 8, the computer and hardware are slightly dif-
ferent, but they all run on the basic Windows environ-
ment. In the keyboard and mouse equipment, the user
selects the general qwerty keyboard and double key
mouse. *e equipment manufacturers are different, but
the impact of the key feature collection of the system can
be ignored.

5.2. Evaluation Metrics. After the system was deployed, 22
participants were tested to verify the performance of the
MFCA system. Most previous research work adopts FAR
and FRR to evaluate performance. However, it is not im-
portant to know whether an imposter or illegal user is
detected, but when the illegal user is detected. In fact, FAR
and FRR are more suitable for one-time authentication
scenarios. *ey can only indicate whether an illegal user is
detected but cannot indicate when an illegal user can be

Table 6: Initial application process information.

Time Pid ProcessName ProcessPath
2019/12/11 18 : 52 : 01 10924 WeChat. exe D:\SoftWare\WeChat\WeChat.exe
2019/12/11 18 : 52 : 01 36172 firefox. exe D:\SoftWare\Firefox\firefox.exe
2019/12/11 18 : 52 : 01 27064 VISIO. EXE C:\SoftWare\Visio\Office16\VISIO.EXE
. . .. . . . . .. . . . . .. . . . . .. . .

2019/12/11 18 : 52 : 01 7740 KuGou. exe D:\Download \KuGou\KuGou.exe
2019/12/11 18 : 52 : 01 6772 Microsoft. Photos. exe C:\Program Files\WindowsApps

Table 7: Application data collect information.

Field Type Description
pName String Process name
Pid Int Process ID
pEvent Int Process event type
pStamp Long Process event timestamp
pPath String Process path
pStatus Int Process status
newTimes Int *e number of process construct
delTimes Int *e number of process destroy
totalAliveTime Int *e duration of process
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detected which is more important in a continuous au-
thentication scenario. For example, even if the recognition
rate of a model is high, but the detection time is long, the
intrusion may have been completed before illegal users are
detected, which is unacceptable. Different from the previous
performance evaluation metrics, this paper adopts Average
Number of Imposter Actions (ANIA) and Average Number
of Genuine Actions (ANGA) to evaluate the application
effect of the system, where ANIN refers to the average
number of behavioural characteristics required for illegal
users to be identified as exceptions, and ANGA refers to the
average number of behavioural characteristics used by le-
gitimate users to be identified as exceptions. *erefore,
ANIA should be as low as possible, so that ANIA users can
be identified more quickly and in less time, which can
perform fewer illegal operations. ANGA should be as high as
possible so that legitimate users can work without inter-
ruption as much as possible.

5.3. Experimental Results. In the experiment, 22 partici-
pants are divided into two groups: one group comprise
legal users’ normal use of their own equipment, and the
other group comprise illegal users’ operation of others’
equipment. *e whole experimental environment does
not have other restrictive requirements. We take the first
70% of the user’s input data as training data and the others

as test data. *e following operations are performed on all
users’ input data: first, our system uses the training data of
legitimate users for model training; second, the test data
are used to calculate the Number of Genuine Action
(NGA) of the model; finally, the data of illegal users are
used to attack and the Number of Imposter Action (NIA)
of the model is calculated. *e initial trust score of all
users is 90. When the trust score is below the threshold of
75, the pop-up alarm will be triggered, and the system will
record the verification times of each feature to obtain NIA
and NGA, and calculates the ANIA and ANGA. *e
experimental data of the two groups are shown in Tables 9
and 10.

As shown in Tables 9 and 10, ANIA � 430 and
ANGA � 7341, which means that the average illegal user
can be identified in the 430 features input, the legal user
has an average of 7341 characteristics input. Note that an
effective feature here is not a user behaviour. Take a mouse
operation as an example; an effective mouse movement
that contains multidimensional features such as moving
distance, moving speed, and moving direction, so that the
authentication speed will accelerate as the user performs
the features frequently. *e capture period of illegal users
is shorter, which can realize the user exception in a short
time. *e normal using period of the legitimate user is
longer; therefore, the daily work will rarely be interrupted.
In addition, to speed up the abnormal authentication

Input:
*e process train dataset matrix X;
*e label vector of process data, L:� L1, L2, ..., Ln;

Output:
*e Process Model, PM;

(1) initialize: do preprocess, scalar�MinMaxScaler ( )
(2) initialize: X� scalar. fit_transform (X)
(3) PM�GaussianNB ( )
(4) PM. fit (X, L)
(5) return PM

ALGORITHM 3: Process Model’s Train.

Input:
*e label vector of process data, L;
*e process test dataset matrix X;
*e process model, PM

Output:
*e predicted answer, Ans;
*e predicted accuracy information matrix, Acc;

(1) initialize: do preprocess, scalar�MinMaxScaler ( )
(2) initialize: X� scalar. fit_transform (X)
(3) predicted�PM. predict (X)
(4) Ans�metric. classification report (L, predicted)
(5) Acc�metrics. confusion matrix (Ans, predicted, L)
(6) return [Ans, Acc]

ALGORITHM 4: Process Model’s Test.
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Input:
*e feature type, Ft

*e feature classification results, FC;
*e weight of this feature in its recognition model, Wf;
*e trust score after last calculation, Trusti−1;
*e initial trust score T, and score threshold Tmax and Tmin;
*e score will trigger system alert Talert;
*e reward and punishment score for each feature, R, P;
*e weight of *ree authentication model, W: � Wk, Wm, Wp;

Output:
*e trust score after this calculation, Trusti;
IF alert the system trust, A;

(1) initialize: Init A� 0, if the first calculation, Trusti � T;
(2) if Ft � � 0 then
(3) if FC �� 0 then
(4) Trusti � max(Trusti−1 − Wf ∗Wk ∗P, Tmin);
(5) else FC �� 1{ }

(6) Trusti � min(Trusti−1 + Wf ∗Wk ∗R, Tmax);
(7) end if
(8) else if Ft �� 1 then
(9) replace Wk in the above formula with Wm;
(10) else Ft �� 2 

(11) replace Wk in the above formula with Wp;
(12) end if
(13) if Trusti <Talert then

A � 1;
(14) end if
(15) return [Trusti, A]

ALGORITHM 5: Trust Score Calculation.

Table 8: Summary of experiment setting.

Number of participants 15 7
Device types PC Notebook
OS Win7 Win10
Resolution 1440∗900 1920∗1080

Table 9: Illegal user authentication NIA results.

User ID Keystroke Mouse Applicate NIA
1 124 96 43 263
2 87 157 37 281
3 141 133 43 317
4 180 121 59 360
5 209 117 48 374
6 155 213 51 419
7 281 106 79 466
8 142 231 86 471
9 189 201 97 487
10 143 239 96 521
11 279 385 115 779
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speed or prevent the user from being disturbed, our system
can increase or reduce the trust threshold of the trust
model.

6. Conclusion

*is paper proposes a continuous authentication system
based on multidimensional behaviour characteristics,
which introduces the trust value that is changed in real-
time with the user behaviour characteristics. Only when the
trust score is lower than the predefined trust threshold, the
current user is considered to be an illegal user and the alarm
is triggered. *is system fully considers the instability of
biological characteristics, avoiding the nonblack and white
decision of single extreme characteristics, and improving
the use of real users without the relaxation of the abnormal
user. In addition, in the calculation of the trust value, the
system is based on the accuracy of the multiple classifi-
cation models, and the reliability of the calculation can be
guaranteed.

*e MFCA system has the advantages of low cost and
user-friendliness because of no additional hardware
equipment and no additional users’ operations. *erefore,
the MFCA system is important for the realization of a
continuous user authentication system and especially suit-
able for office environments with high security requirements
such as finance corporations and online examination. *e
adoption of the MFCA can prevent the insider attacks and
support the zero trust architecture. However, how to de-
termine the trust threshold and improve performance need
to be considered. Besides, the score-level fusion mechanism
introduces additional calculation time, which will increase
the fusion time. So, the other fusion mechanism such as
rank-level fusion mechanism will be considered in our fu-
ture work.

Besides, in order to apply our model in real-life sce-
narios, we must consider the problem of user data privacy
protection. A privacy attack on a machine-learning model
may expose personal information. For example, the attacker
may obtain the user’s mouse movement characteristics,
keystroke characteristics, and application usage character-
istics by attacking our model and infer the user’s private
information such as login passwords, private letters by
analysing the characteristics in a certain period of time. In
future work, we will consider analysing possible attack

scenarios against the models and introduce data anonym-
isation and differential privacy mechanisms to protect user
data privacy.
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With the popularization of mobile devices and the development of wireless networks, crowdsensing is devoted to providing
universal Internet of *ings services. A reasonable task pricing mechanism can not only motivate more users to participate in the
sensing task but also help the benign development of crowdsensing platform, so it has gradually become a research hotspot in the
field of crowdsensing. Aiming at the common problems of insufficient analysis of task pricing rules and large deviations of pricing
prediction models, a task price prediction method based on clustering and DNN is proposed. Using the real historical trade price
set as the data source, natural grouping and taxonomic description of task price are realized by exploring sensing task pricing law
with complex constraint relation using two-step clustering analysis. On the basis of the above, the price interval prediction model
based on DNN is implemented. *e experimental results show that the predicting accuracy of the pricing mechanism is higher
than 82.7%.

1. Introduction

*e increasing demand for practical applications of the
Internet of *ings, the widespread popularity of mobile
smart terminals, and the emergence of the crowd computing
model [1] have jointly spawned the emerging concept of
crowdsensing. Crowdsensing is a new data acquisition mode
that combines crowdsourcing ideas and mobile device
perception capabilities and is committed to providing
universal Internet of *ings services for the public.
Crowdsensing uses mobile sensing devices carried by
nonprofessional field personnel to realize the distribution of
sensing tasks and the collection of sensing data through
conscious or unconscious collaboration, which breaks
through the barriers that rely solely on professional par-
ticipation [2]. Crowdsensing integrates GPS, cameras, gy-
roscopes, microphones, and other sensors. Mobile devices
rely on human behavior to perform large-scale, complex
sensing tasks and provide rich sensing data. *is

“people-centered” sensing network [3] overcomes the
shortcomings of high networking cost, inflexible deploy-
ment, and difficult maintenance in the traditional fixed
deployment mode.

Due to the above advantages, crowdsensing is widely
used in many aspects of real life. For example, in public
security application scenarios, Haddawy et al. developed a
smart phone disaster warning system based on Mobile4D
using crowdsensing, providing real-time crisis warning and
detailed situational awareness information [4]. In the ap-
plication of environmental monitoring, Oscar et al. moni-
tored air pollution in crowded cities with the help of
crowdsensing [5]. In addition, crowdsensing also has a wide
range of practical applications in social services [6] and other
aspects [7, 8], so it has received extensive attention and a lot
of research from domestic and foreign researchers. As an
emerging research field of the Internet of *ings, the re-
search of crowdsensing mainly includes task pricing [9, 10],
task allocation [11, 12], data transmission [13, 14], incentive

Hindawi
Security and Communication Networks
Volume 2021, Article ID 5536865, 8 pages
https://doi.org/10.1155/2021/5536865

mailto:jiay@nipc.org.cn
https://orcid.org/0000-0003-3294-6303
https://orcid.org/0000-0003-0689-2508
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5536865


mechanism [15, 16], etc. With the continuous exploration
and resolution of these problems by domestic and foreign
researchers, crowdsensing will eventually serve the society in
a brand-new way.

Typical crowdsensing is composed of two subjects: a
platform and a user carrying amobile perception device [17],
where users include task publishers and task participants, as
shown in Figure 1. *e platform is mainly responsible for
publishing tasks and remuneration for hosting tasks. *e
task publisher is mainly responsible for perceiving the task
release and providing remuneration. *e responsibility of
the task participant is to complete the task and get paid. It is a
reasonable and effective way to pay users who participate in
the task in the process of completing the task, so the pricing
is particularly important. Essentially, it is to treat the sensing
task as a commodity that can be bought and sold in the free
market.

*e main contributions of this paper are as follows:

(i) We use real historical datasets as data sources to
construct task pricing standard datasets to improve
the accuracy and efficiency of task pricing law
analysis. Natural grouping and taxonomic descrip-
tion of task price are realized by exploring sensing
task pricing law with complex constrain relation
using two-step clustering analysis; the natural clas-
sification and group description of the sensing task
prices are realized, thereby reflecting the pricing law
of sensing tasks.

(ii) According to the obtained clustering dataset, DNN is
used for batch training and analysis and optimiza-
tion, and the price range prediction model based on
deep neural network is realized, which completes the
price range prediction of the perception task and
provides a scientific basis for the price decision of the
sensing task.

In Section 1, the background, characteristics, architec-
ture, and practical application of crowdsensing are briefly
described, and the main contributions of this article are
explained at the same time. In Section 2, this article briefly
reviews the sensing task pricing analysis scheme proposed by
domestic and foreign researchers and conducts research to
solve the corresponding problems in view of the current
status and existing problems of the previous research.
Section 3 introduces a task price predictionmethod based on
clustering and DNN. Using the real price set of perception
tasks as the data source, TSCA is used to classify and describe
the prices of perception tasks naturally, revealing the in-
trinsic classification of the prices of perception tasks, and at
the same time, we use DNN to perform classification on the
prices of the classified sensing tasks. We predict and conduct
comparative experiments. Section 5 summarizes the full text
and points out the next research direction.

2. Related Work

*e task pricing of crowdsensing is mainly through the
analysis of historical sensing data to explore the way of task
pricing rules to determine the price of sensing tasks. *e

methods used in this pricing model mainly include cluster
analysis, multiple regression, bivariate models, and Bayesian
models. Literature [18] uses a density-based spatial clus-
tering algorithm to cluster the density areas of the tasks in
the task price dataset to optimize the pricing strategy. Lit-
erature [19] uses the same clustering method as literature
[18] and introduces a proportional sharing mechanism to
establish a sensing pricing optimization model that can
evaluate task success rates in advance. Literature [20] uses a
combination of K-means clustering analysis and multiple
nonlinear regression to design the task’s pricing function
and analyze the reasons why the task is not completed.
Literature [21] proposes a task pricing mechanism based on
Bayesian model, which transforms a non-submodel opti-
mization problem into a submodel optimization problem.
Shao and others proposed a crowdsensing pricing mecha-
nism based on a bivariate pricing model [22]. By calculating
the Pearson correlation coefficient between bivariate data
and pricing data, it is proved that bivariate is related to the
pricing problem. Literature [23] uses the same dataset as the
previous method, processes historical datasets through
factor analysis, and establishes a perceptual task pricing
model. Literature [24] studied the use of autoregressive
methods to consider market sentiment indicators to predict
US oil prices and concluded that autoregressive methods are
not strong in predicting such problems and machine
learning methods need to be considered.

In summary, the existing problems in existing research
mainly include the following three aspects: lack of multi-
dimensional large sample standard dataset; when exploring
the law of task price, the interval price interval is defined
only according to the price range of tasks in the data set. At
the same time, the range or value of situational factors af-
fecting task pricing is classified according to this interval.
*is processing method is difficult to fully reflect the internal
law of task price in the dataset. On the price prediction
method, the model method has not considered the idea of
machine learning to price, which makes the price prediction
deviation larger. Based on the above research status and
existing problems, we propose a task price prediction based
on clustering and DNN.

3. Task Price Prediction Based on Clustering
and DNN in Crowdsensing

3.1. Price Classification of Perception Tasks Based on TSCA.
*emultidimensional large sample historical transaction data
are obtained by contacting the platform authorization. *e
data source is Gaia Open Data Program. *rough data
preprocessing such as data cleaning, data merging, and data
transformation, the task pricing standard dataset is con-
structed, and the task pricing law of the standard dataset is
analyzed through TSCA. Price pricing analysis based on
TSCA includes two stages: constructing clustering feature tree
and natural grouping based on condensed clustering method.

*e process of constructing the clustering feature tree is
to insert the sample cases in the task pricing standard dataset
into the clustering feature tree according to its clustering
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characteristics, so as to realize the growth of the clustering
feature tree. At the same time, we first form several small
clusters of sample cases in dense regions.

First, we define the cluster features to insert them into

the cluster feature tree cluster Cj:F
→

j � 〈Nj,
A
→

, B
→

j,
€Γ
→

j〉,

where A
→

j denotes the linear summation of the attribute
values of the sample cases in cluster Cj under continuous
factors such as perceived task moving distance and task time

consumption; B
→

j denotes the sum of squares of sample case
attribute values in cluster Cj under various continuous

factors; and €Γ
→

jt is a vector formed by the number of sample
cases of each possible value under the classification factors of
the first sensing task area, task type, etc.

Secondly, the distance between clusters is calculated by
using the logarithmic likelihood formula according to the
clustering characteristics. In order to meet the requirements
of processing mixed attributes, TSCA uses logarithmic
likelihood distance in distance measurement. *e loga-
rithmic likelihood distance formula and its parameter def-
inition between cluster Cj and cluster Cj′ are

d Cj, Cj′  � ηj + ηj′ − ηj,j′ , (1)

ηj � −Nj

1
2



Da

s�1
In σ2js + σ2s  + 

Db

t�1

Ejt
⎛⎝ ⎞⎠, (2)

where σ2js � 1/Nj 
Nj

n�1 (xjns − xjn)2 represents the variance
of the s continuous factor value estimated from the sample
case in cluster Cj; σ2s � (1/N) 

N
n�1 (xns − xs)

2 represents the
variance under the sth continuous factor estimated by all
sample cases in the perceptual task price data set; and Ejt �

− 
δt

k�1(
€Γjtk/Nj(

€Γjtk/Nj)) represents the information en-
tropy under the tth type factor in the cluster.

Finally, the clustering feature of cluster Cj is inserted
into the clustering feature tree according to the distance
between clusters, so as to realize the growth of clustering
feature tree. *e logarithmic likelihood distance between
cluster Cj and cluster Cj′ is used to determine whether
cluster Cj′ can be absorbed by cluster Cj. *e subclusters
corresponding to leaf elements in the final clustering feature
tree are used for the next stage of clustering.

*e clustering stage is to cluster J subclusters in the
preclustering stage to achieve the final results. Firstly, the
clustering method is combined according to the distance be-
tween clusters, until a large cluster is synthesized. *en, the

approximate range of the optimal cluster number is deter-
mined by Bayesian information criterion, and the final cluster
number is determined according to the distance ratio between
clusters. *e whole process is also called automatic clustering.

We determine the approximate range of the best cluster
number by BIC. Using BIC to calculate the clustering group
J � C1, C2, . . . , Cj  to get the minimum BIC value is the
optimal model of J subclusters. *en, the change quantity and
ratio of BIC values of adjacent clusters are calculated, and the
formulas are (3) and (4), respectively. If ΔBIC(1)< 0, the
optimal number of clusters is 1. Otherwise, the minimum J1 is
used as the initial estimate of the optimal number of clusters.

ΔBIC(J) � BIC CJ  − BIC CJ+1 , (3)

r1(J) �
ΔBIC(J)

ΔBIC(1)
. (4)

Next, the optimal number of clusters is accurately deter-
mined by the ratio of the nearest cluster distance in the two
clusters. *e distance of the closest cluster in the cluster is
dmin(CJ) � min d(Cj, Cj′): Cj ≠Cj′ ∈ CJ , cluster CJ and
CJ+1. *e distance measurement ratio of the nearest cluster is

r2(J) �
dmin CJ 

dmin CJ+1 
. (5)

*e automatic clustering process based on formulas
(1)–(5) is shown in Table 1, indicating the process of
selecting the number of clusters in clustering analysis. *e
final determined number of clusters is determined not only
by the minimum BIC value but also by the number of
clusters with the largest variation ratio and distance mea-
surement ratio of BIC. It can be seen from the table that
when the number of clusters is 5, the corresponding distance
measurement ratio is the largest, which is 2.191. *erefore,
CJ∗ � 5 output is the final automatic clustering result.

By calculating the log-likelihood distance d( xi , Cj) of
each cluster in xi and cluster result CJ∗ , the sample case xi in
the perceptual task dataset is put into the nearest cluster as a
single point cluster. With regard to the number of sample
cases included in each category, as shown in Table 2, out of
263,598 data, 101,545 sample cases were assigned to the first
category (38.5%), with task participants receiving the highest
remuneration in this category for completing perceived
tasks. A total of 20,441 individuals were assigned to the
second category (7.8%), with the lowest remuneration for
completing the perception task.

PlatformTask publisher Task participant

Tasks are published and
paid for

Publish task and managed
task compensation

Complete tasks and get
paid

Figure 1: Typical crowdsensing subject structure.
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*e description of the clustering characteristics of TSCA
is shown in Table 3. With the task price as the clustering
object, five categories after clustering and the specific at-
tributes description of each category are obtained. In ad-
dition, factors are sorted according to the importance of
price changes. It can be seen from the table that the most
important factor affecting the price change of sensing task is
the location area of sensing task, followed by the type of
mobile devices that collect sensing data.

Based on the above clustering results, the perceived task
price is divided into five intervals (P1, P2, P3, P4, and P5)
from low to high. *e perception task of task price in the P1
interval accounts for the largest proportion of the overall
task, which is 38.5%. *e factors have the characteristics of
the shortest moving distance and the shortest task time. *e
factors with the above characteristics are regarded as the
perception task with the lowest price. *e perception task of
P5 interval has the characteristics of the longest moving
distance and the longest time-consuming task, which is
regarded as the highest price perception task category.

3.2. Task Price Classification Prediction Based on DNN.
After TSCA, the task set is divided into different categories
and can describe the characteristics of the class clearly
enough. Next, DNN is used for classification prediction
analysis. *e DNN model classifier is composed of an input
layer, hidden layer, and output layer, and the nodes in each
layer are connected in the form of full connection.

*e input layer stores the sample cases in the task pricing
standard dataset based on situational factors in the form of
each column in the matrix. In addition to the attribute of
task price, the class labels formed based on TSCA are stored
as one-line vectors in the order of data. In addition, in order
to accelerate the convergence of network parameters and
make parameter initialization more reasonable, it is

necessary to normalize the continuous factors such as task
moving distance and task time consumption. It is also
necessary to extract Onehot feature from the classification
factors such as perception task area and task type.

*e hidden layer is composed of full connection layer
and activation layer. *e activation value of the node is
weighted summation of the output of the previous layer and
the weight of the current layer and is obtained by the
nonlinear activation function Tanh function.

*e output layer uses the softmax activation function to
normalize the values corresponding to all nodes and express
them in the form of probability distribution. For the
probability of each sample case output belonging to each
category in the task pricing standard dataset, the category
with the highest probability value is regarded as the most
likely classification attribution. Use the softmax activation
function to output the posterior probability value.*erefore,
it is necessary to define the objective and output the cor-
responding optimization function, and the cross entropy
criterion is used in the price interval prediction model. *e
role of CE criterion is to measure the closeness between the
target classification value and the actual classification value.
*e smaller the CE value is, the higher the closeness is and
the better the price interval prediction model will be.

*e price predictionmodel is optimized by the stochastic
gradient descent algorithm in the training process. Each
time, a sample is selected from the training set for learning,
so as to achieve the purpose of rapid convergence and avoid
the occurrence of local optimum.

4. Experiment and Result Analysis

In order to verify the proposed task price prediction method
based on clustering and DNN, this section will complete the
relevant comparative experiments. *e price prediction
effect of machine learning method and the method of ex-
ploring the price law of perceptual task are compared. Using
accuracy as the price interval prediction model evaluation
index, the specific formula is as follows:

accuracy �


n
i correcti

n
. (6)

Among them, i ∈ 1, 2, . . . , n{ }, where n is the number of
sample cases in the test set. When the prediction interval is
consistent with the actual interval, the value is 1; otherwise, it
is 0.

Table 1: Automatic clustering.

Number of clusters Schwarz’s Bayesian criterion (BIC) BIC change Ratio of BIC changes Ratio of distance measures
1 1395505.120 — — —
2 1031788.811 −363716.308 1.000 1.529
3 793926.416 −237862.395 0.654 1.178
4 592106.081 −201820.335 0.555 1.994
5 490969.964 −101136.117 0.278 2.191
6 444899.938 −46070.026 0.127 1.403
7 412123.535 −32776.403 0.090 1.263
8 386203.133 −25920.402 0.071 1.004
9 360383.844 −25819.289 0.071 1.152
10 337997.111 −22386.733 0.062 1.035

Table 2: Cluster distribution.

N % of combined % of total

Cluster

1 101545 38.5 25.4
2 20441 7.8 8.7
3 27879 10.6 17.0
4 68952 26.2 10.4
5 44781 17.0 38.6

Total 263598 — 100.0
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*e prediction accuracy of the proposed task price
predictionmethod based on clustering and DNN is shown in
the figure.*e prediction accuracy of the price interval of the
training set tends to be between 83.6% and 93.9%, and that of
the test set tends to be between 82.7% and 93.3%. Among
them, the accuracy rate of P3 price interval is the highest,

which is because the change law of factors affecting price
change in this interval is relatively single.*e accuracy of the
P5 price range is the lowest, which may be due to the factors
that affect the price change. As shown in Figure 2, the
perception task with such characteristics is classified as the
task of the P5 price range.

Table 3: Clustering feature description.

Attribute 1 4 5 3 2
Location B-area (100%) D-area (100%) C-area (100%) A-area (100%) D-area (46.4%)
MDevices Dedicated (100%) Dedicated (100%) Dedicated (100%) Dedicated (100%) Dedicated (88.7%)
SD_distance 5567.72 5864.76 6181.86 7384.69 17913.41
TaskTime 14.89 15.20 16.51 16.07 32.93
TaskType Common (100%) Common (97.6%) Common (100%) Common (100%) Common (56.5%)
TwoDistance 3742.97 3956.39 4134.25 5420.10 13635.42
Type R-time (100%) R-time (100%) R-time (100%) R-time (100%) R-time (79.9%)
Price 15.92 16.67 17.67 20.32 53.74

P1 P2 P3 P4 P5

Train Set 0.851 0.921 0.939 0.935 0.836

Test Set 0.857 0.914 0.932 0.933 0.827
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90.00

95.00
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Figure 2: Prediction results based on TSCA and DNN.

P1 P2 P3 P4 P5

DNN 0.857 0.914 0.932 0.933 0.827

Decision tree 0.872 0.913 0.929 0.841 0.806

3-NN 0.836 0.797 0.913 0.902 0.794
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80.00

85.00

90.00
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Figure 3: Comparative experiment diagram of machine learning methods.
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Comparison of price prediction accuracy effects of
machine learning methods: the model is compared with the
decision tree and KNN (K� 3) classification prediction
model. *e results are shown in Figure 3. According to the
prediction accuracy of five price intervals, the DNN-based
perceptual task price prediction model is the best, and the
prediction accuracy tends to be between 82.7% and 93.3%,
while the prediction accuracy of decision tree and 3-NN is
80.6%–92.9% and 79.4%–91.3%, respectively.

In addition, the methods for exploring the law of
perceived task price are compared. *e experimental re-
sults are shown in Figures 4–6 by TSCA, equal frequency
division, and random division. Among them, the abscissa is
the price interval generated by TSCA, equal frequency
division, and random division, and the ordinate is the
predicted probability. It can be seen from the graph that the
use of TCSA to explore the perceived task pricing law and

divide the price range according to the law is the best. *e
probability value of each sample case output belongs to its
correct price range is roughly higher than 0.8, and the
probability value of other incorrect price ranges is roughly
less than 0.2, which can effectively divide the perceived task
price range according to the factors affecting the price
change.

*e probability of task price interval prediction based on
equal frequency division is shown in the figure. *e pre-
dicted probability of outputting the correct price interval is
approximately higher than 0.5, and the probability of out-
putting other incorrect price intervals is approximately less
than 0.5, which can basically realize the price interval of
distinguishing perception tasks, but the effect is significantly
lower than that of TSCA, indicating that the influence of
factors on the price of perception tasks needs to be
considered.

P1
P2
P3

P4
P5

P1 P2 P3 P4 P5

0.0

0.2

0.4

0.6

0.8

1.0

Figure 4: Predicting pseudo-probability of task price interval based on TSCA.
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P4
P5

P1 P2 P3 P4 P5
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0.4

0.6

0.8

0.0

1.0

Figure 5: Predicting pseudo-probability of task price interval based on equal frequency division.
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*e probability of task price interval prediction based on
random partition is shown in Figure 6. *e probability
values of the output correct price interval and other in-
correct price intervals are roughly between 0.1 and 0.3,
which cannot analyze the pricing law of sensing tasks.

*rough the experimental comparison of machine
learning method and two dimensions before and after clus-
tering, the results show that themethod can effectively analyze
the pricing law of sensing task according to the factors that
affect the price change and divide the price range according to
the law, and the model has high prediction accuracy.

5. Conclusions and Future Work

A task price prediction method based on clustering and
DNN is proposed. Firstly, the task pricing standard dataset is
constructed to improve the accuracy of analyzing the task
pricing law and reduce the time consumption of the analysis
law. Secondly, the task pricing law is explored by TSCA, and
the task price is naturally grouped and classified according to
the factors affecting the task price change, so as to achieve
the purpose of dividing the price range according to the
pricing law. Finally, the price interval prediction model
based on DNN is realized. *e experimental results show
that the prediction accuracy of the pricing mechanism is
higher than that of the classification prediction methods
such as decision tree and KNN, and the analysis results of the
pricing law are significantly better than those of the fre-
quency division method and the random division method.
In the future, in the face of a variety of scenarios and tasks, in
view of the complex and diverse characteristics of crowd-
sensing tasks, the pricing prediction analysis of tasks will still
be a topic worthy of further research.

Data Availability

*e experimental data used in this article were obtained
from the public dataset of Didi Travel.

Conflicts of Interest

*e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

*e authors thank the National Natural Science Foundation
of China (grant no. 41761086) and the Natural Science
Foundation of Inner Mongolia Autonomous Region
(2019MS06030) for the support. *e authors also thank the
Inner Mongolia Key Laboratory ofWireless Networking and
Mobile Computing and the Self-Topic/Open Project of
Engineering Research Center of Ecological Big Data, Min-
istry of Education.

References

[1] H. Psaier, F. Skopik, D. Schall, and S. Dustdar, “Resource and
agreement management in dynamic crowdcomputing envi-
ronments,” in Proceedings of the 2011 IEEE 15th International
Enterprise Distributed Object Computing Conference,
pp. 193–202, IEEE, Helsinki, Finland, September 2011.

[2] B. Guo, Z. Wang, Z. Yu et al., “Mobile crowd sensing and
computing,” ACM Computing Surveys, vol. 48, no. 1, pp. 1–31,
2015.

[3] M. Srivastava, T. Abdelzaher, and B. Szymanski, “Human-
centric sensing,” Philosophical Transactions of the Royal So-
ciety A: Mathematical, Physical & Engineering Sciences,
vol. 370, no. 1958, pp. 176–197, 2012.

[4] P. Haddawy, L. Frommberger, and T. Kauppinen, “Situation
awareness in crowdsensing for disease surveillance in crisis
situations,” in Proceedings of the Seventh International Con-
ference on Information and Communications Technologies and
Development (ICTD 2015), vol. 1–5, Singapore, May 2015.

[5] A Oscar, C Carlos, C Juan-Carlos, and P. Manzoni,
“Crowdsensing in smart cities: overview, platforms, and en-
vironment sensing issues,” Sensors, vol. 18, no. 2, pp. 460–488,
2018.

[6] M. A. Rahman and M. S. Hossain, “A location-based mobile
crowdsensing framework supporting a massive ad hoc social
network environment,” IEEE Communications Magazine,
vol. 55, no. 3, pp. 76–85, 2017.

[7] F. Saremi, O. Fatemieh, H. Ahmadi et al., “Experiences with
greengps—fuel-efficient navigation using participatory sens-
ing,” IEEE Transactions on Mobile Computing, IEEE, vol. 15,
no. 3, pp. 672–689, 2015.

[8] S. Chung and I. Rhee, “vTrack: virtual trackpad interface using
mm-level sound source localization for mobile interaction,” in
Proceedings of the 2016 ACM International Joint Conference
on Pervasive and Ubiquitous Computing: Adjunct, pp. 41–44,
2016.

[9] K. Han, H. Huang, and J. Luo, “Quality-aware pricing for
mobile crowdsensing,” IEEE/ACM Transactions on Net-
working, vol. 26, no. 4, pp. 1728–1741, 2018.

[10] J. Sun and H. Ma, “Collection-behavior based multi-pa-
rameter posted pricing mechanism for crowd sensing,” in
Proceedings of the 2014 IEEE International Conference on
Communications (ICC), pp. 227–232, IEEE, Sydney, Australia,
10-14 June 2014.

[11] S. Wu, X. Gao, F. Wu, and G. Chen, “A constant-factor
approximation for bounded task allocation problem in
crowdsourcing,” in Proceedings of the GLOBECOM 2017-2017

P1
P2
P3

P4
P5

P1 P2 P3 P4 P5

0.1

0.2

0.3

0.0

0.4

Figure 6: Predicting pseudo-probability of task price interval based
on random division.

Security and Communication Networks 7



IEEE Global Communications Conference, vol. 1–6, 4-8 De-
cember 2017.

[12] Z. Duan, W. Li, and Z. Cai, “Distributed auctions for task
assignment and scheduling in mobile crowdsensing systems,”
in Proceedings of the 2017 IEEE 37th International Conference
on Distributed Computing Systems (ICDCS), pp. 635–644,
IEEE, Atlanta, GA, USA, 5-8 June 2017.

[13] D. Zhao, H. Ma, Q. Li, and S. Tang, “A unified delay analysis
framework for opportunistic data collection,” Wireless Net-
works, vol. 24, no. 4, pp. 1313–1325, 2018.

[14] LWang, D Zhang, H Xiong, J. P. Gibson, C. Chen, and B. Xie,
“EcoSense: minimize participants’ total 3G data cost in mobile
crowdsensing using opportunistic relays,” IEEE Transactions
on Systems, Man, and Cybernetics: Systems, vol. 47, no. 6,
pp. 965–978, 2016.

[15] D. Yang, G. Xue, X. Fang, and J. Tang, “Incentive mechanisms
for crowdsensing: crowdsourcing with s,” IEEE/ACM
Transactions on Networking, vol. 24, no. 3, pp. 1732–1744,
2016.

[16] J. Lin, M. Li, D. Yang, and G. Xue, “Sybil-proof incentive
mechanisms for crowdsensing,” in Proceedings of the IEEE
INFOCOM 2017-IEEE Conference on Computer Communi-
cations, vol. 1–9, 16-19 April 2018.

[17] R. Ganti, F. Ye, and H. Lei, “Mobile crowdsensing: current
state and future challenges,” IEEE CommunicationsMagazine,
vol. 49, no. 11, pp. 32–39, 2011.

[18] Z. Li, Y. Li, and W. Lu, “Crowdsourcing logistics pricing
optimization model based on DBSCAN clustering algorithm,”
IEEE Access, vol. 8, no. 99, pp. 92615–92626, 2020.

[19] S. Guan, “Analysis of optimal pricing model of crowdsourcing
platform based on cluster and proportional sharing,” in
Proceedings of the 2018 6th International Symposium on
Computational and Business Intelligence (ISCBI), pp. 99–103,
IEEE, Basel, Switzerland, 27-29 Aug. 2018.

[20] X. Yingxin, W. Bofeng, and L. I. Yi, “Task pricing problem
based on the multivariate statistical methods,” Journal of
Fujian Computer, vol. 35, no. 5, pp. 33–36, 2019.

[21] K. Han, H. Huang, and J. Luo, “Posted pricing for robust
crowdsensing,” in Proceedings of the 17th ACM International
Symposium on Mobile Ad Hoc Networking and Computing,
pp. 261–270, Association for Computing Machinery, New
York, NY, USA, 2016.

[22] J. Shao and S. U. Qifang, “Research on the pricing strategy of
crowdsourcing based on bivariate pricing model,” Journal of
Taizhou University, vol. 40, no. 3, pp. 7–14, 2018.

[23] F. Yuting, L. Chen, Y. Ying, and L. Xiangfeng, “Application of
supply and demand model in crowdsourcing platform pric-
ing,” Journal of Quantitative Economics, vol. 35, no. 1,
pp. 74–76, 2018.

[24] T. Sohail, Developing Market Sentiment Indicators for Com-
modity price Forecasting Using Machine learning, University
of Manitoba, Winnipeg, Canada, 2017.

8 Security and Communication Networks



Research Article
Mine Consortium Blockchain: The Application Research of Coal
Mine Safety Production Based on Blockchain

Zilin Qiang,1 Yingsen Wang,2 Kai Song,2 and Zijuan Zhao 2

1School of Computer Science, University of Birmingham, Birmingham B15 2TT, UK
2College of Information and Computer, Taiyuan University of Technology, Taiyuan 030024, China

Correspondence should be addressed to Zijuan Zhao; zhaozijuan0064@link.tyut.edu.cn

Received 8 January 2021; Accepted 8 May 2021; Published 17 June 2021

Academic Editor: Zhe-Li Liu

Copyright © 2021 Zilin Qiang et al. ,is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

To solve the problem that the safety data in the process of coal mine production are easy to be maliciously tampered with and
deleted, a mine consortium blockchain data security monitoring system is proposed. ,e coal mine consortium blockchain
includes supervision department, builds favourable centralized and decentralized production mode, and improves PBFT
(Practical Byzantine Fault Tolerance) consensus mechanism to implement practical coal mine safety production. ,e evaluation
shows that the architecture we proposed is more appropriate and efficient for the mine Internet of ,ings than the traditional
blockchain architecture. ,e Hyperledger Fabric platform is used to build the mine consortium blockchain system to achieve the
sensor data reliability, node consensus, safe operation automation management, and major equipment traceability.

1. Introduction

China’s demand for coal energy is increasing year by year,
and the scale of coal mining is gradually expanding.
However, in the actual mining process, there are many
mining problems, which may cause serious safety accidents
to occur [1]. During the production process, in order to
avoid the alarm and continue to produce, artificial tam-
pering and deletion of sensor data result in the safety
monitoring system failing to truly reflect the environmental
changes in coal mines [2]; operators who do not operate
strictly in accordance with regulations and abnormal
equipment operation status are the biggest obstacles
restricting coal mine production. However, the existing
safety monitoring systems, personnel positioning systems,
and major equipment systems cannot monitor the occur-
rence of these unsafe phenomena [3]. ,us, there is an
urgent need to develop a platform that can prevent coal
mines from tampering with sensor data and discover unsafe
human behaviors and unsafe conditions in the production
process in a timely manner [4], so as to ensure safe pro-
duction in coal mines and provide more convenient su-
pervision methods for supervision department.

Blockchain technology is a decentralized distributed
ledger technology [5, 6]. Its characteristics of “nonforgery,”
“full trace,” “traceability,” “open and transparent,” and
“collective maintenance” are very consistent with the safety
requirements of coal mine production. Literature [7] put
forward the idea of applying blockchain technology to safe
production information construction, so as to maximize
resource sharing and provide convenient conditions for
corporate supervision and government supervision. Liter-
ature [8] analyzed the construction method of agricultural
product quality safety and efficient traceability system based
on alliance blockchain. Literature [9] constructed a college
safety education examination system based on blockchain
technology, greatly enhancing the reliability of test-related
data. ,e above studies have put forward the application
concept of blockchain technology in information security
from different scenarios, but the application of blockchain
technology is still in the stage of theoretical exploration. At
present, there is no theoretical research and model con-
struction in the field of coal mine safety production with
blockchain technology.

,erefore, a coal mine safety production system mode
based on consortium chain technology is proposed in this
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paper. First, the node architecture of the consortium chain
integrated with the safety production model is constructed
and the business process is analyzed. ,en, specific analysis
from the aspects of data reliability, safety production au-
tomation, traceability of major equipment, and consensus
mechanism to provide a reference for the current theoretical
research and actual construction of coal mine safety
blockchain are conducted.

2. Consortium Blockchain Model Design

2.1. Application Model Architecture. In the model, the
blockchain technology is used to integrate smart contract,
consensus mechanism, and distributed database. Mean-
while, the supervision departments are incorporated into the
consortium chain system to realize nontampering of data,
intelligent production process, and traceability of equipment
information. ,e application model architecture of the
consortium chain is shown in Figure 1. ,e issuance of
certificates is completed by Certification Authority (CA) [10]
for the realization of identity authentication and authori-
zation functions in the blockchain. Sensor nodes are re-
sponsible for recording coal mine data, uploading
information to the chain through a consensus mechanism,
and recording relevant data in the decentralized distributed
ledger of the blockchain. After being authorized, the su-
pervision institution completes the querying and tracing of
the coal mine data in the ledger by calling smart contracts.
,e three are connected through this model to form an
organic whole. For unsafe factors such as unsafe behaviors of
people and unsafe condition of things, timely supervision
and effective accountability can be achieved.

,emodel specifically includes a data credibility module,
a safe operation automationmodule, and amajor equipment
traceability module, as shown in Figure 2. ,e intercon-
nection of mine sensor information is realized, and all the
sensor information in the underground is encapsulated into
a block [11]. Conduct a consensus review of the information
before being chained, and the information cannot be tam-
pered with after being chained, solving the problem of
sensor data being tampered with in coal mine [12]; establish
a compliant process operation contract in coal mine safety
production, add user identity verification, build an equip-
ment information record chain independent of monitoring
data, realize equipment information monitoring and
traceability, and solve the problem of illegal operation in the
safety production process. It can be seen that the system
software can be basically divided into three submodules to
solve the unsafe behavior of people, the unsafe condition of
things, and the unsafe factors of the environment.

2.2. NodeArchitecture andBusiness Process. ,emodel node
architecture and workflow are shown in Figure 3, including
modules such as CA, sorting service, and endorsement node
[13].

2.2.1. CA. In this model, the internal authority of the coal
mine safety production company acts as a CA (digital

certificate authority) node, which relies on the Membership
Service Provider (MSP) in the consortium chain system, and
it is responsible for receiving the registration application of
the user node and returning the registration password for
login, so that users can obtain identity certificate. After
successful application, the CA will provide the private key to
the user node in the form of a password. Finally, users store
the certificate signing request and private key in a secure
location on the server or local drive. ,e user’s identity will
be verified in all operations in the blockchain network to
confirm whether it belongs to a sensor node, a supervisory
node, or other nodes.

2.2.2. Sorting Service. ,e sorting service is responsible for
sorting the data packets returned by each sensor. ,e sorting
service arranges the transaction information into a certain
order based on the rules according to the timestamp and
packs it to facilitate data transmission [14] endorsement
strategy and endorsement nodes.

,e client initiates a sensor data package proposal. ,e
consortium chain system does not automatically send data.
Instead, the client specifies which nodes the block is sent to
for endorsement verification; that is, the client specifies the
endorsement policy [15]. ,e endorsement strategy defines
the necessary combination conditions for the specific node
that executes the proposal in the channel (i.e., the private
chain) and its response result.

,e endorsement node mainly performs verification,
simulation execution, and endorsement of the proposal.
After each endorsement node receives the block, it will verify
the data in it. If the proposal does not meet the endorsement
policy, it will not take effect locally.

2.2.3. Node Confirmation. Node confirmation is mainly
responsible for checking the legality of transactions and
updating and maintaining the state of the blockchain and
ledger. Before the data packet is recorded in the ledger, it
must be confirmed by the node confirmation, and only the
confirmed data can be recorded in the blockchain ledger.

2.2.4. World State. Various information is recorded in the
world state, such as sensor node data, smart contract
bytecode, data customized by each smart contract, and chain
configuration parameters [16]. ,e world state represents
the current state, that is, the current value of each state data
recorded.

2.2.5. Client and SDK. ,rough the client and SDK inter-
face, users can specify endorsement strategies to endorse-
ment nodes, send data information and device information
to the sorting service, and participate in transaction
verification.

3. Sensor Data Reliability

To realize the interconnection of mine sensor information
and the decentralized storage of sensor data, all sensor
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information in the mine is encapsulated by the model into
blocks. Consensus review is conducted on the information
before the cochain, and the information cannot be tampered
with after the cochain to ensure that the sensor data during
the collection, transmission, and storage is true and reliable.

,e completed module can not only provide closed-loop
data services of safety management but also be embedded in
the coal mine information safety monitoring system soft-
ware system based on blockchain technology to provide data
services. When the module is embedded in the system, the
existing security monitoring system is improved, and a
reliable system for sensor data is built.,e system can set the
user’s functional authority and data authority according to
the module characteristics and preset solutions suitable for

different users in various abnormal scenarios. When the
module detects that the sensor data have been tampered
with, the system dynamically pushes abnormal information
and response emergency solutions to users at all levels
combined with the data of the existing intelligent perception
analysis system of artificial intelligence, Internet of ,ings,
and big data and provides users at all levels with a feedback
channel for abnormal information or solution error infor-
mation. After verification, the effective feedback information
will be added to the optimization algorithm of the system.
,e sensor data reliability includes the following specific
functional modules. ,e structure is shown in Figure 4.

Account management is to record and change the
members in the consortium chain network. Part of the
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Figure 2: Submodule system structure.
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functions of this module depend on the MSP of the con-
sortium chain, and they are responsible for maintaining the
IDs of all nodes in the system and issuing node identity
certificates. ,e basic function module realizes the main
functions of the safe production consortium chain, namely,
the upload, download, query, and update of sensor data.
,e smart contract module is responsible for maintaining
all chain codes in the system and realizes operations such as
storage, compilation, update, and installation of chain
codes. For the safety production consortium chain pro-
posed in this paper, this module provides support for basic
functions and audit traceability functions. ,e traceability
module is responsible for packaging operation logs and
device information into blocks and connecting them into
chains while performing operations on the sensor data
chain. Similar to the operation of the data link, the query of
the operation log is to retrieve all the information in the
behavior chain and return the specified log information to
realize the postaudit function of the sensitive operation of
the sensor data.

4. Safety Operation Automation Management

Smart contract is a computer protocol that can automatically
execute the contract, and its characteristic is to allow trusted
transactions without a third party [17]. However, at present,
there is no complete template for smart contracts, and there
are still higher risks and vulnerabilities. ,e DAO in
Ethereum is a typical attack by hackers using smart contract
vulnerabilities [18].

,e multiple private chain architecture deployed with
smart contracts is shown in Figure 5. ,is model stores data
content with different permissions separately into chains
and records the hash value returned by the sensor data
transmission system in the form of transactions. ,e node
security level is divided into three levels, named “confi-
dential,” “secret,” and “public” [19]. According to the levels
and functions of various departments such as coal mine
production and supervision, different permissions are
assigned to correspond to three private chains. ,e identity
information issued by the MSP of the blockchain is divided
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into three identities: administrator, authorized member, and
ordinary member. General confidential private chain data
can only be operated by administrators, secret private chain
data can be operated by administrators and authorized
members, and public data can be operated by all members
including ordinary members. In addition, this model packs
operation logs and equipment information on the chain in
the form of transactions in the blockchain network to fa-
cilitate postaudit and realize the traceability of data sources.

Smart contracts are deployed on three different private
chains to ensure data privacy and isolation. Each private
chain can deploy multiple smart contracts, and the contracts
can call each other. Data can be queried across private
chains, but data cannot be changed. Each smart contract
specifies the production process of its own equipment or
product. If the department refuses to implement the spec-
ified production process for saving costs, the testing
equipment will record the operating data and automatically
deduct funds from the relevant departments and conduct
other types of processing based on the smart contract. Inside
the smart contract, specific processes and logical relation-
ships are stipulated, such as processes A and B or joint
confirmation of organizations A and B.

5. Major Equipment Traceability

For the traditional traceability system, the regulations of
traceability system are formulated by relevant institutions
such as government and enterprises. After the regulations
are formulated, all production links are required to comply
with the regulations. A new traceability scheme based on
blockchain technology is adopted in this model. ,e scheme
aims to establish a decentralized product traceability system
maintained by nontrusted participants. ,e traceability
scheme based on blockchain technology is adopted to store
traceability information in the blockchain, and the decen-
tralized characteristics of the blockchain are used to realize a
decentralized traceability system [20]. A multiple private
chain plus consortium chain architecture with high
throughput and high security is used, and the Merkel tree is
used to correlate the information stored in the two. ,e
Merkel tree structure is shown in Figure 6.

In the coal mine production environment, coal mine
data are detected by sensors in real time. To ensure data
traceability of the blockchain system, once the data are
entered, they cannot be tampered with and cannot be de-
leted.,erefore, the amount of data will continue to increase
with time, which may cause problems such as excessive data
volume.,is problem can be effectively solved by theMerkle
Tree structure in the safe production blockchain system.

Suppose that there is a transaction with a value of Hash4
in the block to be verified, it is only necessary to knowHash3,
Hash12, and Hash5678. ,e hash of Hash34 and Hash1234
and the root node are calculated. If the finally calculated root
node hash is consistent with that recorded in the block header,
it means that the transaction exists in the block. ,e key to
Merkel tree verifying transactions lies in two points: (1) Hash
is calculated by the Merkel tree layer by layer from bottom to

top, so as long as the hash value of another adjacent node is
known, it can be calculated up to the root node; (2) the hash
value of the root node can be accurately used as the unique
digest of a group of transactions [21]. Based on these two
points, the existence of a transaction can be verified.

,e greatest advantage of the Merkel tree is that each
transaction can be deleted directly and individually, and the
hash value of this transaction is just kept. In this way, for the
entire block, the cryptographic security and integrity of the
block are not changed, but the amount of data can be greatly
reduced (the hash value has 32 bytes, and a transaction
generally takes more than 400 bytes). If there is only one
transaction in a block that has no subsequent transactions,
deleting all other transactions will greatly reduce the amount
of data in the entire block. Hence, in the safe production
blockchain, there is usually no need to worry about the
problem of excessive data caused by the increasing amount
of data with the Merkel tree.

6. Consensus Mechanism

Consensus mechanism refers to the process of reaching a
unified agreement on the state of the network in a decen-
tralized manner, which helps to verify that information is
added to the ledger, ensuring that only real transactions are
recorded on the blockchain [22]. It means that a certain node
modifies a certain data in the block during storage, but other
nodes have no consensus on this block, and the modification
operation is invalid.

,ere are currently three mainstream algorithms:

(1) Proof of Work (PoW): the principle of the PoW
mechanism is that the more work is done, the greater
the benefit is. PoW can be divided into two phases,
solution and verification.,e solution phase requires
a lot of complex calculations to compare computing
power to obtain a mathematical solution; in the
verification phase, the correctness of the mathe-
matical solutions of other nodes can be verified
through simple calculations. PoW requires a lot of
complex calculations to ensure the correctness and
consistency of the blockchain network [23]. ,ere-
fore, it is necessary to consume a lot of energy such as
electricity, and it takes a long time to reach a con-
sensus, so the PoW mechanism is inefficient.

(2) Proof of Stake: PoS is also a kind of consensus proof,
which is similar to equity certificates and voting
systems, so it is also called “stake proof algorithm”
[24]. It is completed relying on tokens, and the
person holding the most tokens will announce the
final information, which is not suitable for most
blockchain application scenarios.

(3) Practical Byzantine Fault Tolerance: PBFT is also a
common consensus proof. It is different from the
previous two mechanisms. PBFT is based on cal-
culations and there is no token reward. Everyone on
the chain participates in voting. ,e right to pub-
licize information can be got when the objection is
less than (N−1)/3 nodes.
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,e PBFT is adopted in the security management model,
which can regularly evaluate the availability of nodes and
dynamically add or delete authentication nodes to ensure
overall operating efficiency.

In the PBFT consensus process, nodes are divided into
master nodes and slave nodes. ,e master nodes are mainly
composed of coal mine safety management departments,
and the slave nodes are composed of sensor nodes. ,e
consensus process without node failure is shown in Figure 7.
,e master node is responsible for data packaging, and the
slave node is responsible for data verification. Both types of
nodes have the function of interacting with the client.

First, the client sends a request to any node (from node 1
in the figure), and the node broadcasts the data request sent
by the client to the entire network. After collecting multiple
requests, the master node sorts them into the list, produces
preprepared certificates, and broadcasts the preprepared
certificates to the entire network. After it is received by the

slave node, it verifies the certificate and replies to the master
node for information approval. After the master node re-
ceives the approval information of all the slave nodes, it
packs the approval information and sends it to all the slave
nodes, and the slave node verifies the correctness of the
approval information of other slave nodes. When all nodes
indicate that they receive block information from other slave
nodes, other nodes will package the data information on the
cochain.

7. Simulation and Analysis

,is section tests the performance of the coal mine con-
sortium blockchain and compares it with traditional PBFT,
two classic public blockchain platforms, Bitcoin, and
Ethereum to highlight the advantages of our model. Finally,
the Hyperledger Fabric platform is used to construct the coal
mine consortium blockchain system. We focus on the
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Figure 6: Merkle tree.
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analysis of the indicators of throughput and latency.
,roughput is used to describe the number of data requests
that can be processed per second in the coal mine con-
sortium blockchain and is an important indicator to mea-
sure the performance of the consensus algorithm. ,e
number of transactions packaged per unit time is expressed
as TPS (transactions per second) in blockchain: Transac-
tions/Δt. Latency refers to the time from issuing a data
request from the master node to the response of the entire
blockchain platform.

Hyperledger Caliper is used to perform the pressure test,
setting up 100 nodes to continuously send transaction re-
quests to the coal mine consortium blockchain system and
observe its throughput and latency by increasing send rates.

Figure 8 shows the performance of the proposed coal
mine consortium blockchain model in throughput and la-
tency. ,roughput rises as send rate increases, when send
rate reaches around 270 tps, it no longer keeps increasing,
but maintains a steady state. When send rate was lower than
27 tps, the latency increases slowly and remains below
1500ms at a relatively low level. When send rate is greater
than 270 tps, the latency increases rapidly.

In order to evaluate the effectiveness of the proposed coal
mine consortium blockchain model, we compared the
throughput of the consortium blockchain with traditional
PBFT and two classic blockchain model: Bitcoin and
Ethereum. ,e result shows that the coal mine consortium
blockchain model has obvious advantages in throughput.
Bitcoin uses the POW consensusmechanism, which requires
a lot of computing power and only produces one block every
10 minutes on average. Ethereum uses a POW and POS
consensus mechanism; it takes about 10 seconds per block.
,e data required by the comparison experiment is from two
different public data sets [25, 26], which collected part of the
data generated by the two public blockchains in the real
transaction. Compared with the traditional PBFT, the im-
proved PBFT increases the verification step, but the com-
munication time is greatly reduced, which not only increases
the security in the process of block transmitting but also
reduces the communication traffic as shown in (Figure 9).

Finally, we use Hyperledger Fabric platform to build the
coal mine consortium blockchain system, so as to implement
the coal mine output transaction, query, and other opera-
tions. Figure 10 shows the mineral trading of the coal mine
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Figure 7: PBFT consensus process.
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Figure 10: ,e mineral trading of consortium blockchain.

Figure 11: Performance of the underlying of the coal mine consortium blockchain.

Table 1: ,e test result of the Hyperledger Caliper.

Test Name Send rate Avg latency (s) ,roughput (tps)
1 Transaction 100 0.11 100
2 Transaction 110 0.14 110
3 Transaction 120 0.18 120
4 Transaction 130 0.21 130
5 Transaction 140 0.26 140
6 Transaction 150 290 150
7 Transaction 160 0.29 160
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consortium blockchain. Figure 11 shows the performance of
the underlying blockchain after the mineral trading, in-
cluding the hash value of this transaction.

8. Summary

,e decentralized, intelligent, and tamper-resistant
characteristics of blockchain technology are in line with
the requirements of coal mine safety production, and
blockchain technology has broad development prospects
in the field of coal mine safety production. Our method
enhances the safety of coal mine safety production using
blockchain. However, we deployed a small number of
nodes to test the performance of our platform. And our
model assumes that most nodes are normal. So, in a real
large-scale deployment, message consistency and accu-
racy may not be guaranteed. For future work, we will
improve our consensus algorithm flow, especially the
detailed view-change. And we will deploy our platform in
a public blockchain (e.g., Ethereum). Although block-
chain technology has different degrees of application and
research in various industries, it is still in its infancy, and
there are deficiencies such as low efficiency and waste of
resources. As a result, blockchain technology has not yet
been widely applied.

In cooperation with Jingying Technology in Taiyuan, this
paper proposes a coal mine safety production consortium
chain model combined with blockchain technology and
safety requirements in the field of coal mine production. It
incorporates supervision departments into the system to
form a good and supervisable business model where cen-
tralization and decentralization coexist. ,e module struc-
ture, node structure, and business process of the model are
analyzed and corresponding countermeasures are proposed
aiming at the problems of data reliability, safety automation
management, and major equipment traceability to promote
the research and development of blockchain technology in
the field of coal mine safety production.

Appendix

We use the Hyperledger Caliper in Section 6 to evaluate the
performance of the coal mine consortium blockchain.
Transaction requests are continuously sent to the blockchain
model over an HTTP port at a specific rate to monitor the
related performance of the consortium blockchain. ,e test
result is shown in Table 1.

Data Availability

Previously reported data were used to support this study.
,e datasets are cited at relevant places within the text as
references [19, 20]. And the pressure test of our model is
shown in Appendix in this paper.
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/e prosperity of mobile networks and social networks brings revolutionary conveniences to our daily lives. However, due to the
complexity and fragility of the network environment, network attacks are becoming more and more serious. Characterization of
network traffic is commonly used to model and detect network anomalies and finally to raise the cybersecurity awareness
capability of network administrators. As a tool to characterize system running status, entropy-based time-series complexity
measurement methods such as Multiscale Entropy (MSE), Composite Multiscale Entropy (CMSE), and Fuzzy Approximate
Entropy (FuzzyEn) have been widely used in anomaly detection. However, the existing methods calculate the distance between
vectors solely using the two most different elements of the two vectors. Furthermore, the similarity of vectors is calculated using
the Heaviside function, which has a problem of bouncing between 0 and 1. /e Euclidean Distance-Based Multiscale Fuzzy
Entropy (EDM-Fuzzy) algorithm was proposed to avoid the two disadvantages and to measure entropy values of system signals
more precisely, accurately, and stably. In this paper, the EDM-Fuzzy is applied to analyze the characteristics of abnormal network
traffic such as botnet network traffic and Distributed Denial of Service (DDoS) attack traffic./e experimental analysis shows that
the EDM-Fuzzy entropy technology is able to characterize the differences between normal traffic and abnormal traffic./e EDM-
Fuzzy entropy characteristics of ARP traffic discovered in this paper can be used to detect various types of network traffic
anomalies including botnet and DDoS attacks.

1. Introduction

/e prosperity of network technologies, such as mobile
networks and social networks, brings revolutionary changes
to our daily lives. However, due to the complexity and
fragility of the network infrastructures, network anomalies
and attacks frequently cause serious problems and signifi-
cant loss to people. Researchers are studying various
cybersecurity awareness technologies to help people un-
derstand the security status and trend of networks. Char-
acterization of network anomaly traffic is one of the key
technologies commonly used to model and detect network
anomalies and then to raise the cybersecurity awareness

capability of network administrators. /e existing ap-
proaches of network anomaly detection can be mainly
classified into six categories [1]: classification-basedmethods
[2–4], clustering-based methods [5–9], statistical methods
[10, 11], stochastic methods [12, 13], deep-learning-based
methods [14–17], and others [18–21].

Network anomaly detection via traffic feature distribu-
tions is becoming more and more popular these days. As the
measure of uncertainty, entropy can be used to summarize
feature distributions in a compact form [22]./ere are many
forms of entropy, but only a few have been applied to
network anomaly detection [23–27]. On this basis, we apply
a Euclidean Distance-Based Multiscale Fuzzy Entropy
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(EDM-Fuzzy) algorithm which we proposed to detect ab-
normal network traffic as a useful supplement of other
approaches.

Investigation irregularity of signals generated by com-
plex systems is valuable to predict the future states as well as
detect abnormal behaviors [28]. In order to quantitatively
analyze signal irregularity and diagnose system anomalies,
researchers have proposed various signal complexity and
uncertainty indicators, such as algorithmic complexity [29],
Shannon Entropy [30], Approximate Entropy [31], Sample
Entropy [32], Fuzzy Entropy [33], Multiscale Entropy (MSE)
[34], and Composite Multiscale Entropy (CMSE) [35].
Entropy-based technologies have been widely applied in
diagnosing the anomalies of various systems. For example,
Shannon Entropy was applied in detecting faults of me-
chanical systems [36], MSE was applied in fault diagnosis of
power systems [37], and so on.

However, the existing methods calculate the distance
between vectors solely using the two most different elements
of the two vectors. Furthermore, the similarity of vectors is
calculated with Heaviside function, which has a problem of
bouncing between 0 and 1. To this end, we proposed a novel
entropy technology named EDM-Fuzzy in the paper [38].
/e EDM-Fuzzy technology uses the sum of the Euclidean
distances of the elements corresponding to two vectors
instead of the largest element difference between the two
vectors and uses the hyperbolic function to calculate the
similarity between the two vectors. /us, the EDM-Fuzzy
technology avoids the two disadvantages inherent in the
other entropy technologies and measures entropy values of
system signals more precisely, accurately, and stably. In this
paper, we apply the EDM-Fuzzy algorithm to characterize
network anomaly traffic.We first briefly introduce the EDM-
Fuzzy algorithm and then introduce the botnet CTU-13
dataset and the Distributed Denial of Service (DDoS) attack
CICDDoS2019 dataset used in this paper. /en, the basic
characteristics of these two datasets are introduced. /en,
the EDM-Fuzzy entropy value analysis is performed on two
datasets. Finally, we analyze the characteristics of the normal
traffic and investigate the characteristics of the malicious
traffic by comparing the differences between the normal and
malicious traffic.

/e rest of this paper is organized as follows. /e related
works are introduced in Section 2, and the EDM-Fuzzy
entropy technology and network traffic traces are introduced
in Sections 3 and 4, respectively. Section 5 is the analysis of
network anomaly traffic with EDM-Fuzzy entropy. Section 6
concludes the paper and introduces the future work.

2. Related Works

2.1. Network Anomaly Traffic Detection Approaches.
Network anomaly traffic detection approaches have been
extensively explored. /e existing approaches can be mainly
classified into six categories [1]: classification-based methods
[2–4], clustering-based methods [5–9], statistical methods
[10, 11], stochastic methods [12, 13], deep-learning-based
methods [14–17], and others [18–21]. A classification-based
approach is a supervised learning algorithm. Classification

algorithms such as logistic regression, k-nearest neighbor
algorithm, decision tree, and support vector machine are
commonly used. More recently, several hybrid classification
models were proposed [3–5]. However, in most cases, la-
beling data manually is highly time-consuming and ineffi-
cient. Clustering techniques are used to identify clusters and
outliers in multiple low-dimensional spaces. /e evidence of
traffic structure provided by these multiple clusters is then
combined to produce an abnormality ranking of network
traffic [39]. Several distance-based metrics are commonly
used in anomaly detection, such as the Euclidean distance,
Manhattan distance, and dynamic time warping (DTW)
distance. However, the number of clusters is difficult to
decide and different numbers of clusters would produce
extremely different results. In a statistical method, an ab-
normality is often determined by checking whether the
traffic complies with the assumed distribution model and
whether the value is larger than a preset threshold. /e most
frequent assumptions are Gaussian distributions, Poisson
distributions, multivariate Gaussian distributions, and so on.
/emodel systematically analyzes abnormal behaviors of the
network, but detection of such abnormalities is difficult since
there will be cases that do not obey the presumed distri-
butions. Stochastic processes like Hidden Markov Model
and Conditional Random Field were also frequently applied
in detection of traffic anomaly [12, 13]. Due to the success of
deep-learning technologies in image processing and natural
language processing, they have been intensively studied in
network intrusion detection [14, 15], network traffic tracking
[16], and network traffic abnormal behavior detection [17].
Besides, time-series density analysis [18], wavelet [19],
principal components analysis [20], and ensemble learning
technologies [21] have been extensively investigated in
network anomaly detection.

2.2. Entropy-Based Technologies. Entropy-based technolo-
gies are highly valued in detecting the degree of disorder or
irregularity of a complex system. /us, there have been a
number of entropy-based technologies being proposed and
being widely applied in detecting anomalies of complex
systems. Khan et al. [37] presented an entropy-based ap-
proach for detecting faults in power systems. An entropy-
based methodology was proposed in paper [40] to extract
characteristics from signals of smart meters to effectively
classify power quality problems. /e Kullback-Shannon
Entropy was applied as a standalone feature to predict failure
in lubricated surfaces [41].

Pincus [31], Richman, and Moorman [32] and Costa
et al. [34, 42] proposed Approximate Entropy, Sample
Entropy, and MSE to measure signal complexity, respec-
tively. Although MSE has been widely applied, the variance
of the entropy values increases significantly as the time series
is coarse-grained for larger time scales [43]. In order to solve
the problem, Wu et al. proposed CMSE [35] and introduced
a composite averaging method to reduce the variance. Niu
and Wang [44] applied CMSE to study the characteristics of
stock market indices and found that CMSE is more stable
and reliable than MSE. Chen et al. [33] proposed Fuzzy
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Approximate Entropy (FuzzyEn) and applied it in the study
of surface muscle signal. Wang et al. [45] proposed fractional
fuzzy entropy to study physics financial dynamics. Li et al.
[46] integrated fractional fuzzy entropy with a binary tree
support vector machine to perform early diagnosis of rolling
bearing faults. Composite multiscale fuzzy entropy is pro-
posed in paper [47] and is applied to extract the hidden
features of vibration signals.

Entropy-based network anomaly detection via traffic
feature characterization is becomingmore andmore popular
these days. Ranjan et al. [23] proposed a worm detection
algorithm that measures Shannon Entropy values for traffic
and alarms on sudden bursts. Gu et al. [24] applied Shannon
maximum entropy estimation to draw the network baseline
distribution and to build a multiperspective view of network
traffic. Paper [25] presented a novel network intrusion
detection system using Shannon Entropy and traffic dis-
tributions of the source port. Paper [26] proposed a hybrid
DDoS detection method, which integrates Kernel Online
Anomaly Detection (KOAD), Shannon Entropy, and
Mahalanobis Distance. In this study, Shannon Entropy is
utilized with an online machine learning method to detect
malicious traffic including DDoS attacks and Flash Event
traffic. Paper [27] presented anomaly detection in activities
of daily living based on entropy measures.

However, there are still two disadvantages in the existing
state-of-the-art entropy algorithms, such as MSE, CMSE,
RCMSE, MMSE, and FuzzyEn. /at is, the existing methods
calculate the distance between vectors solely based on the
twomost different elements of the two vectors. Furthermore,
the similarity of vectors is calculated using Heaviside
function, which has a problem of bouncing between 0 and 1.
In order to address the shortcomings of existing state-of-the-
art entropy algorithms, we proposed novel entropy tech-
nology [38], named EDM-Fuzzy.

3. EDM-Fuzzy Technology

EDM-Fuzzy measures the distance of the two vectors with
Euclidean distance taking all the corresponding elements in
the two vectors into the computation. Furthermore, in order
to solve the problem of instability, we choose the hyperbolic
function as the fuzzy function instead of the Heaviside
function to define the similarity between vectors with full-
range continuous values from zero to one based on the
Euclidean distance of the two vectors. /e computation
process of EDM-Fuzzy is formally described in Algorithm 1.

/e goal of the algorithm is to measure the complexity
and irregularity of time series more accurately and stably. /e
input of the algorithm is a time series X � x1, x2, . . . xN ,
time scale τ, vector dimension m, tolerance coefficient r, and
standard deviation SD of time series X. /e output of the
algorithm is the EDM-Fuzzy entropy value of time series X at
time scale τ. /e general process of the algorithm is first to
coarse-grain the time series with time scale τ, then split the
time series intom-dimensional vectors, move the vectors to its
centroid, and finally, calculate the Euclidean distance of the
two vectors and compute the Euclidean distance based on
fuzzy sample entropy value of time series. For parameters m

and r, m is usually set to 2 and r generally ranges from 0.1 to
0.2. In our experiments, r is set to 0.15; that is, the similarity
tolerance is set to 0.15∗SD. Here, SD represents the standard
deviation of the original time series.

4. Network Traffic Trace

A suitable network traffic trace is essential to the research of
the characterization of network anomaly traffic. /e traces
used in this paper are publicly accessible, within which
anomaly activities including botnet and DDoS attack were
recorded./rough analysis of these public traces with EDM-
Fuzzy algorithm, we can further discover the characteristics
of such anomaly activities.

4.1. Botnet Traffic Trace. /e botnet traffic trace used in this
section is the CTU-13 trace that was collected and provided
by the Stratosphere Laboratory of CTU University in the
Czech Republic [48, 49]. /is trace contains botnet traffic as
well as normal background traffic. /e CTU-13 trace con-
tains 13 botnet samples in different scenarios. In each
sample, a specific malware is executed and different oper-
ations were performed accordingly. /e brief information of
the trace is shown in Tables 1 and 2.

Table 1 shows the characteristics of 13 types of botnet
scenarios. Each type of botnet has different characteristics of
malicious behavior. In Table 1, IRC represents the network
relay chat protocol, SPAM represents spam, CF represents
malicious clicks, PS represents port scan, FF represents fast
flux, P2P refers to end-to-end, DDoS refers to Distributed
Denial of Service, and US refers to a protocol that is con-
trolled and completed by humans. /e basic characteristics
of each botnet can be seen in Table 1.

Table 2 shows the duration, the number of data packets,
the type of malware, and the number of infected computers
of these 13 types of botnet scenarios. /e duration of botnet
scenarios varies from 15 minutes to 66 hours./e number of
infected hosts for most scenarios is 1 host. Neris-3, Rbot-3,
Rbot-4, and NSIS.ay scenarios have 10 and 3 infected hosts,
respectively.

4.2.DDoSTrafficTrace. DDoS attack is an abnormal network
behavior designed to exhaust server resources. It will cause
server congestion and thus will be unable to provide services
to users. /e traffic trace used in this paper is the CICD-
DoS2019 which was published by the Canadian Cyber Se-
curity Institute (CIC) [50]. /e CICDDoS2019 trace contains
common and latest DDoS attacks. /ere are mainly two
categories of DDoS attack methods involved in this trace,
DDoS reflection attack and DDoS direct attack. DDoS re-
flection attack method utilizes routers, servers, and other
facilities to respond to requests, thus reflecting the attack
traffic to hide the source of the attack./e direct DDoS attack
method is to directly attack the target using the controlled
hosts. Compared with the reflection type attack, the direct
attack method has a lower degree of anonymity. /e specific
attack types and attack duration time in the CICDDoS2019
dataset are shown in Tables 3 and 4.
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Two days of traffic were collected in this trace, which
were November 3 and December 1, as shown in Tables 3
and 4, respectively. /ere were 10 types of DDoS attacks on
December 1, that is, NTP, DNS, LDAP, MSSQL, NetBIOS,
SNMP, SSDP, UDP, UDPLag, and TFTP attack that lasted
from 10 : 30 to 17 : 15. On November 3, there were 7 types of
DDoS attacks including PortMap, NetBIOS, LDAP,
MSSQL, UDP, UDPLag, and SYN attacks; the duration is
from 9 : 40 to 17 : 35. /e attack method of each type of
DDoS attack in the CICDDoS2019 dataset is shown in
Figure 1.

As shown in Figure 1, there are two types of DDoS
attacks in the CICDDoS2019 trace, namely, reflection DDoS
attacks and direct DDoS attacks. Both DDoS attacks are
based on TCP/UDP protocol execution. As shown in the
figure above, 9 types of DDoS attacks such as MSSQL, SSDP,
DNS, LDAP, NetBIOS, SNMP, PortMap, NTP, and TFTP,
are distributed reflective denial attacks, while SYN, UDP,
and UDPLag Flood are direct DDoS attacks. In Figure 1,
TCP-based attacks include MSSQL, SSDP, and SYN, and
UDP-based attacks include NTP, TFTP, UDP, and UDPLag.
/e remaining types of attacks such as DNS, LDAP,

Inputs:
Time series: X � x1, x2, . . . xN .
Time scale: τ ≥ 1.
Vector dimension: m≥ 2.
Tolerance coefficient: 0.1≤ r≤ 0.2.
Standard deviation of time series X : SD.

Output:
EDM-Fuzzy entropy value of time series X at time scale τ.

(1) for k � 1 to τ
(2) p � ⌊(N − k + 1)/τ⌋;
(3) for j � 1 to p

(4) Coarse-graining the time series y
(τ)
k,j � (1/τ) 

jτ+k− 1
i�(j− 1)τ+k xi;

(5) end for
(6) end for
(7) for k � 1 to τ
(8) for i � 1 to p − m + 1
(9) Calculate the mean of each vector

u
(τ)
k,m(i) � (1/m)

m− 1
q�0 y

(τ)
k,i+q;

(10) Move the vectors
Y

(τ)
k,m(i) � y

(τ)
k,i , y

(τ)
k,i+1, . . . , y

(τ)
k,i+m− 1  − u

(τ)
k,m(i);

(11) end for
(12) for i � 1 to p − m

(13) for j � i + 1 to p − m + 1
(14) Calculate the Euclidean distance of the two

vectors Y
(τ)
k,m(i) and Y

(τ)
k,m(j):

d
(τ)
k,m(i, j) � d[Y

(τ)
k,m(i), Y

(τ)
k,m(j)]

�

��������������������������������������


m− 1
w�0((y

(τ)
k,i+w − u

(τ)
k,m(i)) − (y

(τ)
k,j+w − u

(τ)
k,m(j)))

2
 ;

(15) Calculate the similarity between Y
(τ)
k,m(i) and Y

(τ)
k,m(j) vectors

S
(τ)
k,m

(i, j) � μ(d
(τ)
k,m

(i, j), r) � (1/(1 + d
(τ)
k,m

(i, j)/r));
(16) end for
(17) Calculate the average similarity between vector

Y
(τ)
k,m(i) and the other vectors
B

(τ,r)
k,m

(i) � (1/p − m − 1)
p− m

i�1,j≠iS
(τ)
k,m

(i, j);
(18) end for
(19) Compute the average of B

(τ,r)
k,m (i), that is,

B
(τ,r)
k,m � (1/p − m)

p− m
i�1 B

(τ,r)
k,m (i);

(20) Set dimensional length of vectors to m + 1 and repeat step 8∼19 to calculate average similarity between each pair of m + 1
points vectors in coarse-grained time series; you can get A

(τ,r)
k,m+1(i) and A

(τ,r)
k,m+1

(21) A
(τ,r)
k,m+1(i) � (1/p − m − 2)

p− m− 1
j≠i S

(τ)
k,m+1(i, j);

(22) A
(τ,r)
k,m+1 � (1/p − m − 1)

p− m− 1
i�1 A

(τ,r)
k,m+1(i);

(23) Compute the Euclidean distance based on fuzzy
sample entropy value for every y

(τ)
k ,

Eucli de anFuzzyEn(y
(τ)
k , m, r) � limp⟶∞ − ln(A

(τ,r)
k,m+1/B

(τ,r)
k,m ) ;

(24) end for
(25) Compute the fuzzy sample entropy value for the original time series at time scale τ

E DM Fuzzy(m, r) � (1/τ) 
τ
k�1 EuclideanFuzzyEn(y

(τ)
k , m, r).

ALGORITHM 1: EDM-fuzzy algorithm.
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NetBIOS, SNMP, PortMap, and other types of attacks are
executed by using TCP or UDP.

5. Analysis of Network Anomaly Traffic with
EDM-Fuzzy Entropy

Entropy-based time-series complexity measurement methods
are widely used in fault diagnosis and anomaly detection of
various complex systems. In this section, we apply EDM-
Fuzzy in network traffic anomaly characterization and de-
tection. /e analysis of anomaly traffic characteristics based
on MSE of Euclidean distance is an important part of the
study of abnormal traffic. In this section, two anomalies of
botnet and DDoS attack will be analyzed by Euclidean dis-
tance multiscale entropy. /is section will calculate the en-
tropy value of these two abnormal network protocol time
series to obtain the entropy curves of the two and study the
characteristics of the abnormal traffic by comparing the
difference in the entropy curves.

5.1. Botnet Traffic in ARP. In this section, we will study the
EDM-Fuzzy entropy characteristics of 13 types of botnets
abnormal ARP traffic in the CTU-13 dataset. According to the
TCP/IP architecture, the ARP protocol is located in the IP layer
of the network layer, and itsmain function is to provide address
translation services and find the network physical address of
the host corresponding to the IP address. We first calculate the
entropy values for each type of botnet using ARP protocol
traffic data in the CTU-13 dataset at time scales from 1 to 40.
/e entropy curves of 13 types of botnets in the CTU-13 dataset
with scale factors from 1 to 40 are shown in Figure 2.

As can be seen from the figure, there are common trends
shared by entropy curves of most types of botnet traffic. More
specifically, there is a reflection point for 11 entropy curves
(Neris-1, Neris-2, Rbot-1, Rbot-2, Virut-1, Menti, Sogou,
Murlo, Neris-3, NSIS.ay, and Virut-2) when the time scale is
20, and the second reflection point appears at the time scale of
30 for all entropy curves. For the above 11 types of botnet ARP
traffic, the entropy values between the inflection points in-
crease first and then decrease./e trend of the entropy curves
of Rbot-3 and Rbot-4 is different from other types of ab-
normal behavior. Entropy curves of Rbot-3 and Rbot-4 are in
a steady growth state when the time scale is around 20, but
when the time scale is 30, there is also an inflection point.
Moreover, entropy values of Rbot-4 are significantly larger
compared to those of other types of anomalies. /e above
results illustrate that the attack methods of Rbot-3 and Rbot-4
are different from the other types of botnets./is difference is
caused by the way they infect hosts, and the complexity of the
botnet is consistent with the complexity of the ARP protocol.

5.2. DDos Traffic in ARP. In this section, we will study the
EDM-Fuzzy entropy characteristics of the malicious traffic
of the distributed denial attacks on November 3 and De-
cember 1 in the CICDDoS2019 dataset. /rough analysis of
the trend of entropy values, it is possible to understand more
characteristics of DDoS attack traffic. As introduced in the
dataset, there were seven and ten types of distributed denial

Table 2: Traffic volume of 13 types of Botnet scenarios.

ID Duration (hours) Packets Malware type Infected hosts
1 6.15 71971482 Neris-1 1
2 4.21 71851300 Neris-2 1
3 66.85 167730395 Rbot-1 1
4 4.21 62089135 Rbot-2 1
5 11.63 4481167 Virut-1 1
6 2.18 38764357 Menti 1
7 0.38 7467139 Sogou 1
8 19.5 155207799 Murlo 1
9 5.18 115415321 Neris-3 10
10 4.75 90389782 Rbot-3 10
11 0.26 6337202 Rbot-4 3
12 1.21 13212268 NSIS.ay 3
13 16.36 50888256 Virut-2 1

Table 3: DDoS attack time on November 3.

Type ID Attack type Attack time
1 PortMap 9 : 43–9 : 51
2 NetBIOS 10 : 00–10 : 09
3 LDAP 10 : 21–10 : 30
4 MSSQL 10 : 33–10 : 42
5 UDP 10 : 53–11 : 03
6 UDPLag 11 :14–11 : 24
7 SYN 11 : 28–17 : 35

Table 1: Scenarios of Botnet traffic.

ID IRC SPAM CF PS DDoS FF P2P US HTTP
1 ✓ ✓ ✓ — — — — — —
2 ✓ ✓ ✓ — — — — — —
3 ✓ — — ✓ — — — ✓ —
4 ✓ — — — ✓ — — ✓ —
5 — ✓ — ✓ — — — — ✓
6 — — — ✓ — — — — —
7 — — — — — — — — ✓
8 — — — ✓ — — — — —
9 ✓ ✓ ✓ ✓ — — — — —
10 ✓ — — — ✓ — — — ✓
11 ✓ — — — ✓ — — — ✓
12 — — — — — — ✓ — —
13 — ✓ — ✓ — — — — ✓

Table 4: DDoS attack time on December 1.

Type ID Attack type Attack time
1 NTP 10 : 35–10 : 45
2 DNS 10 : 52–11 : 05
3 LDAP 11 : 22–11 : 32
4 MSSQL 11 : 36–11 : 45
5 NetBIOS 11 : 50–12 : 00
6 SNMP 12 :12–12 : 23
7 SSDP 12 : 27–12 : 37
8 UDP 12 : 45–13 : 09
9 UDPLag 13 :11–13 :15
10 TFTP 13 : 35–17 :15
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attacks launched on November 3 and December 1, re-
spectively. In this section, we first calculate the entropy value
of the ARP traffic of each type of DDoS attack in the
CICDDoS2019 dataset at time scales from 1 to 40, and the
entropy value curves are shown in Figures 3 and 4.

Figures 3 and 4 show the entropy curves of the ARP
traffic for DDoS attacks on November 3 and December 1,
respectively. As can be seen from Figures 3 and 4, there are
three characteristics of the entropy values of DDoS attacks
on November 3 and December 1. Firstly, for both November
3 and December 1, all of the entropy values of DDoS attacks
are larger than 0.18 when the time scale is larger than 4.
Secondly, the entropy values of most types of DDoS attacks
gradually stabilized to a value between 0.3 and 0.5 when the
time scale is larger than 10. /ere is only the NetBIOS attack
that has a relatively big fluctuation that may exceed the
upper bound. /irdly, the entropy values of the same type of
DDoS attack for the two different days are quite similar. /e
possible underlying principle of the characteristics is that, in
DDoS attacks, attackers continuously use distributed attacks
to attack hosts, and the attacked hosts continue to
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Figure 4: Entropy curves of DDoS attacks on December 1.
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communicate during the attack. In the communication
process, the ARP protocol continuously performs address
resolution, while the number of resolved source IP addresses
and destination IP addresses remains stable, so the entropy
values of ARP traffic are gradually stabilized.

5.3. Normal Traffic in ARP. In this section, we will analyze
the characteristics of network traffic under normal status.
/e normal traffic trace used in this paper is captured and
published by the Stratosphere laboratory.

In order to study the entropy characteristics of normal
traffic, the EDM-Fuzzy entropy values are calculated on the
CTU-Normal-20 and CTU-Normal-23 traces with time
scales from 1 to 40 and the results are shown in Figure 5.

As can be seen from Figure 5, the entropy values of
normal ARP traffic exhibit different characteristics. /e
entropy values grow steadily when the time scale grows from
1 to 30, and then the entropy values grow slowly as the time
scale increases. Furthermore, for all time scales, the entropy
values of normal ARP traffic are smaller than 0.18.

Compared with the time series of the CTU-13 dataset,
Figure 5 shows that the entropy value of the ARP protocol in
the CTU-13 dataset exhibits its own unique laws. Compared
with the CICDDoS2019 dataset, the basic law of the ARP
protocol is that the entropy curve increases first and then
gradually stabilizes.

5.4. Malicious versus Normal. In this section, we will
compare the ARP traffic entropy curves between botnet,
DDoS attack, and normal status and then characterize the
differences between normal and abnormal traffic.

By comparing the entropy curves of ARP traffic of
botnet, DDoS attack, and normal status, we find out the
following main differences between normal traffic and
malicious traffic. In the entropy curves of 13 types of botnets,
11 entropy curves (Neris-1, Neris-2, Rbot-1, Rbot-2, Virut-1,
Menti, Sogou, Murlo, Neris-3, NSIS.ay, and Virut-2) have a
reflection point at the time scale of 20, and all entropy curves
have a reflection point at the time scale of 30. In the entropy
curves of DDoS traffic, all of the entropy values of DDoS
attacks are larger than 0.18 when the time scale is larger than
4, and most types of DDoS attacks gradually stabilized to
entropy values between 0.3 and 0.5 when the time scale is
larger than 10. In contrast, the entropy values of normal ARP
traffic grow slowly as the time scale increases and the entropy
values are smaller than 0.18 for all time scales.

In order to be presented more intuitively, the main
characteristics of entropy curves of ARP traffic of botnet,
DDoS attack, and normal status are listed in Table 5.

On the basis of the above analysis, it is reasonable to
summarize that the characteristics of entropy curves of ARP
traffic of botnet, DDoS, and normal status are quite dis-
tinguishable. /us, the characteristics are easy to be used to
detect these types of network traffic anomalies. In the future,
we will study characteristics of EDM-Fuzzy entropy curves
of more types of network traffic anomalies and utilize the
learned characteristics of network traffic anomalies in

combination with intelligent algorithms to automatically
detect network anomalies.

6. Conclusions

In order to raise the cybersecurity awareness capability of
network administrators, it is necessary to develop new
technologies for detecting network anomalies more accu-
rately and efficiently. /e basis of such network anomaly
detection technologies is to understand the characteristics of
abnormal network traffic. In this paper, we apply the EDM-
Fuzzy technology as a tool to analyze the characteristics of
abnormal network traffic such as botnet network traffic and
DDoS attack traffic. /e EDM-Fuzzy is a technology that we
proposed for analyzing and diagnosing faults/anomalies of
complex systems by measuring the complexity and regu-
larity of their time-series signals. /e experimental analysis
shows that the EDM-Fuzzy entropy curve is capable of
characterizing the difference between normal traffic and
abnormal traffic and the characteristics are easy to be used to
detect various types of network traffic anomalies. In the
current work, we have not investigated other types of
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Table 5: Characteristics of EDM-Fuzzy entropy curves of ARP
traffic of botnet, DDoS, and normal status.

Botnet DDoS Normal

Value Mostly between 0.1
and 0.4.

Larger than 0.18
when the time scale
is larger than 4.

Smaller than
0.18.

Trend

Entropy curves of all
types of botnet
traffic have an

inflection point at a
time scale of 30; 11

types have an
inflection point at a
time scale of 20.

Gradually stabilized
to a value between
0.3 and 0.5 when the
time scale is larger

than 10.

Increase
steadily from
0 to 0.18.
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network anomalies and have not finished the automatic
detection of network traffic anomalies. In the future, we will
investigate EDM-Fuzzy entropy characteristics for more
types of network anomalies and then integrate the EDM-
Fuzzy entropy and deep-learning technologies to propose
the novel network anomaly detection method.

Data Availability

/e botnet traffic trace used in this section is the CTU-13
trace that was collected and provided by the Stratosphere
Laboratory of CTU University in the Czech Republic
[48, 49]. /e traffic trace used in this paper is the CICD-
DoS2019 which was published by the Canadian Cyber Se-
curity Institute (CIC) [48].
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With the development of social networks, more and more mobile social network devices have multiple interfaces. Multipath TCP
(MPTCP), as an emerging transmission protocol, can fit multiple link bandwidths to improve data transmission performance and
improve user experience quality. At the same time, due to the large-scale deployment and application of emerging technologies
such as the Internet of (ings and cloud computing, cyber attacks against MPTCP have gradually increased. More and more
network security research studies point out that low-rate distributed denial of service (LDDoS) attacks are relatively popular and
difficult to detect and are recognized as one of the most severe threats to network services. (is article introduces six classic queue
management algorithms: DropTail, RED, FRED, REM, BLUE, and FQ. In a multihomed network environment, we perform the
performance evaluation of MPTCP under LDDoS attacks in terms of throughput, delay, and packet loss rate when using the six
algorithms, respectively, by simulations. (e results show that in an MPTCP-enabled multihomed network, different queue
management algorithms have different throughput, delay, and packet loss rate performance when subjected to LDDoS attacks.
Considering these three performance indicators comprehensively, the FRED algorithm has better performance. By adopting an
effective active queuemanagement (AQM) algorithm, theMPTCP transmission system can enhance its robustness capability, thus
improving transmission performance. We suggest that when designing and improving the queue management algorithm, the
antiattack performance of the algorithm should be considered: (1) it can adjust the traffic speed by optimizing the congestion
control mechanism; (2) the fairness of different types of data streams sharing bandwidth is taken into consideration; and (3) it has
the ability to adjust the parameters of the queue management algorithm in a timely and accurate manner.

1. Introduction

With the development of social networks and the large-scale
application of multiple wireless access technologies (i.e.,
Bluetooth, Wi-Fi, GPRS, and 4G), more and more mobile
social network terminal devices are equipped with multiple
network interfaces of different standards. Multihomed ter-
minals can access multiple networks at the same time and
achieve multipath data transmission by fitting the band-
width of multiple links so as to improve data transmission
performance, maximize network resource utilization, and
improve user experience quality [1] while the multipath TCP
(MPTCP) protocol [2] can distribute the data across mul-
tiple end-to-end transmission paths, by enabling the use of
several network interfaces of devices simultaneously, as

shown in Figure 1. As a variant of the TCP technology,
MPTCP preserves the standard socket application pro-
gramming interfaces (APIs) that are used by most Internet
applications. Hosts can establish an MPTCP connection by
using the existing socket APIs, without requiring any
modification or addition to the applications and still being
compatible on today’s Internet. (erefore, MPTCP protocol
is considered to play a huge role in the application of future
Internet data transmission services [3, 4]. In spite of MPTCP
has some advantages when applied to concurrent trans-
mission in the network, in the real environment, the
commonly happening network attacks have led to frequent
changes in network quality which makes the network
connection has a negative impact on the performance of
MPTCP.
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(e MPTCP-based multipath data transmission is a
process with complex network behavior. Although each
transmission path can independently perform data trans-
mission tasks according to its own network conditions, yet
when a certain transmission path in the MPTCP multipath
transmission system is attacked by a network, the reduction
of the path transmission performance or the path failure will
affect the transmission performance of other paths so as to
produce adverse effects on the overall performance of
multipath transmission such as robustness degradation [5].
Due to the large-scale deployment and application of
emerging information technologies such as the Internet of
(ings (IoT) and cloud computing, a growing trend of
various network attacks is presented, especially low-rate
distributed denial of service (LDDoS) attacks. It has been
pointed out by more and more network security research
studies that LDDoS attacks are more prevalent and difficult
to detect in the network, and it is recognized as one of the
most major threats for network services [6, 7].

Taking advantage of the loopholes in the TCP protocol’s
retransmission timeout (RTO) mechanism, LDDoS sends
periodically small pulse traffic separately by controlling
multiple puppet machines, so it can reach the victim at the
same time and converge into a huge impact traffic, causing
the target host resources (such as bandwidth, memory, and
CPU) to be exhausted and making the victim lose its ability
to respond to the user’s reasonable service request for a long-
time [8]. Because of the characteristics of small traffic and
concealment of LDDoS, when the MPTCP multipath
transmission system suffers an LDDoS attack, the attack flow
is difficult to be detected so that the defense capabilities of
the transmission system will be affected and the robustness
of the multi-path transmission system greatly reduced.
(erefore, when theMPTCP transmission system is attacked
by an LDDoS network, it is extremely important to improve
the attack and defense capability of the system network.

(e current academic research is mainly on improving
the ability of detecting and defending LDDoS attacks from
the perspective of extracting the characteristics of the attack
flow. In recent years, it has been found by some scholars [9]
that networks with different queue management algorithms
have different defense capabilities when they are attacked by
LDDoS. Queue management algorithms belong to link-
based congestion control algorithms, which can be divided

into passive queue management (PQM) and active queue
management (AQM). By actively discarding or marking
some data packets on the router side, network congestion
can be effectively avoided and the performance of the TCP
protocol can be improved by the queue management al-
gorithm [10].

By tracking the research trends of MPTCP in academic
circles, we find that there are insufficient research studies on
the survivability analysis and robustness optimization of the
MPTCP multipath transmission system. (is paper intro-
duces six network queue management algorithms: DropTail,
random early detection (RED), fair random early detection
(FRED), random exponential marking (REM), BLUE, and
fair queuing (FQ). We compare and analyze their perfor-
mance through simulation experiments. (e conclusion of
this paper provides a method for enhancing the robustness
of the MPTCP network and provides effective suggestions
for improving the queue management algorithm. Our re-
search work in this paper is the first time to focus on the
robustness of MPTCP from the perspective of AQM, hoping
to attract the attention of relevant scholars through our
research and promote the research on the adaptability and
robustness of MPTCP congestion control.

(e rest of this paper is organized as follows. (e second
part introduces the related research of LDDoS attack de-
tection and defense and queue management mechanism.
(e third part will briefly introduce the basic ideas, ad-
vantages, and disadvantages of the six queue management
algorithms. In the fourth part, the simulation experiment
design and the evaluation of three performance indexes will
be carried on. In the last part, we will give a summary.

2. Related Work

In recent years, various network attacks have shown a
significant growth trend due to the large-scale deployment
and application of emerging information technologies such
as the IoT and cloud computing, especially LDDoS attacks
[11]. It uses the weakness of the TCP protocol congestion
control mechanism to periodically launch malicious attack
traffic at a low rate, thereby reducing network throughput.
Compared with traditional DDoS, LDDoS has a low attack
rate and strong concealment. It is difficult to be discovered
by traditional DDoS attack defense systems. LDDoS attacks
can last longer, resulting in a rapid decline of network
quality [12]. LDDoS is showing more andmore serious harm
to the network environment and has become a hot spot in
the field of network security research at home and abroad. At
present, many research institutions have carried out research
on LDDoS attacks. In the network based on TCP protocol,
the detection and defense of LDDoS have achieved a series of
results.

For the research on LDDoS attacks, Kuzmanovic and
Knightly [13] first proposed the concept of “Shrew” attacks.
(ey collected relevant data about LDDoS attacks on the
backbone network and conducted related research. After
that, many researchers have proposed solutions for the
detection and defense of LDDoS attacks by extracting
LDDoS traffic characteristics or combining machine
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Figure 1: A basic MPTCP usage.
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learning methods. Sahoo et al. [14] proposed a measurement
method based on generalized entropy. According to the
characteristics of Software-Defined Network (SDN) data
flow, they used information distance to quantify the devi-
ation of traffic under different probability distributions as a
metric to detect attack behavior. Ren et al. [15] proposed a
smart NCAP that supports LDDoS detection and proposed a
method to detect LDDoS attack traffic using a linear multiple
regression model with Simple Network Management Pro-
tocol (SNMP) content. Agrawal and Tapaswi [16] proposed a
power spectral density (PSD)-based method to detect and
mitigate LDDoS attacks in the frequency domain. (is
method can monitor and analyze real-time aggregated traffic
for attack detection. Gu et al. [17] proposed a semisupervised
clustering detection method with multiple characteristics,
which can effectively detect DDoS attacks from massive data
streams. Li et al. [18] proposed a DDoS detection model and
defense system in a Software-Defined Network environment
based on deep learning. (e model can learn patterns from
network traffic sequences, track network attack activities in a
historical manner, and effectively clear DDoS attack traffic.
de Lima Filho et al. [19] proposed a DoS detection system
based on machine learning and inferred from signatures
extracted from network traffic samples. Han et al. [20]
proposed a cross-plane DDoS attack defense framework and
detection mechanism in a Software Defined Network. (e
mechanism consists of a coarse-grained flow monitoring
algorithm on the data plane and an attack classification
algorithm based on fine-grained machine learning on the
control plane. Kavitha and Padmavathi [21] developed an
effective defense technology against LDoS attacks and
proposed an advanced random time queue blocking
(ARTQB) scheme. Lin et al. [22] proposed a “double check
priority queue” structure, which can effectively reduce the
impact of DDoS attacks so that ordinary users can still access
the service. Yue et al. [23] found that the random early
detection (RED) algorithm is vulnerable to LDoS attacks,
which limits the sending rate of TCP senders. Wei et al. [9]
analyzed and compared the defense capabilities of three
classic queue management algorithms in ad hoc networks
attacked by DDoS.

For the detection and defense of network attacks such as
LDDoS, different scholars have conducted research from
different perspectives. We find that there are few research
results that combine queue management algorithms with
LDDoS defense. Queue management algorithm is one of the
research hotspots in the field of network congestion control.
By actively discarding or marking some data packets on the
router side, the queue management algorithm can effectively
avoid network congestion and improve the performance of
the TCP protocol. Researchers have proposed many im-
proved techniques for queue management algorithms.
Karmeshu and Bhatnagar [24] proposed an adaptive queue
management mechanism with a random drop algorithm.
Compared with the existing active queue management al-
gorithm, it significantly improves system performance in
terms of throughput, average queue size, utilization, and
queue delay. Bisoy and Pattnaik [25] proposed a rate and
queue-based active queue management (RQ-AQM)

algorithm to improve the stability of network systems
supporting TCP streams. Although these algorithms can be
applied to various network conditions, most of the existing
queue management algorithms are designed without con-
sidering their antiattack performance.

Based on the previous research on LDDoS defense
methods and queue management algorithms, we introduced
six classic queue management algorithms—DropTail, RED,
Fred, REM, BLUE, and FQ. And we compare the perfor-
mance of throughput, delay, and packet loss rate when
MPTCP networks are under LDDoS attacks. (is paper
provides a solution for enhancing the defense capability of
the MPTCP transmission system against LDDoS and other
network attacks and enriches the theoretical results of the
antiattack research of queue management algorithms.

3. Queue Management Algorithm

Currently, the phenomenon of network congestion can be
seen everywhere, and themost effective way to solve network
congestion is to manage the queues in the network. (e
queue management mechanism is mainly to control the
network transmission node to buffer the transmission of
information in the form of a queue. When the queue length
reaches a critical value, the corresponding service message is
discarded to achieve the purpose of controlling the queue
length. (erefore, routers should manage the queues and
maintain a small queue length, resulting in a series of queue
management algorithms [26]. Current queue management
algorithms can be divided into passive queue management
algorithms and active queue management algorithms. (e
idea of PQM is that the queue management module only
takes corresponding measures when the queue buffer
overflows.(emost commonly used in routers is the passive
queue management algorithm DropTail. (e idea of AQM is
to make early judgments and take a series of measures before
the queue buffer overflows so as to avoid the occurrence of
congestion as soon as possible [27–29]. According to the
design principle, the existing AQM algorithms can be di-
vided into three types: queue length-based, network load-
based, and both queue length and network load-based. (is
paper selects five AQM algorithms (RED, FRED, BLUE,
REM, and FQ) belonging to different design principles. In
addition, these AQM algorithms have been extensively
studied by the academic community, and the experimental
results have certain representativeness and reference value.

3.1. DropTail Algorithm. (e DropTail algorithm is a typical
passive queue management algorithm and the most widely
used queuemanagement algorithm in the network.(e basic
idea of the DropTail queue management algorithm is when a
data message arrives at a network node, it needs to be queued
in different output port buffers. Regardless of the length of its
own queue, it will put the data message in the queue and wait
to be sent. However, when the data flow is large, the queue
length has exceeded the set buffer capacity value, and the
network node has no space to temporarily store these new
data messages [30]. (erefore, when the network is
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congested, all newly arrived data packets that are too late to
be processed will be stored in the buffer, and these saved data
packets will be processed when the system is idle. When the
network continues to be congested, the buffer will be filled,
and all newly arrived end packets will be discarded. When
the sender detects that a data packet is discarded, it will
reduce the data transmission rate until the congestion is
eliminated.

(e advantage of DropTail lies in its simple algorithm.
Due to the simple way of processing data messages, it is
supported by almost all network node platforms. However,
the DropTail algorithm cannot avoid the occurrence of
network congestion in advance, so there may be problems
such as “global synchronization of TCP flows,” continuous
full queue status, and deadlock of service flows to the buffer,
which affects the overall transmission speed and reduces
network efficiency.

3.2. RED Algorithm. (e RED algorithm [31] is a typical
active queue management algorithm. (e basic idea of the
RED queue management algorithm is to judge congestion by
monitoring the average length of the output port queue of
the router. When the average length of the queue reaches a
certain threshold, the router will randomly select some
newly arrived packets to discard or mark and send a con-
gestion notification. (is algorithm can ensure that the
sending window is reduced before the queue overflow causes
packet loss, thereby reducing the sending rate and alleviating
network congestion.

(e RED queue management algorithm has two im-
portant computer mechanisms [32]. One is to calculate the
average queue length and to predict congestion in advance
by monitoring the average length of the buffer queue. (e
other is to calculate the drop probability P of data packets. If
the average queue length is within the set threshold range,
the arriving packets are discarded according to probability P.

In order to avoid unnecessary congestion control caused
by sudden data, the RED queue management algorithm
calculates the average queue length using an exponential
weighted moving average algorithm; the formula is

Lnow � (1 − w) × Lfirst + w × L, (1)

where L is the current queue length, Lfirst is the previous
estimated value of the average queue length, Lnow is the
current average queue length, w is the weighted coefficient of
the current queue length, and its value range is between [0, 1].

At the same time, RED queue management mechanism
needs to set two thresholds for the average queue length,
which are the minimum threshold Lmin and the maximum
threshold Lmax. Comparing Lnow with the threshold Lmin and
Lmax, the following operation is performed:

(1) If Lnow <Lmin, all data packets are allowed to enter
the queue

(2) If Lnow >Lmax, all data packets are discarded
(3) If Lmin ≤Lnow ≤ Lmax, then calculate the transition

packet loss probability pa and discard the arriving
data packets according to the probability P

In the RED queue management algorithm, the proba-
bility P of packet dropping by grouping is calculated
according to the following formula:

Pa � Pmax ×
Lnow − Lmin( 

Lmax − Lmin( 
. (2)

Pmax is the maximum packet loss rate. Obviously, the
relationship between Pa, Pmax, Lmin, Lmax, and Lnow is shown
in Figure 2.

(en, the final packet loss probability is P � (Pa/(1−

count × Pa)), where count is the number of packets accepted
since the last packet was dropped.

Compared with the DropTail algorithm, the RED al-
gorithm controls the flow rate through its own congestion
control, thereby avoiding the problems of long delay time
and low link utilization caused by the long-time full queue
state of the data receiving node. However, the RED algo-
rithm has parameter sensitivity problems and cannot ef-
fectively control the cache size. In addition, the RED
algorithm fails to consider different types of data streams on
the network when calculating the packet loss probability, so
it cannot effectively handle the congestion notification
connections of different data streams, resulting in various
connections sharing bandwidth unfairly and affecting net-
work performance [33].

3.3. FRED Algorithm. (e FRED algorithm belongs to the
active queue management algorithm and is a new algorithm
based on the improvement of the fairness of the RED queue
management algorithm [34]. (e FRED queue management
algorithm uses accounting for each active flow to make
different marking packet decisions for flows that use dif-
ferent bandwidths, thereby improving the fairness of dif-
ferent flows sharing bandwidth. (e FRED algorithm is
mainly based on the basic framework of the RED algorithm,
so the algorithm also has two main parts: calculating the
average queue length and calculating the probability of
dropped packets, and the calculation formula is consistent
with the RED algorithm. However, there is a big difference
from the RED algorithm. It needs to recalculate the average
queue length in the buffer when the packet arrives and
leaves.

Compared with the RED algorithm, the FRED algorithm
has more advantages in terms of fairness, and it effectively
discriminates and restricts the nonadaptive data flow.
However, because the FRED algorithm needs to record the
active flows in the entire cache queue and maintain its
corresponding flow state, when the number of flows is large,
the router will be overloaded and computational overhead
will increase.

3.4. REMAlgorithm. (e REM algorithm is one of the active
queue management algorithms, which uses link prices to
represent the network congestion metric. (e basic idea of
the REM queue management algorithm is to use the price
concept to detect and control the congestion state of the
network.(e REM algorithm uses the cumulative sum of the
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price values of all connections on a channel as the congestion
measure of this channel. And it embeds the metric value into
the end-to-end packet marking probability that can be
detected by the source so that the packet arrival rate matches
the link bandwidth. Since calculating the data packet arrival
rate needs to save certain state information, in order to avoid
calculating the data packet arrival rate, the rate difference is
approximated by the queue difference [35].

Price Pl(t) of link l is calculated as follows:

Pl(t + 1) � Pl(t) + c bl(t + 1) − 1 − αl( bl(t) − αlb
∗

(  
+
.

(3)

Among them, c> 0, α1 > 0, [z]+ � max 0, z{ }, bl(t) is the
instantaneous queue length of the queue of link l at time t,
and b∗ is the target queue length.

(e marking probability of the queue of link l at time t is
ml(t) � 1 − ϕ− Pl(t). ϕ is constant, and ϕ> 1, and the end-to-
end marking probability of the message is 1 − ϕ−ΣlPl(t). In
practice, c � 0.001, ϕ � 1.001, α1 � 0.1, and b∗ � 20.

(e REM algorithm has opened up a new field for flow
control, which can achieve the technical goal of AQM, but its
performance is not ideal at present.

3.5. BLUE Algorithm. (e BLUE algorithm is an active
queuemanagement algorithm based on network load. It uses
packet loss events and links idle events to manage and notify
congestion. (e basic idea of the BLUE queue management
algorithm is when the queue in the router overflows, the data
packets will be continuously discarded. At this time, the
BLUE algorithm will increase the probability of discarding
the data packets and adjust the sending speed of the data
packets. On the contrary, if the link is relatively idle at this
time and the queue is empty, then the drop probability is
reduced to increase the speed of sending data packets,
thereby effectively controlling the speed of sending con-
gestion notification information to improve the perfor-
mance of the network [36].

(e biggest advantage of the BLUE queue management
algorithm is that a relatively small buffer can be used to
complete congestion control, which improves the

throughput of TCP streams and allows routers to have more
free space. However, the BLUE algorithm also has a pa-
rameter setting problem. When the RTT of a data packet
changes greatly or the number of connections suddenly
changes, the set parameters will be invalid and the queue will
fluctuate between packet loss and low usage.

3.6. FQ Algorithm. (e FQ algorithm is an active manage-
ment algorithm based on fair queues. (e FQ algorithm es-
tablishes an independent output queue for each connection in
the router. (e router processes each queue in a round-robin
manner to ensure fairness between each data flow.When a line
is idle, the router scans all queues in turn and sends out the first
packet of the queue each time. When a flow’s data packets
arrive too fast, its queue will quickly fill up, and new data
packets belonging to this flow will be discarded [37].

With the FQ algorithm, it is impossible for each data
stream to sacrifice other data streams and occupy more
resources. In addition, it separates data streams so that data
streams that do not comply with the congestion control
mechanism will not affect other streams. So, it provides
fairness without sacrificing statistical reuse.

4. Performance Evaluation

4.1. Experimental Design. In order to study the performance
of six queue management algorithms when an MPTCP-
enabled multihomed network suffers from LDDoS attacks,
we develop a basic double dumbbell simulation topology
with reasonable LDDoS attack traffic in NS-2 [38], as shown
in Figure 3.

(e router R1,1 on path A is connected to five edge nodes
that send UDP attack flows, and router R1,2 is connected to
five edge nodes that receive attack flows. We set the
bandwidth between the node sending and receiving the
attack stream and its connected router to 50Mb and the
propagation delay to 25ms.(e bandwidth between R1,1 and
R1,2 and between R2,1 and R2,2 is set to 5Mb, the propagation
delay is 25ms, and the queue management algorithm uses
the DropTail algorithm. (e total simulation time is 60
seconds. LDDoS attacks usually use the UDP protocol with
constant bit rate (CBR) traffic to take a lot of bandwidth, so
all attackers will generate UDP/CBR packets and start the
attack after 2 s. (e following three parameter values are
used to describe the characteristics of LDDoS attacks [39]:

LDDoS(T, L, R) � LDDoS(100ms, 100ms, 1Mbps). (4)

Among them, T is the attack period, L is the duration of
the attack (the width of the attack pulse), and R is the strength
of the attack pulse (the attack rate). If the parameter values of
T, L, and R are set reasonably, the LDDoS traffic can reject the
bandwidth of the regular TCP stream and avoid being de-
tected by the DoS defense system. When the congestion
control mechanism is triggered, the data packet will enter the
timeout retransmission state. When an LDDoS attack occurs,
the higher the R, the greater the bandwidth loss caused.

We choose the most commonly used DropTail algorithm
in the simulation experiment to set the parameters of the best

P

100%

Lmin Lmax
Lnow

Pmax

Figure 2: Average queue length and data packet drop probability of
the RED algorithm.
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attack flow and use the parameters of LDDoS as the fixed
values in the comparison experiment. Figure 4 shows the
congestion window (cwnd) size of path A when LDDoS is
attacked andwhen it is not attacked.When an LDDoS attack is
launched (after 2 s), the cwnd size of path A drops sharply.
(is is because the LDDoS attack can use MPTCP’s RTO
mechanism to make the MPTCP sender stay in the timeout
retransmission state on path A and cannot exit. (e con-
gestion control mechanism of MPTCP is similar to that of
TCP. In order to test the congestion of the network, the cwnd
size is set to 1 at the initial slow start. As long as the sender
judges that the network is congested, it is necessary to set the
slow start threshold to half of the sender window value when
congestion occurs (but not less than 2), then reset cwnd size to
1, and return to slow start stage. After the 20 s of simulation
time in this experiment, the size of cwnd is maintained at 1.
(e network attack keeps the TCP data packet on pathA in the
timeout retransmission state, which shows that the LDDoS
attack has achieved the best attack effect.(is confirms that the
DropTail algorithm, which is analyzed later, has a throughput
of 0 for the normal TCP data flow on path A after the 20 s.

4.2. SimulationAnalysis. Based on theMPTCP network, this
paper analyzes and compares the defense capabilities of six
classic network queue management algorithms such as
DropTail, RED, FRED, REM, BLUE, and FQ when they are
attacked by LDDoS. During the simulation, we test and
analyze the performance of the throughput, end-to-end
delay, and packet loss rate.

4.2.1. Comparison of the 0roughput Performance.
(roughput is the amount of successfully transmitted data
per unit time. We measure the throughput between the
sender and receiver when the MPTCP-enabled multihomed

network is attacked by LDDoS. Figure 5 shows the com-
parison of the throughput performance of the MPTCP
network transmission system using six queue management
algorithms in a 60 s simulation time. For the convenience of
observation, we plot the comparison of throughput per-
formance when the LDDoS attack reaches stability, that is,
after 20 s. Figure 6 tests the throughput of the MPTCP
network transmission system (including path A and path B).
Figure 7 tests the throughput of path A attacked by LDDoS.

We can see that when path A is attacked by LDDoS, using
the DropTail algorithm and the BLUE algorithm will lose the
data transmission capability of the normal TCP stream after the
20 s. In addition, regardless of the single path or the entire
transmission system, the FRED algorithm has the best
throughput performance. (is is because RED predicts con-
gestion in advance bymonitoring changes in the average length
of the buffer queue so that data transmission nodes can control
traffic speed through their own congestion control, thus
avoiding low link utilization due to long periods of full queues.
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Attack 3

Attack 5

Null 1

Null 2

Null 3

Null 5

Null 4

R1,1 R1,2

... ......
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... ......
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Figure 3: A basic dual-dumbbell simulation topology with LDDoS attacks.
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Figure 4:(e congestion window size of path A with or without an
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In the MPTCP-enable multihomed networks, different
queue management algorithms have different throughput
performances when subjected to LDDoS attacks. We find
that if the queue management algorithm cannot distinguish
between different types of data streams, it is very likely that
bad-behaving data streams will occupy a large number of
data streams. From this, it can be seen that the queue
management algorithm can improve the defense ability in
the case of network attacks when considering the fairness of
different types of data streams sharing bandwidth, which
shows higher throughput performance. However, the RED

algorithm fails to consider that the data streams on the
network are of different types when calculating the packet
loss probability, which leads to unfair sharing of bandwidth
among various connections and affects network perfor-
mance. (e FRED algorithm improves the fairness of the
RED algorithm. It makes different marking packet decisions
by accounting for each active stream, thereby improving the
fairness of different streams sharing bandwidth. When data
streams with different competition capabilities compete for
limited bandwidth, fairness ensures that the throughput
performance of less competitive data streams will not suffer
great damage, but a part of the transmission capacity is
maintained. In addition, the FQ algorithm is slightly worse
than FRED in throughput performance, but compared with
the other four algorithms, because the fairness between
different flows is also considered, when the network is under
LDDoS attacks, it also retains a part of the throughput
performance. (e DropTail algorithm, as a typical passive
queue management algorithm, cannot avoid network con-
gestion in advance. When a sudden attack flow is en-
countered, the queue of the router will always be in a full
state, a large number of TCP data flows will jointly slow
down the sending rate to reduce congestion, and the utili-
zation rate of the network will decrease accordingly. (e
REM algorithm and the BLUE algorithm also do not con-
sider the fairness of different data streams sharing band-
width, so when the number of router connections suddenly
changes drastically, it will lead to poor throughput.

In the MPTCP-enabled multihomed networks, different
queue management algorithms have different throughput
performance when subjected to LDDoS attacks. If the queue
management algorithm cannot distinguish between different
types of data streams, it is very likely that bad-behaving data
streams will occupy a lot of bandwidth. It can be seen that
the queue management algorithm, when considering the
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Figure 6: Comparison of the throughput performance of different
queue management algorithms after 20 s.
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Figure 7: Comparison of the throughput performance of different
queue management algorithms on path A after 20 s.
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Figure 5: Comparison of the throughput performance of different
queue management algorithms.
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fairness of different types of data streams sharing bandwidth,
can improve the defense capability in the event of network
attacks, which is manifested in higher throughput
performance.

4.2.2. Comparison of the End-to-End Delay Performance.
(e end-to-end delay is the time required for a message or
packet to be transmitted from one end of a network to
another. It includes transmission delay, propagation delay,
processing delay, and queuing delay. We test the delay of
TCP data flow on path A. Figure 8 shows the comparison of
the delay performance of the six queue management algo-
rithms when the network is under LDDoS attacks. We
mainly observe and analyze the comparison of delay per-
formance when the network attack reaches a stable state
(20 s).

From Figure 8, the delay performance of the RED al-
gorithm is the best and the FRED performance is second.
(e RED algorithm can control the flow rate through its own
congestion control, thereby avoiding the long delay time
caused by the data receiving node due to the full queue state
for a long time. (e FRED algorithm considers the fairness
issue more than the RED algorithm. It needs to record the
active flow in the entire cache queue and maintain its
corresponding flow state, which causes the router to be
overloaded and increases the computational overhead.
(erefore, in terms of delay performance, the FRED algo-
rithm is slightly worse than the RED algorithm. (e
DropTail algorithm only sends a congestion signal to the
router or the sender when the queue is full, resulting in
prolonged queuing time of data packets in the queue and
increased end-to-end delay. In addition, from Figure 8, we
find that the time delay data of the DropTail algorithm
disappear after 25 s. (is is because the TCP stream on path
A has been severely attacked by LDDoS and has been in a
timeout retransmission state, so the delay of this type of data
stream cannot be calculated. Although the BLUE algorithm
adjusts the sending speed of data packets when the queue
overflows in the router, when the router is attacked by a
network such as LDDoS, the set parameters will become
invalid. (e delay of the REM algorithm shows obvious
fluctuations because the algorithm’s operating mechanism is
tomatch the data packet arrival rate with the link bandwidth.
When subjected to periodic LDDoS attacks, the data packet
transmission rate will also change accordingly. We find that
the delay of the FQ algorithm is in the middle of the delay of
these six algorithms and presents a horizontal straight line.
(is is consistent with its design philosophy of ensuring
fairness between each flow and allowing routers to process
each queue in a polling manner.

In the MPTCP-enabled multihomed network, different
queue management algorithms have different delay per-
formances when subjected to LDDoS attacks. (e queue
management algorithm can adjust the flow rate by opti-
mizing the congestion control mechanism and avoiding the
long delay time caused by the long-time full queue state of
the data receiving node, thereby improving the defense
ability in the case of network attacks.

4.2.3. Comparison of the Packet Loss Rate Performance.
(e packet loss rate refers to the ratio of the number of data
packets lost in the test to the data group sent. We test the
packet loss of TCP data flow on path A. Table 1 shows the
detailed data of the total number of packets, the number of
lost packets, and the packet loss rate of the six queue
management algorithms when the network is under LDDoS
attacks. It can be seen from Figure 9 that the FQ algorithm
has no packet loss during the entire data transmission
process. (e packet loss rates of the FRED, DropTail, BLUE,
and REM algorithms are 0.02%, 2.68%, 3.15%, and 4.22%,
respectively.(e packet loss rate of RED is the highest, with a
packet loss rate of 5.23%.

In a network environment, it is entirely possible that an
application does not use the TCP protocol. (e LDDoS
attack flow can bypass the end-to-end congestion control
mechanism and send its own data packets to the router
arbitrarily, causing normal application data packets to be
discarded. (e FQ algorithm solves this problem. In the FQ
algorithm, the router has a queue for each output line. (e
router processes packets in a “polling” manner to ensure
fairness between each flow. (erefore, the packet loss rate
using the FQ algorithm is low. However, when data packets
of a flow arrive too fast, its queue will quickly fill up, and
new data packets belonging to this flow will also be dis-
carded. Although the RED algorithm proposes a method to
deal with sudden data flow, it uses an exponentially
weighted moving average algorithm to make the average
queue length change relatively slowly, but because the
algorithm has the disadvantage of parameter sensitivity, the
parameters (such as the maximum threshold Lmax) cannot
be modified in time, resulting in a large number of packets
being discarded. Compared with the RED algorithm, the
FRED algorithm recalculates the average queue length in
the buffer when the packet arrives and leaves. It can more
timely and accurately reflect the queue changes and modify
the parameters, so the packet loss rate is very low. We find
that when DropTail, BLUE, and REM algorithms are
attacked by LDDoS and other network attacks, more data
packets will be discarded by the queue, which reduces the
efficiency of the network.

It can be seen that when it is subjected to network
attacks such as LDDoS, the queue management algorithm
should have the ability to adjust parameters in a timely
and accurate manner so as to effectively ensure the
transmission of normal TCP data streams. In addition,
improving the fairness of the algorithm can also reduce
the packet loss rate and show better transmission
performance.

(e results show that in the MPTCP-enabled multi-
homed networks, different queue management algorithms
have different throughput, delay, and packet loss rate per-
formance when subjected to LDDoS attacks. In terms of
throughput performance, considering fairness, the FRED
algorithm has the best performance and the FQ algorithm
has the second-highest performance. In view of delay per-
formance, the RED algorithm is the best, and the perfor-
mance of FRED is slightly worse than that of RED. However,
with the development of technology, the small delay gap can
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be made up by increasing the operating speed of hardware
devices. In consideration of packet loss rate performance, the
FQ and FRED algorithms can maintain a lower packet loss
rate when subjected to network attacks of LDDoS compared
with other algorithms. (rough an overall consideration of
the three performance indicators of throughput, delay, and
packet loss rate, it is evident that the FRED algorithm has
better performance.

5. Conclusion

(is paper introduces six queue management algorithms:
DropTail, RED, FRED, REM, BLUE, and FQ. (rough
simulation experiments, we compare the performance of
different queue management algorithms in the MPTCP
network under LDDoS attack. (e results show that in the
multihost network using MPTCP, when one of the paths is
attacked by LDDoS, the other paths can still transmit
normally and the whole system will not collapse. Different
queue management algorithms have different throughput,
latency, and packet loss rates. (rough an overall consid-
eration of the three performance indicators of throughput,
delay, and packet loss rate, it is evident that the FRED al-
gorithm has better performance. By adopting an effective
queue management algorithm, the MPTCP transmission
system can enhance its robustness and defense capability,
thus improving transmission performance. In addition, our
research conclusions provide effective suggestions for the
technical improvement of the queue management algo-
rithm. In the future, the antiattack performance of the al-
gorithm should be taken into consideration when designing
and improving the queue management algorithm. An ef-
fective queue management algorithm should achieve three
aspects: (i) it can adjust the traffic speed by optimizing the
congestion control mechanism; (ii) the fairness of different
types of data streams sharing bandwidth is taken into
consideration; and (iii) it has the ability to adjust the

Table 1: Packet loss data of different queue management algorithms.

Queue management algorithm Total number of packages Number of lost packets Packet loss rate (%)

DropTail 1046 28 2.68
RED 2014 110 5.23
FRED 16012 4 0.02
BLUE 1112 35 3.15
REM 1894 80 4.22
FQ 12798 0 0.00
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Figure 9: Comparison of the packet loss rate performance of
different queue management algorithms.
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parameters of the queue management algorithm in a timely
and accurate manner, thereby effectively ensuring the
transmission performance of normal TCP data streams so as
to improve the defense capability against network attacks.
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Cryptographic primitive of timed-release encryption (TRE) enables the sender to encrypt a message which only allows the
designated receiver to decrypt after a designated time. Combined with other encryption technologies, TRE technology is applied
to a variety of scenarios, including regularly posting on the social network and online sealed bidding. Nowadays, in order to
control the decryption time while maintaining anonymity of user identities, most TRE solutions adopt a noninteractive time
server mode to periodically broadcast time trapdoors, but because these time trapdoors are generated with fixed time server’s
private key, many “ciphertexts” related to the time server’s private key that can be cryptanalyzed are generated, which poses a big
challenge to the confidentiality of the time server’s private key. To work this out, we propose a concrete scheme and a generic
scheme of security-enhanced TRE (SETRE) in the random oracle model. In our SETRE schemes, we use fixed and variable random
numbers together as the time server’s private key to generate the time trapdoors. We formalize the definition of SETRE and give a
provably secure concrete construction of SETRE. According to our experiment, the concrete scheme we proposed reduces the
computational cost by about 10.8% compared to the most efficient solution in the random oracle model but only increases the
almost negligible storage space. Meanwhile, it realizes one-time pad for the time trapdoor. To a large extent, this increases the
security of the time server’s private key. +erefore, our work enhances the security and efficiency of the TRE.

1. Introduction

Cryptographic primitive of timed-release encryption (TRE)
[1, 2] requires the sender to set a specified time for the
designative receiver to decrypt the secret message. With TRE,
the sender encrypts a message and then sends to the receiver;
before the decrypt time that the sender has set arrives, no one
can decrypt this ciphertext. With the efforts of many dis-
tinguished scholars, TRE has developed into a basic cryp-
tographic primitive, which can be combined with many other
cryptographic primitives and applied to different fields, such
as regularly posting on the social network [3, 4], edge caching
[5], and ciphertext retrieval [6, 7].

According to the latest research, the TRE constructions
have been extended from the mathematical problems
[8–28] to the physical problems [29, 30] and the block-
chain approach [31–34]. At present, a large number of TRE
constructions are based on the mathematical problems. In
practical terms, the most commonly used model is the
noninteractive time server model. In this model, for the
time server, neither the sender nor the receiver of the
message interacts with it. +e time server periodically
broadcasts the time trapdoor. +e receiver chooses the
time trapdoor corresponding to the decryption time of the
ciphertext to complete the decryption at the designated
time.
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However, in the current noninteractive TRE schemes,
many time trapdoors related to the time server’s private key
will be generated. +is will cause the attacker to have a
certain amount of pairs (time, time trapdoor). Although the
problems related to bilinear pairing are difficult to solve, the
attacker can still adopt chosen-plaintext attack (CPA) or
chosen-ciphertext attack (CCA) to attack the system, which
seriously challenges the security of the private key of the time
server. +us, in this paper, we are working on this problem
and trying to construct a solution.

1.1. Related Work. TRE was first proposed by May [2] in
1993 and then discussed in detail by Rivest et al. [1] in 1996.
Most of the previous schemes can be divided into time-lock
puzzles [1, 15, 18, 33] and agents categories. Most agent-class
schemes use the time server as the agent, which are divided
into interactive model [1, 8, 23, 24] and noninteractive
model [9–14, 16, 17, 19–22, 25, 26, 28]. +e time server
method was originally constructed based on the quadratic
residue problem [8]. After that, most of the proposed so-
lutions are based on the assumption of the difficult bilinear
pairing class problems, such as bilinear Diffie–Hellman
(BDH) assumption [9–11, 13, 19, 21, 22, 24–28], bilinear
Diffie–Hellman inversion (BDHI) assumption [12], and
bilinear Diffie–Hellman exponent (BDHE) assumption [17].

In the solutions of the noninteractive server model, the
time server’s private key is used to perform an encryption-
like operation on the hash function value of a time point T to
generate a corresponding time trapdoor. +erefore, this
model produces many pairs (plaintext, ciphertext) related to
the private key of the time server. In response to this
problem, we need to construct a new solution.

1.2. Our Contributions. We reexamine the noninteractive
time server model in which the time server’s private key is
repeatedly used, resulting in many pairs (plaintext, ci-
phertext) related to the private key of the time server. In
order to solve this problem, we construct a security-en-
hanced timed-release encryption (SETRE) solution based on
the BDH assumption.

As we all know, in the operations of encryption and
decryption, we use the private key k to encrypt the plaintext
M and get the ciphertext C � Ek(M) and use the private key
k to decrypt the ciphertext C and get the plaintext
M � Dk(C). Similarly, we let the private key s and the hash
function value H(T) of a time point T perform some op-
erations together to generate the corresponding time trap-
door ST � Es(H(T)); correspondingly, we can get
H(T) � Ds(ST). In the above statement, ST is equivalent to
the ciphertext C, and H(T) is equivalent to the plaintext M.
If the attacker has many pairs (plaintext, ciphertext), then
the security of the time server’s private key will be greatly
threatened.

Our SETRE schemes include a concrete scheme and a
generic scheme. In our SETRE, the time server will use a
random number x as the time server’s session private key
every time before publishing the time trapdoor. +is session
private key is combined with the time server’s fixed private

key to generate the time trapdoor ST � E(s,x)(H(T)) of our
SETRE. +erefore, in our SETRE schemes, the secret private
key involved in every generated time trapdoor is different.
So, we can claim that our schemes realize one-time pad for
the time trapdoor. In this case, the attacker can only get a
pair of (plaintext, ciphertext) about the time point and its
time trapdoor at most. Even if the attacker successfully
obtains the private key of the time server corresponding to a
time trapdoor, he cannot get the private key of the time
server corresponding to other time trapdoors so that the
time trapdoor cannot be generated in advance, which en-
sures that the receiver cannot decrypt in advance.

1.3. Organization. We begin by explaining what is SETRE.
In Section 2, we give some cryptographic background and
our generic public key encryption scheme. In Section 3, we
formally define our SETRE and its simulation security game
model. In Section 4, we present the concrete construction of
SETRE and give its provably secure proof and the efficiency
analysis. In Section 5, we provide the formal definition and
construction of the generic SETRE and give its security
analysis and efficiency analysis. Finally, we give the con-
clusion and future work.

2. Preliminary

We give a brief review of the bilinear pairing property, BDH
assumption, and our generic public key encryption scheme
that needs to be known in this section.

2.1. Properties of BilinearPairings. We give a form of bilinear
pairings and their properties as described below.

Definition 1. Let G1 be an elliptic curve discrete logarithm
problem (ECDLP) additive group over a finite field, G2 be a
discrete logarithm problem (DLP) multiplicative group over
a finite field, and the order of G1, G2 be a prime number q.
+e mapping e: G1 × G2⟶ G2 is a bilinear pairing map-
ping if e satisfies

(1) Bilinear property: given any P, Q, R ∈ G1, the fol-
lowing operations hold:

e(P + Q, R) � e(P, R)e(Q, R),

e(P, Q + R) � e(P, Q)e(P, R).
(1)

(2) Nondegeneracy: suppose that the generator of group
G1 is P, then the generator of group G2 is e(P, P).

(3) Computability: given any two elements P, Q ∈ G1,
there must be an effective algorithm for calculating
e(P, Q).

2.2. BDH Assumption. Many cryptographic schemes are
based on various difficult assumptions related to bilinear
pairs, such as the (D)BDH assumption, (D)BDHI as-
sumption, and (D)BDHE assumption [35, 36]. We now give
the definition of the BDH assumption used in our SETRE
schemes as follows.
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Definition 2. Let G1 be an ECDLP additive group over a
finite field, P be the generator of G1, G2 be a DLP multi-
plicative group over a finite field, and the order of G1, G2 be a
prime number q. Given P, aP, bP, cP ∈ G∗1 (a, b, and c are
evenly distributed in Z∗q ), calculate e(P, P)abc ∈ G∗2 . If
Pr[A(P, aP, bP, cP) � e(P, P)abc]≥E, then the advantage of
the adversaryA to solve the BDH assumption is E, and E is
negligible.

2.3.General PublicKeyEncryption Scheme. We simplify and
abstract public key encryption (which has a certain
characteristic) and only keep three phases which are
initialization, encryption, and decryption; then, the
general public key encryption (GPKE) scheme can be
obtained.

Definition 3. EGPKE � (Setup,Enc,Dec) is the public key
encryption algorithm, where

Setup: generates system public parameters and the
user’s public key and private key pairs (upk, usk) �

(uP, u) in which u ∈ Z∗q , P ∈ G1 is a generator of G1,
and G1 is an additive group
Enc: uses the user’s public key uP to encrypt the
plaintext to get the ciphertext CGPKE � Enc(M, uP)

Dec: uses the user’s private key u to decrypt the ci-
phertext to get the plaintext M � Dec(CGPKE, u)

3. SETRE: Definitions

Suppose Bob is a social network user, and he wants to upload
documents scheduled to be published regularly to the social
network platform in advance so that he can pay attention to
other things without worrying about this matter. And Bob
does not want the social network platform to know in ad-
vance what he wants to publish. In this application scenario,
Bob can use our SETRE solution to solve this problem se-
curely and efficiently. Bob sends the following ciphertext of
the document in advance with the designated decryption
time:

C � Enc M, tspub, tsspub, upk, r, T , (2)

where M is one of the documents planned to be released at a
designated time point in the future, tspub and tsspub are the
time server’s fixed public key and session public key, re-
spectively, upk is the receiver’s public key, r is a random
number as a factor of freshness, and T is the designated
decryption time. +e social network platform can obtain the
ciphertext of the document in advance but can only decrypt
it in the future after the predetermined decryption time has
arrived. We call such a cryptographic scheme noninteractive
SETRE.

Definition 4. Our noninteractive concrete SETRE scheme
includes three entities which are time server, sender, and
receiver and polynomial-time randomized algorithm 7
tuples ESETRE � (Setup,TS KeyGen, User KeyGen,Enc,
ST Rel, ST Rel,Dec), where

Setup: generates a public parameter params from a
security parameter
TS KeyGen: calculates and generates the fixed public/
private key pair (tspub, tspriv) and the session public/
private key pair (tsspub, tsspriv) of the time server
User KeyGen: calculates and generates the public/
private key pair (upk, usk) of the system user
Enc: calculates the ciphertext C of the plaintext M, by
using the public keys tspub, tsspub, and upk, and a
designated decryption time point T

ST Rel: calculates a time server’s time trapdoor ST, by
using the time server’s fixed private key tspriv, a des-
ignated decryption time point T, and its corresponding
session private key tsspriv

UT Rel: calculates a user’s time trapdoor UT, by using
the receiver’s private key usk and a designated de-
cryption time point T

Dec: calculates a plaintext M, by using a ciphertext C,
the time server’s time trapdoor ST, and the receiver’s
time trapdoor UT; or outputs a “reject” message

We use the simulation security game between the ad-
versary A and the challenger B to formally define the se-
curity against the active adversary A. +e specific formal
definition is as follows:

Preparation: public parameters are generated by the
system.

Initialization: a pair of designated decryption time
points T∗0 and T∗1 to be challenged is selected by the
adversary A.

Setup: the public parameters params and public keys
upk, tspub, and tsspub are generated by the challengerB
and sent to the adversary A.
Phase 1: the adversary A performs m queries of
q1, q2, . . . , qm, where query qi is one of the following:

(1) At any time point, the adversary A can perform
queries of the random oracles H1 and H2. In re-
sponse to H1 and H2 queries, the challenger B

keeps two lists of H1-list and H2-list.
(2) Time trapdoor queries: time trapdoor query STi

and
UTi

of Ti where Ti ∉ T∗0 , T∗1 . +e challenger B

responds by running algorithm ST Rel and UT Rel
to generate the time trapdoors STi

and UTi
corre-

sponding to the designated decryption time point
Ti. +e challenger B then sends STi

and UTi
to the

adversary A.
(3) Decryption queries: decryption query (Ci, Ti) for

the designated decryption time point Ti. To decrypt
the ciphertext (Ci, Ti), B runs algorithm Dec and
uses the time trapdoors STi

and UTi
. +e challenger

B then sends the decrypted plaintext M to the
adversary A.

+ese queries can be adaptive, which means that the
response of qi can be determined based on the re-
sponses of q1, q2, . . . , qi− 1 previously queried.
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Challenge: a pair of designated decryption time points
T∗0 and T∗1 to be challenged is selected by the adversary
A. +e challengerB selects a random bit ♭ ∈ 0, 1{ }, sets
the ciphertext to be (C∗♭ , T∗♭ ), and then sends the
challenge ciphertext (C∗♭ , T∗♭ ) to A.
Phase 2: the adversary A performs other queries of
qm+1, . . . , qnum, and the challenger B responds as
shown in Phase 1.
Guess: in the end, the adversary A outputs a guess of
♭′ ∈ 0, 1{ }. If ♭ � ♭′, thenAwins the simulation security
game.

We call such an adversaryA an IND-sT-CCA adversary,
and we can formally define the advantages of A attack our
concrete SETRE scheme E as

AdvCCAE,A � Pr ♭ � ♭′  −
1
2




. (3)

Definition 5. Our concrete SETRE scheme E is said to be
(t, qH2

, qT, qC, ε)-selective designated decryption time, adap-
tive chosen-ciphertext secure if for any t-time IND-sT-CCA
adversary A that performs at most qH2

H2 queries, qT chosen
designated decryption trapdoor queries, and qC chosen de-
cryption queries, we have that AdvCCAE,A < ε. In other words, we
call that E is (t, qH2

, qT, qC, ε) IND-sT-CCA secure.
We define our concrete SETRE scheme E to be IND-sT-

CPA secure by simply disallowing the adversary A to
perform decryption queries in the simulation security game
described above.

Definition 6. Our concrete SETRE scheme E is said to be
(t, qT, ε)-selective designated decryption time, adaptive cho-
sen-plaintext secure ifE is (t, qH2

, qT, 0, ε)-selective designated
decryption time, chosen-ciphertext secure. In other words, we
call that E is (t, qH2

, qT, ε) IND-sT-CPA secure.

4. Concrete Scheme of SETRE

We will attempt to propose a concrete scheme of SETRE
based on the BDH assumption in the random oracle model.

4.1. Construction. +e server-passive, scalable, user-anon-
ymous TRE scheme proposed by Black and Chan (abbre-
viated as BC-TRE) laid the foundation of TRE. We now
describe the concrete SETRE construction scheme. +e
scheme includes the following algorithm 7 tuples:

Setup: generates a public parameter
params � G1, G2, q, e, P, H1, H2, n  from a security
parameter k, where G1 is an ECDLP additive group
over a finite field, G2 is a DLP multiplicative group over
a finite field, and the order of G1, G2 is a prime number

q, e: G1 × G1⟶ G2 is a bilinear mapping that satisfies
Definition 1, P ∈ G∗1 is the generator of additive group
G1, and H1: 0, 1{ }∗ ⟶ G1 and H2: G2⟶ 0, 1{ }n (n is
the length of the plaintext) are hash functions.
TS-KeyGen: the time server selects a random number
s ∈ Z∗q as the private key tspriv � s ∈ Z∗q of the time server
and then calculates and generates the time server’s public
key tspub � sP. Similarly, the time server selects a random
number set as the session private key set
TSspriv � x1, x2, . . . , xl  ∈ Z∗q of the time server and
then calculates and generates the corresponding time
server’s session public key set TSspub �

x1P, x2P, . . . , xlP  ∈ G∗1 in which l ≈ 175200 if we as-
sume that a time trapdoor needs to be generated every half
an hour and meet the demand for 10 consecutive years.
User-KeyGen: a user selects a random number u ∈ Z∗q
as its private key usk � u ∈ Z∗q and then calculates and
generates the system user’s public key upk � uP.
Enc: the sender uses the public key upkr � uP of the
receiver, the public key tspub � sP of the time server, a
designated decryption time point T ∈ 0, 1{ }∗, and the
time server’s session public key tsspub � xP corre-
sponding to the designated decryption time point
T ∈ 0, 1{ }∗ to encrypt the plaintext M as the following
operations:

(1) Selects a random number r ∈ Z∗q and calculates
U � rP

(2) Calculates Spub � upk + tspub + tsspub � uP + sP +

xP � (u + s + x)P

(3) Calculates K � e(Spub, rH1(T)) � e(P, H1
(T))r(u+s+x)

(4) Outputs the ciphertext C

C � 〈U, V〉 �〈rP, M⊕H2(K)〉. (4)

TS-Rel: the time server takes its own fixed private key
tspriv � s and the session private key tsspriv � x of the
current release time T and produces the time server’s
time trapdoor ST � (s + x)H1(T).
UT_Rel: the receiver takes the private key usk � u of his
own and the current designated decryption time T and
produces the user’s time trapdoor UT � uH1(T).
Dec: the receiver uses the time trapdoors ST andUT of the
designated decryption time point T ∈ 0, 1{ }∗ to decrypt
the ciphertext C � 〈U, V〉 as the following operations:

(1) Calculates K′ � e(U, ST + UT)

(2) Calculates V⊕H2(K′) to recover the corre-
sponding plaintext M

Suppose C is the valid ciphertext; then, we have U � rP

and V � M⊕H2(K). We can verify the correctness of the
decryption as described in the following:
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K′ � e UT + ST, U( 

� e uH1(T) +(s + x)H1(T), rP( 

� e (u + s + x)H1(T), rP( 

� e H1(T), P( 
r(u+s+x)

� K,

V⊕H2 K′(  � V⊕H2(K)

� M⊕H2(K)⊕H2(K)

� M.

(5)

4.2. Security of the Scheme. We give the proof that our
SETRE scheme is noninteractive and semantically secure
against CPA in the random oracle model, supposing that the
BDH assumption is true [37].

Theorem 1. Suppose that there is an adversary A who can
break our SETRE scheme with the advantage of ϵ; then, a
challenger B, who can overcome the BDH problem with
probability at least ε′ � ε/eqTqH2

, is constructed, where e is
the natural logarithm’s base and qT and qH2

are the maxi-
mum number of times we assume the adversary A can query
the time trapdoor and H2 hash operation.

Proof. Let A denote an adversary who has advantage ϵ to
break the SETRE. Assume that A performs no more than
qH2

hash operation queries to H2, no more than qT user
trapdoors, and the time server trapdoor queries, where qT

and qH2
are positive. Let B denote a challenger who

overcomes the BDH problem with probability no less than
ε′ � ε/eqH2

qT.+erefore, if the BDH assumption holds inG1,
then we can ignore ε′; furthermore, the advantage of A to
break the SETRE can be ignored. And B, who simulates as
the challenger, will interact with adversary A as follows:

Preparation: let G1 be an ECDLP additive group over a
finite field, G2 be a DLP multiplicative group over a
finite field, the order of G1, G2 be a prime number q,
e: G1 × G1⟶ G2 be a bilinear mapping that satisfies
Definition 1, and P ∈ G∗1 be the generator of additive
group G1. Give the challenger B the public parameter
P, P1 � aP � uP + sP + xP, P2 � bP, and
P3 � cP ∈ G1; the goal of B is to calculate the value of
v � e(P, P)abc ∈ G2, where a, b, c ∈ Z∗q .
Initialization: the adversary A outputs a pair of des-
ignated decryption time points T∗0 and T∗1 to be
challenged.
Setup: the challenger B gives A the public keys
upkr � uP, tspub � sP, and tsspub � xP.
Phase 1: the adversaryA initiates 1, . . . , m queries, and
B gives the response, respectively, where for the i-th
query, B’s response is described as follows:

(1) H1 and H2 queries: every point in time, the ad-
versary A can perform queries of the random
oracles H1 and H2. In response to H1 queries, the
challenger B keeps a list of quadruples
〈Tj, hj, mj, nj〉, which we will call it the H1-list and
is initially set to be empty. IfA performs a query of
H1 at a time point Ti ∈ 0, 1{ }∗, then B gives the
response as follows:

① If the query about Ti has been made before, thenB
takes H1(Ti) � hi ∈ G1 as its response.

② If not, B chooses a new random bit ni ∈ 0, 1{ } to
satisfy Pr[ni � 0] � 1/(qs + 1).

③ B takes a random number mi ∈ Zp.
If ni � 0 holds, B calculates

hi←P2 + mi · P ∈ G1.
If ni � 1 holds, B calculates hi←mi · P ∈ G1.

④ B adds the quadruple 〈Ti, hi, mi, ni〉 to the
H1-list and takes H1(Ti) � hi ∈ G1 as its response
to A.
In the same way,A can perform a query to H2 at

any point in time. +e H2-list is initially set to be
empty. B gives the response to the query on
H2(Ki) by selecting a new random Vi ∈ 0, 1{ }log2 p

as the value of H2(Ki) for every new Ki and adding
the tuple (Ki, Vi) to H2-list. If H2-list already
contains (Ki, Vi), then B takes (Ki, Vi) from
H2-list and returns it to A as the response value.

(2) Time trapdoor queries: if the adversaryA performs
queries of the time trapdoor at a time point
Ti ∉ T∗0 , T∗1 , then the challenger B gives the re-
sponse as follows:

① B runs the above H1 query algorithm and obtains
H1(Ti) � hi ∈ G1 and makes 〈Ti, hi, mi, ni〉 as the
corresponding entry in H1-list.

② If ni � 0, then B aborts the simulation security
game and admits failure.

③ If ni � 1, we obtain hi � mi · P ∈ G1. Let Tui
� mi ·

upkr and TTi
� mi · (tspub + tsspub); then, we can

transform them to get Tui
� uH1(Ti) and

TTi
� (s + xi)H1(Ti). +erefore, Tui

is the correct
and legal user time trapdoor of Ti, and TTi

is the
correct and legal time server trapdoor of Ti.B gives
Tui

and TTi
to A.

Challenge: the adversary A selects a pair of designated
decryption time points (T∗0 , T∗1 ) to be challenged. +e
challenger B produces the challenge ciphertext as
follows:

① +e challenger B runs the above H1 query algo-
rithm twice to obtain h∗0 and h∗1 ∈ G1 which satisfy
H1(T∗0 ) � h∗0 and H1(T1) � h∗1 .

② For i � 0, 1, we let 〈T∗0 , h∗0 , m∗0 , n∗0〉 and
〈T∗1 , h∗1 , m∗1 , n∗1〉 to be the corresponding tuples on
the H1-list. If n0′ � n1′ � 1, then the challenger B

aborts the simulation security game and admits
failure.
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③ Obviously, at least one of n∗0 and n∗1 must be equal to
zero. B randomly takes ♭ ∈ 0, 1{ } such that n♭ � 0.

④ B takes the challenge ciphertext C∗♭ � [P3, J] for
random J ∈ 0, 1{ }log2 p as its response. Obviously,
this challenge implicitly defines H2(e(H1(T∗♭ ), c ·

upkr) · e(H1
(T∗♭ ), c · tspub) · e(H1(T∗♭ ), c · tsspub♭)) � J. +at is to
say,

J � H2 e cH1 T
∗
♭( , upkr + tspub + tsspub♭  

� H2 e P2 + m
∗
♭P, u + s + x♭( P( 

c
( 

� H2 e(P, P)
c u+s+x♭( ) b+m∗♭( ) .

(6)

It can be seen that C∗♭ is the corresponding valid and
real ciphertext for T∗♭ .

Phase 2: the adversary A performs other queries of
qm+1, . . . , qnum, and the challenger B responds as
shown in Phase 1.
Guess: in the end, the adversary A outputs a guess of
♭′ ∈ 0, 1{ } to indicate whether the challenge ciphertext
C∗♭ is a valid ciphertext for Enc(upkr, tspub, tsspub0, T∗0 )

or Enc(upkr, tspub, tsspub1, T∗1 ). Now, the challenger B
randomly selects a tuple (Kj, Vj) from the H2-list and
outputs K/e(upkr, tspub, tsspub♭, P3)

m∗♭ as a guess of
e(P, P)abc. If A has ever inquired about one of
H2(e(cH1(T∗0 ), upkr + tspub + tsspub0)) or H2(e (cH1
(T∗1 ), upkr + tspub + tsspub1)), the H2-list has a proba-
bility of 1/2 that contains (Kj, Vj), Kj � H2
(e(cH1(T∗♭ ), upkr + tspub+ tsspub♭) � H2 (e(P,

P)c(u+s+x♭)(b+m∗♭ ))). If B takes this tuple (Kj, Vj) from
the H2-list, then K/e(upkr, tspub +tsspub♭,P3

)m∗♭� e(P,

P)abc.

+e whole security simulation game is completed here.
Next, we calculate the value of ϵ′ which is the lowest
probability ofB correctly outputting e(P, P)abc. It is easy to
know that the premise that it can correctly output its guess
value of e(P, P)abc is that the game can continue to the
guessing stage without terminating the game in the middle.
Now, we analyze the possibility that B does not terminate
the game while the game is in progress. For this purpose, we
first give the definition of the following events:

E0: in the stage when the adversaryA performs queries
of the time trapdoor, the challenger B does not ter-
minate the simulation security game
E1: in the challenge stage, the challenger B does not
terminate the simulation security game

We first state that, as in [38], events E1 and E2 occur
with a high enough probability. Next, we give the following
three claims.

Claim 1 : in the stage when the adversary A per-
forms queries of the time trapdoor, the probability
that the challenger B does not terminate the sim-
ulation security game is 1/e at least. +us,
Pr[E0]≥ 1/e. □

Proof. When the adversaryA queries for the time trapdoor
of time points, for the sake of generality, we suppose thatA
does not query the same time trapdoor twice. A trapdoor
(the user’s time trapdoor or the time server’s time trap-
door) query causes B to terminate the simulation security
game with a probability of 1/(qT + 1); therefore, a trapdoor
query does not cause B to terminate the game with a
probability of (1 − 1/(qT + 1)). In addition, since the
maximum number of timesA can query the time trapdoor
is qT, the probability that the simulation security game will
not be terminated after qT queries is (1 − 1/(qT + 1))qT ≥ 1/e
at least.

Claim 2: in the challenge stage, the probability that the
challenger B does not terminate the simulation se-
curity game is 1/qT at least. +us, Pr[E1]≥ 1/qT. □

Proof. If the adversary A can generate T∗0 , T∗1 with the
property n∗0 � n∗1 � 1, then the challenger B will terminate
the simulation security game during the challenge stage.
SinceA has not queried for the trapdoor for T∗0 , T∗1 , we have
that n∗0 , n∗1 are independent of A. +erefore, Pr[n∗♭ � 0] �

1/(qT + 1) for ♭ � 0, 1, and then we have that
Pr[n∗0 � n∗1 � 1] � (1 − 1/(qT + 1))2 ≤ 1 − 1/qT. +erefore,
there is a probability of at least 1/qT that B does not ter-
minate the game.

Since the adversary A is not allowed to query the time
trapdoor of the designated decryption time T0, T1
during the game, the eventsE0 andE1 are independent
of each other, so we can get Pr[E0 ∩E1]≥ 1/eqT.
Assume that the adversary A has acquired the public
keys upkr � uP, tspub � sP, and tsspub � xP in the ac-
tual attack game. +e adversary A selects a pair of
designated decryption time points (T∗0 , T∗1 ) to be
challenged. +e challenger B produces the challenge
ciphertext C∗♭ � [P3, J] as a response. +erefore, we
have the following Claim 3.
Claim 3: in the actual attack game, the adversaryA has
at least the probability of ϵ to perform an H2 query for
one of H2(e(cH1(T∗0 ), upkr + tspub + tsspub0)),
H2(e(cH1(T∗1 ), upkr + tspub + tsspub1)).
Before giving the proof, we first give the definition of
the following events:

E2: in the actual attack game,A does not query either
H2(e(cH1(T∗0 ), upkr + tspub + tsspub0)) or H2(e(cH1
(T∗1 ), upkr + tspub + tsspub1))

E3: in the guess stage, A outputs the guess ♭′ of ♭
satisfying ♭ � ♭′ □

Proof. When E2 occurs, it is obvious that the bit ♭ ∈ 0, 1{ }

indicates whether C∗♭ is the challenge ciphertext corre-
sponding to the designated decryption time, which has
nothing to do with A’s knowledge. +us, the probability of
Pr[E3] is 1/2 at most. In the real attack game, becauseA has
the advantage of ϵ, we have |Pr[E3] − 1/2|≥ ε and
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Pr[¬E2]≥ 2ε. Now, we give the specific argument for the
truth of Pr[¬E2]≥ 2ε as follows:

Pr E3  � Pr E3|E2 Pr E2  + Pr E3|¬E2 Pr ¬E2 

≤Pr E3|E2 Pr E2  + Pr ¬E2 

≤
1
2
Pr E2  + Pr ¬E2 

≤
1
2

+
1
2
Pr ¬E2 Pr E3 

≥Pr E3|E2 Pr E2 

≥
1
2
Pr E2 ≥

1
2

−
1
2
Pr ¬E2 .

(7)

From the above two formulas, we know that
ϵ≤ |Pr[E3] − (1/2)|≤ (1/2)Pr[¬E2]. +us, we have
Pr[¬E2]≥ 2ε in the actual attack game.
If the challenger B does not terminate the game, it
means that, in the process of simulating the actual
attack game, the adversary A has queried one of
H2(e(cH1(T∗0 ), upkr + tspub + tsspub0)), H2(e(cH1
(T∗1 ), upkr + tspub + tsspub1)). +us, Pr[¬E2]≥ 2ϵ.
Claim 4: the probability that the challenger B can
solve the BDH problem successfully in the guess stage is
ϵ/qH2

. □

Proof. Assuming the event of Claim 3 occurs, the value of
one of the two cases of e(cH1(T∗♭ ), upkr + tspub + tsspub♭)

will be stored in theH2-list. Consequently, in the guess stage,
the challengerB has at least the probability of 1/qH2

to select
the correct pair from the H2-list. +erefore, on the premise
that B does not terminate the simulation game, the pos-
sibility that B can successfully solve the BDH problem is
ϵ/(qH2

).
According to Claims 1 and 2, during the simulation

game, the probability that the challenger B will not ter-
minate the game is at least 1/eqT. And according to Claim 4,
if B does not terminate the simulation security game, the
probability that B can successfully solve the BDH problem
is ϵ/qH2

. +erefore, through the security simulation game of
the aforementioned adversary A and challenger B, the
possibility of successfully solving the BDH problem is
ε/eqTqH2

. +us, +eorem 1 is proved. □

4.3. Efficiency Analysis. We contrast between our SETRE
scheme and two representative noninteractive time server
TRE schemes: the classic BC-TRE scheme put forward by
Blake and Chan [9] and the AnTRE scheme, which has
highest efficiency up till now, put forward by Chalkias et al.
[12].

We let BP be a notation of the bilinear pairing op-
eration, PAec and PMec be a notation of point addition and
point multiplication operations in G1 separately. Let Expec

be a notation of the exponentiation operation in G2 and
Inv be a notation of the modular inverse operation in Z∗q .
Let H1 represent a hash function operation that maps
binary strings of any length to an element in group G1, H2
represent the hash function operation that maps an ele-
ment in group G2 to a string of log

q
2 length 0 and 1, and H3

represent the hash function operation of mapping a binary
string of any length to an element of Z∗q . Based on the
MIRACL large integer library, we program and imple-
ment the basic operations described above, in which the
relevant parameters are set as follows: the elliptic curve is a
supersingular elliptic curve E: y � x3 + 1 mod p on the
finite field Fp (p is a 512-bit large prime number), and its
prime order q is a 160-bit prime number; the bilinear map
uses the Tate pairing algorithm to map the aforemen-
tioned discrete logarithm subgroup on the elliptic curve to
the discrete logarithm subgroup on Fp2 . +e configuration
of the running environment is as follows: Intel(R) Cor-
e(TM) i5-4210M @ 2.60 GHz microprocessors, 64 bit and
8 GB memory, Microsoft Visual Studio 2010. 987654321 is
the seed that generates the associated random numbers.
We take the calculation time of Expec as the basic unit so
that the calculation results are not related to the specific
computer performance. We then calculate and record the
ratio of the calculation time of each related basic oper-
ation in these schemes to the calculation time of Expec, as
shown in Table 1.

In our SETRE scheme, the TS-Rel stage requires one
PMec and one H1 to calculate ST � (s + x)H1(T), and the
total calculation cost of the TS-Rel stage is 1.003. +e Enc
stage requires one PMec for rP, two PAec for Spub, one H1,
one PMec, and one BP for e(rH1(T), Spub), and one H2 for
H2(K), and the total calculation cost of the Enc stage is
5.875. +e Dec stage requires one H1, one PMec, one PAec,
and one BP for K′ � e(U, ST + uH1(T)) and one H2 for
M⊕H2(K), and the total calculation cost of the Dec stage
is 4.868. We sum up the calculation cost of the schemes of
BC-TRE, AnTRE, and our SETRE as shown in Table 2. It
should be pointed out that the hash functions H1 and H2
in the scheme of AnTRE are approximately equivalent to
H3 in Table 1, and the hash functions H3 and H4 in the
scheme of AnTRE are approximately equivalent to H2 in
Table 1.

Table 2 shows that our SETRE scheme has improved by
32.4% and 10.8%, respectively, compared with the schemes
of BC-TRE andAnTRE. In addition, in the aspect of security,

Table 1: Calculation cost of related basic operations relative to the
Expec operation.

Related basic operations Notation Relative cost
Bilinear pairing BP 3.4457
Point addition in G1 PAec 0.0072
Point multiplication in G1 PMec 1
Exponentiation in G2 Expec 0.3220
Modular inverse in Z∗q Inv 0.0030
Hash function: 0, 1{ }∗ ⟶ G1 H1 0.3368
Hash function: G1⟶ 0, 1{ }log

q

2 H2 0.0782
Hash function: 0, 1{ }∗ ⟶ Z∗q H3 0.0030
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our SETRE scheme realizes one-time pad for the time
trapdoor. +erefore, compared with the previous schemes,
our SETRE greatly improves the security of the time server’s
private key. In terms of storage, we need 160 bits of storage
space for each private key of the time server and 1024 bits for
each public key of the time server. +erefore, if it is assumed
that the time server broadcasts a time trapdoor every half an
hour and needs to store the session time server private key
and public key for 10 years, then the additional storage space
required by our scheme is 24∗ 2∗ 365∗10∗ (1024 + 160)
bit ≈ 24.7MB, which only adds almost negligible storage
burden to the time server.

5. Generic Scheme of SETRE

We will attempt to propose a generic scheme of SETRE
based on GPKE and call it generic SETRE, abbreviated as
GSETRE.

5.1. Formal Definition. We now formalize the definition of
our GSETRE scheme.

Definition 7. Our GSETRE scheme includes three entities
which are time server, sender, and receiver and a polyno-
mial-time randomized algorithm 6 tuples EGSETRE �

(Setup,TS KeyGen, User KeyGen,Enc,Rel,Dec), where

Setup: generates a public parameter params from a
security parameter
TS KeyGen: calculates and generates the fixed public/
private key pair (tspub, tspriv) and the session public/
private key pair (tsspub, tsspriv) of the time server
User KeyGen: calculates and generates the public/
private key pair (upk, usk) of the system user
Enc: inputs M, upk, T, tspub, and tsspub that corre-
spond to the designated decryption time point T to
the Enc algorithm of EGPKE and outputs the ci-
phertext CGSETRE

Rel: given the private key tspriv of the time server, a
designated decryption time point T, and its corre-
sponding session private key tsspriv and produces a time
server’s time trapdoor ST

Dec: inputs ST and usk into the Dec algorithm ofEGPKE
and outputs plaintext M or ⊥

5.2. Construction. We construct a EGSETRE scheme by in-
troducing ESETRE into EPKE. EGSETRE includes the following
algorithm 6 tuples:

Setup: this algorithm is consistent with the Setup al-
gorithm of our concrete ESETRE scheme
TS_KeyGen: this algorithm is consistent with the
TS KeyGen algorithm of our concrete ESETRE scheme
User_KeyGen: this algorithm is consistent with the
User KeyGen algorithm of our concreteESETRE scheme
Enc: the sender uses upkr � uP of the receiver, tspub �

sP of the time server, a designated decryption time
point T ∈ 0, 1{ }∗, and tsspub � xP corresponding to the
designated decryption time point T ∈ 0, 1{ }∗ to encrypt
the plaintext M as the following operations:

(1) Uses upkr to encrypt the plaintext M and calculates
EPKE’s ciphertext CGPKE � Enc(M, uP).

(2) Chooses a function f(·) randomly and calculates
U � f(·) · P.

(3) Uses CGPKE, tspub, tsspub, and T to calculate

V � CGPKE · e H1(T), f(·) · tspub + tsspub  

� CGPKE · e H1(T), f(·) · (s + x)P( .
(8)

(4) Outputs EGSETRE’s ciphertext CGSETRE � 〈U, V〉 �

〈f(·) · P,Enc(M, uP) · e(H1(T), f(·) · (s+ x)P)〉.

Rel: this algorithm is consistent with the ST Rel al-
gorithm of our concrete ESETRE scheme
Dec: the receiver uses the time trapdoors ST of the
designated decryption time point T ∈ 0, 1{ }∗ and the
private key uskr � u of the receiver to decrypt the
ciphertext CGSETRE � 〈U, V〉 as the following
operations:

(1) Calculates CGPKE′ � (V/e(ST, U))

(2) Calculates Dec(CGPKE′ , u) to recover the corre-
sponding plaintext M

Suppose CGSETRE is the valid ciphertext; then, we have
U � f(·) · P and V � CGPKE · e(H1(T), f(·) · (s + x)P). We

Table 2: Calculation cost of BC-TRE, AnTRE, and our SETRE.

Scheme
Phase

BC-TRE [9] AnTRE [12] Our SETRE
TS − Rel PMec + H1 � 1.337 PMec + Inv + H3 � 1.006 PMec + H1 � 1.337
Enc 3BP + 2PMec + H3 � 12.340 4PMec + PAec + Expec + BP + 2H2 + 2H3 � 7.934 2PMec + 2PAec + H1 + BP + H2 � 5.875
Dec BP + Expec + H1 + H2 � 4.183 BP + PMec + 2H2 + H3 � 4.605 H1 + PMec + PAec + BP + H2 � 4.868
Total 17.86 13.55 12.08
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can verify the correctness of the decryption as described in
the following:

CGPKE′ �
V

e ST, U( 

�
V

e (s + x)H1(T), f(·) · P( 

�
CGPKE · e H1(T), f(·) · (s + x)P( 

e H1(T), f(·) · (s + x)P( 

� CGPKEDec CGPKE′ , u( 

� Dec CGPKE, u(  � M.

(9)

5.3. Security and Efficiency Analysis. From the perspective of
security, since theEGSETRE scheme is obtained by introducing
ESETRE into the EGPKE scheme, which is equivalent to en-
capsulating theEGPKE scheme’s ciphertext, the security of the
EGPKE scheme will be enhanced after introducing ESETRE.
Firstly, the decryption operation needs to decrypt theESETRE’s
ciphertext to get the ciphertext of the EGPKE scheme. How-
ever, the decryption of ESETRE requires a valid time trapdoor,
and the attacker cannot construct the required time trapdoor
without knowing the time server’s private key and session
private key. Secondly, decrypting the EGPKE ciphertext re-
quires the private key of the legitimate receiver.

From the perspective of efficiency, compared with the
EGPKE scheme, the EGSETRE scheme adds other additional
operations in the encryption and decryption process, which
inevitably leads to a decrease in efficiency. However, when
using the idea of the general scheme to construct a concrete
scheme, the parameters of the ESETRE scheme can be inte-
grated into the same logical step of the EGPKE scheme as far
as possible, so as to minimize the decline of efficiency. In
addition, in terms of storage space, the time server only
needs to add a small amount of storage space, as described in
the above section.

6. Summary and Outlook

With the purpose of enhancing TRE security, a concrete
SETRE scheme and a generic SETRE scheme based on the
BDH assumption in the random oracle model are put
forward. In our SETRE schemes, the time server uses a
different session key to generate an “encryption-like”
trapdoor at different time points. +is operation uses the
idea of one-time pad for the generation of each time
trapdoor, which prevents the time trapdoor from being
known in advance due to the leakage of the time server’s
private key and thus prevents the ciphertext from being
decrypted in advance.

To ensure the anonymity of each system user identity to
the time server, most current TRE solutions use broadcast to
distribute time trapdoors. If time trapdoors are broadcast in
a coarse-grained manner, many users may not have cor-
responding time trapdoors for the specified decryption time.

In order tomeet the time trapdoor specified by the user as far
as possible, it is required to broadcast the time trapdoors
with fine granularity, but this would waste communication
resources. +erefore, designing a TRE that can support the
specified arbitrary release time, anonymize the user identity,
and prevent the time server from denial-of-service attacks
will be a very practical and challenging task in the future. In
addition, we will explore the combination of TRE with other
cryptographic primitives, such as order-revealing encryp-
tion [39], so that more scenarios can have the function of
controlling the decryption time.
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User identification can help us build more comprehensive user information. It has been attracting much attention from academia.
Most of the existing works are profile-based user identification and relationship-based user identification. Due to user privacy
settings and social network restrictions on user data crawl, user data may be missing or incomplete in real social networks. User
data include profiles, user-generated contents (UGCs), and relationships. ,e features extracted in previous research may be
sparse. In order to reduce the impact of the above problems on user identification, we propose a multiple user information user
identification framework (MUIUI). Firstly, we develop multiprocess crawlers to obtain the user data from two popular social
networks, Twitter and Facebook. Secondly, we use named entity recognition and entity linking to obtain and integrate locations
and organizations from profiles and UGCs. We also extract URLs from profiles and UGCs. We apply the locations jointly with the
relationships and develop several algorithms to measure the similarity of the display name, all locations, all organizations, location
in profile, all URLs, following organizations, and user ID, respectively. Afterward, we propose a fusion classifier machine learning-
based user identification method. ,e results show that the F1 score of MUIUI reaches 86.46% on the dataset. It proves that
MUIUI can reduce the impact of user data that are missing or incomplete.

1. Introduction

With the development of social networks and their diversity,
the number of active users on social networks has increased
year by year. According to the report of Statista, the number
of Facebook active users reached more than 2.7 billion in
July 2020, and the number of Twitter active users reached
353 million in July 2020 [1]. People may have accounts on
several social networks simultaneously. People can use
Twitter to follow the latest developments in their areas of
interest, use Facebook to post life trends and keep in touch
with friends in life, use LinkedIn to post career information
and keep contact with colleagues, and use Foursquare to post
locations [2, 3]. If we can match accounts of an individual in
different social networks, we can integrate his more com-
prehensive personal information and draw out their com-
plete friend relationships [4]. ,is will facilitate social
network friend recommendation [5], information diffusion

[6], privacy protection [7, 8], community detection [9],
etc. [10].

User identification across social networks is also called
matching user accounts, user recognition, matching user
accounts, user matching, or anchor linking [10]. In recent
years, there have been many existing works on user iden-
tification across social networks. Most existing works use
attributes in the profile to user identification [4, 11–15], such
as display name, profile photo, and location. Due to user
privacy settings, users may fill in fake information or choose
not to fill in. ,ese limitations make these methods quite
fragile [16]. Some existing works are relationship-based user
identification [17–19]. Relationships have higher discrimi-
nability, which is difficult to fake [10]. However, taking into
user privacy settings and social network restrictions on data
crawl, we may only get part of relationships. ,is will result
in sparse and incomplete relationships. And, a number of
existing works also use UGCs to user identification [4, 20].
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,ese methods are usually based on posting time, location,
writing style, or similarity of content [4]. However, they may
ignore other information contained in the content, such as
organizations and URLs. Because of user privacy settings
and social network restrictions on data crawl, UGCsmay not
complete.

For most users, profiles, UGCs, and relationships may be
missing or incomplete in real social networks. ,e features
extracted in previous research may be sparse. If more effective
features can be extracted frompublic and available user data, the
impact of the above problems can be reduced. ,erefore, our
paper uses public multiple user information to perform user
identification. ,e main advantages of MUIUI and contribu-
tions of our work are

(1) A complete user identification framework: we propose a
complete user identification framework MUIUI, which
is from data collection to user identification detection.
Firstly, we crawl user data from two popular social
networks and extract multiple user information from
user data, which include profiles, UGCs, and rela-
tionships. ,en, we extract features from multiple user
information. Finally, we employ a fusion classifier to
address the user identification problem.

(2) Conducted on popular social networks: this paper fo-
cuses on two popular social networks, Twitter and
Facebook. We expand the raw dataset, which are those
proposed in [21–25], crawled during November 2012
[9]. We screen the users in the raw dataset who are still
alive and take them as positive samples. We construct
negative samples which display names similar to the
display names of half of positive samples. All negative
samples and positive samples constitute the dataset used
in this paper. We develop multiprocess crawlers to
obtain the user data, include profiles displayed in
December 2019, and UGCs and relationships published
before January 2020, until we reach the limits of the
social networks.We can disclose the dataset used in this
paper. ,e MUIUI framework is conducted on this
dataset.

(3) Extracted a set of effective features: we use named
entity recognition to extract locations and orga-
nizations from profile and UGCs and regard them
as all locations and all organizations. We use the
entity link method to associate the alias of the
locations and organizations. We propose methods
to calculate the similarity of all locations, the
similarity of all organizations, and the similarity
of URLs in profile and UGCs. We apply the fol-
lowing relationship jointly with the location in
profile to conduct user identification. ,e ex-
periments prove that the features extracted in this
paper are effective for user identification. ,e
experiments also indicate that using multiple user
information, we can improve the performance of
user identification.

In the rest of this paper, Section 2 presents some related
works. Section 3 introduces the basic background and
formalizes the problem statement. In Section 4, we describe
the user identification framework MUIUI. We do three
experiments and compare with three existing works in
Section 5. Finally, Section 6 concludes the paper and makes
prospects for future work.

2. Related Works

In recent years, there have been much research studies on
user identification across social networks. ,e existing re-
search can be roughly divided into four categories: profile-
based user identification, UGC-based user identification,
relationship-based user identification, and user identifica-
tion based on profile and user relationship.

Profile-based user identification only uses profile to
identify users. In online social networks, attributes in a
profile include the display name, user ID, introduction,
location in profile, work education experience, and profile
photos. Most research studies use one or more of these
attributes. It can prove that these attributes are helpful for
user identification. Some existing works only use one at-
tribute for user identification, such as only use display name
[11, 13, 26–28], only use profile photos [29], and only use
locations [30–33]. ,ese studies prove the feasibility of one
attribute to perform user identification. As we know, social
networks do not only contain a single attribute. And, ap-
plying several attributes jointly can improve the perfor-
mance of user identification [10]. Li et al. [34] used display
names and user IDs to link user identities. Motoyama and
Varghese used various attributes, such as display name,
location in the profile, age, and email, to link user identities
[35]. Due to user privacy settings, users may fill in fake
profile information or choose not to fill in. ,e accuracy of
profile-based user identification will decrease.

UGC-based user identification only uses UGCs to
identify users. Attributes in a UGC include locations, or-
ganizations, time, content, and writing style. Li et al. [4]
calculated the similarity of UGCs on spatial, temporal, and
content dimensions. ,en, they proposed a cascaded three-
level machine learning method to solve user identification.
Goga et al. [36] used three features extracted from UGCs,
such as location attached to UGCs, timestamp, and writing
style, to identify users. Because of user privacy settings and
social network restrictions on data crawl, UGCs may not
complete. ,e robustness of above identification methods
may be poor.

Relationship-based user identification only uses rela-
tionships to identify users. Xuan et al. [17] found that users
usually maintain a similar circle of friends on different social
networks. ,ey use relationships and propose FRUI. Zhang
et al. [18] proposed the energy model COSNET by con-
sidering the local and global similarities between multiple
networks. Zhou et al. [19] sampled the network and learned
the vector representation of network nodes. ,ey aligned
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anchor nodes through neural networks and link users with
dual learning and policy gradient. Some researchers also
apply the graph embedding to the user identification. Man
et al. [37] used the network embedding method to explore
the network structure and identify users through cross-
network mapping. Zhou et al. [38] proposed a nonpriority
knowledge method FRUI-P based on social relationships.
Liu et al. [25] embedded both the following relationship and
follower relationship into the network structure to identify
users. ,ere are some existing works based on profile and
user relationship. Zhang and Yu [39] combined user attri-
butes and network structure to link potential multiple shared
entities. Li et al. [10] combined user display name and social
network information redundancy to identify users. Zhang
et al. [40] extract features from display name, location in the
profile, and relationships to identify users. Due to social
network restrictions on data crawl, difficulty in obtaining
multilevel relationships and the highly dynamic topology of
social network [41], relationships will be sparse, incomplete,
and unstable.

Relationships can be divided into the following rela-
tionships and follower relationships [25]. Due to the
openness of social networks, any user can follow other users.
A user may not know the person who is following him.
,erefore, we only focus on the following relationships.
Nowadays, due to user privacy settings and social network
restrictions on data crawl, profiles, UGCs, and relationships
may bemissing or incomplete or fake in real social networks.
,is paper digged out a set of effective features that is
extracted from public and available user data and can reduce
the impact of user data which are missing or incomplete.

3. Problem Formulation

Suppose there are two social networks, Twitter and Face-
book, represented by Gt and Gf. Use Gt � Vt, Et  to define
social network Gt, where Vt represents the set of all user
accounts and Et represents the set of relationships. User data
of user vt

i include profile, user-generated contents, and re-
lationships. His profile includes display name namet

i , lo-
cation loct

i , user ID idt
i , and work education experience wet

i .
His user-generated contents UGCt

i includes locations
UGCLt

i , organizations UGCO
t
i , and URLs UGCUt

i . His re-
lationships include the following relationships and follower
relationships.,e definition of social network Gf is the same
as Gt. As shown in Figure 1, we can define user identification
across social networks as follows.

User identification: determine whether the user vt
i in the

social network Gt and the user v
f

k in the social network Gf

are the same natural person in reality. If they belong to the
same natural person, then the user vt

i and the user v
f

k are
called anchor users.

As shown in Figure 2, this paper mainly solves the user
identification between two popular social networks, that is,
to determine whether two user accounts from two social
networks belong to the same natural person. Of course, this
method can also be applied to user identification between
multiple social networks.,e dataset in this paper contains a
part of ground truth, that is, anchor link users. We use A �

(vt
i , v

f

k ), vt
i ∈ Vt, v

f

k ∈ Vf  to define anchor users. User
identification can also be defined as judging whether the user
vt

i and the user v
f

k are anchor users (vt
m, v

f
n ).

4. Model and Solution Framework

,e framework proposed in this paper is mainly used for
user identification when profiles, UGCs, and relationships
are missing or incomplete. Firstly, we introduce the
framework as a whole. ,en, we specifically introduce the
feature extraction methods. Finally, we introduce the fusion
classifier machine learning-based user identification
method.

4.1. MUIUI Framework. ,e MUIUI framework includes
data crawl and storage module, feature extraction module,
and detection module. ,e MUIUI is shown in Figure 3.

,e data crawl and storage module mainly collects user
data from Twitter and Facebook and stores it in the MySQL
database.,is paper uses multiprocess crawlers to crawl user
data from Twitter and Facebook. ,e user data include
profile, UGCs, and relationships.

,e feature extraction module mainly extracts effective
features from multiple user information, which extracts
from user data. We obtain fourteen features from a display
name and use them as the similarity of display name. ,e
named entity recognition method is used to obtain all lo-
cations and organizations from UGCs and profile. We use
entity link method to disambiguate and integrate them using
the entity link method. We extract all URLs from UGCs and
profile. And, extract organizations from the work education
experience and combine them with the following relation-
ships to calculate the similarity of the following organiza-
tions. We propose several algorithms to measure the
similarity of the display name, all locations, all organizations,
location in profile, all URLs, following organizations, and
user ID, respectively. Combining the above features, a 20-
dimensional feature vector is finally obtained.

,e 20-dimensional feature vector is input to the de-
tection module to perform user identification. In fact, the
detectionmodule uses a fusion classifier.We use the stacking
method to fuse three base classifiers which have better
performance. ,e output result of detection module is an-
chor users or nonanchor users.

4.2. Feature Extraction. Generally, user data contain mul-
tiple user information. We can extract several effective
features from it. In the following, we exploit multiple user
information from network Gt and Gf.

4.2.1. Similarity of Display Name. ,e display name is
closely related to the user. It may not be unique in social
networks. At present, some existing works only use the
display name as the only attribute for user identification
[11, 13, 14]. Compared with other attributes, the display
name is easier to obtain. Nevertheless, the user can change
the display name at will.,e robustness of user identification
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based on display name is poor. Li et al. [11] extracted 14
features from the display name.,is paper uses their method
to obtain features vector Xname

ik from two display name
namet

i and namef

k of user vt
i and v

f

k . We use it as similarity of
display name.

4.2.2. Similarity of All Locations and Similarity of All
Organizations. In social networks, users may disclose their
location in profile, work education experience, and UGCs.
,e work education experience is filled in by the user and is

closely related to the user. ,e work education experience
includes organizations, such as the company where the user
works and the school where the user studies. Some social
networks include work education experiences directly in the
profile (such as LinkedIn and Facebook), and some social
networks work education experiences are hidden in the
profile (such as Twitter). ,is paper mainly analyzes the two
social networks, Twitter and Facebook. So, for Twitter, we
use their introductions as the work education experiences.
,e content of the UGCs also contains much-hidden
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Figure 1: Illustration of user identification across Gt and Gf.
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Figure 2: Illustration of user identification across social networks.
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information. For example, locations related to the user,
URLs shared by the user, and organizations that the user is
concerned about. Named entity recognition can identify
named entities from text data. ,is paper uses named entity
recognition to obtain a set of locations and organizations
from the content of the UGCs and work education expe-
rience. All locations include the location in the profile and
the locations involved in the UGCs. Meanwhile, all orga-
nizations include the organizations included in the work
education experience and the organizations involved in the
UGCs.

Since all locations and organizations are closely related
to the users themselves, all locations and organizations
involved in user public information in different social

networks will overlap. Moreover, the more a user mentions
the location and organization, the more important it is. ,e
same entity may have many aliases and named entity rec-
ognition may also be wrong. ,e entity link method can
solve the above problems. All recognized locations and
organizations are mapped to theWikipedia entry IDs, where
names pointing to the same entity are mapped to the same
ID. Furthermore, delete entities that do not exist in Wiki-
pedia entries to improve accuracy. ,is paper uses the
named entity recognition method provided by the spacy
(https://spacy.io/) library and entity link method provided
by the entity link open-source framework Dexter (https://
dexter.isti.cnr.it/). ,e Dexter uses English Wikipedia to
implement entity link.

Online social network

Data collection and storage module

Feature extraction module

Fusion classifier

Anchor user

Nonanchor user

Detection module

Twitter
Instagram

User data

Multiprocess
crawler

. . .

Base classifier 1

Base classifier 2

Base classifier 3

20-
dimensional 
feature vector

Profile UGCs Relationships

Extract features

20 features

Multiprocess
crawler

LinkedIn

Figure 3: MUIUI framework diagram.
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For user vt
i and user v

f

k , the similarity of all locations and
similarity of all organizations can be calculated as follows:

Step 1: for user vt
i , a set of locations UGCL

t
i and a set of

organizations UGCOt
i are obtained from the content of

the UGCs through named entity recognition. Similarly,
we obtain a set of locations UGCLf

k and a set of or-
ganizations UGCOf

k of user v
f

k .
Step 2: for user vt

i , we obtain a set of locations and a set
of organizations from work education experience
through named entity recognition. ,en, we merge
them with the two sets obtained in step 1 to obtain a
new set of locations LOCt

i � UGCLt
i , loc

t
i  and a new

set of organizations ORGt
i � UGCOt

i ,WEOt
i . Simi-

larly, we obtain a new set of locations LOCf

k and a new
set of organizations ORGf

k of user v
f

k .
Step 3: use entity link method to map LOCt

i and ORGt
i

of user vt
i into the location ID set LIDt

i and the orga-
nization ID set OIDt

i of user vt
i . Similarly, location ID

set LIDf

k and the organization ID set OIDf

k of v
f

k of user
v

f

k are obtained.
Step 4: for each lidim ∈ LIDt

i and lidkn ∈ LID
f

k , we
calculate the weight λt

im of location ID lidim and the
weight λf

kn of location ID lidkn. For each oidim ∈ OIDt
i

and oidkn ∈ OID
f

k , we calculate the weight μt
im of or-

ganization ID oidim and the weight μf

kn of organization
ID oidkn.

Step 5: calculating simloc and simorg by equations (1)
and (2),

simloc � 

lidim∈LIDt
i ,lidkn∈LID

f

k

λt
im ∗ λ

f

kn,
(1)

simorg � 

oidim∈OIDt
i ,oidkn∈OID

f

k

μt
im ∗ μ

f

kn,
(2)

where λt
im is the frequency of lidim in LIDt

i and λ
f

kn is the
frequency of lidkn in LIDf

k . μ
t
im is the frequency of oidim

in OIDt
i and μf

kn is the frequency of oidkn in OIDf

k .

4.2.3. Similarity of Location in the Profile. ,e location in the
profile may be his/her current city or his/her hometown. It is
more accurate than the location information extracted from
the content of UGCs. ,erefore, the similarity of location in
the profile is taken as one feature. ,e profile’s location filled
in by the same user in different social networks should be
closely related [40]. However, there are many aliases for the
same location. ,is paper uses the API provided by pick-
point (https://app.pickpoint.io/) to convert location names
into their latitude and longitude.,e similarity of location in
the profile is calculated based on the latitude and longitude
of locations and is expressed by equation (5):

ll locf

k , loct
i  �

����������������������������������������������

sin2
latti − latfk

2
⎛⎝ ⎞⎠ + cos latti cos latfk sin2

lont
i − lonf

k

2
⎛⎝ ⎞⎠




, (3)

d locf

k , loct
i  � 2R × arcsin ll locf

k , loct
i  , (4)

simhome � 1 −
d locf

k , loct
i 

C
, (5)

where d(locf

k , loct
i) in equation (4) can be measured by

equation (3), loct
i and loc

f

k represent the location in profile of
user vt

i and user v
f

k , respectively, lat
t
i and lat

f

k are the latitudes
of loct

i and locf

k , respectively, lon
t
i and lonf

k are the longi-
tudes of loct

i and locf

k , respectively, and C is a constant,
mainly used to normalize the value of d(locf

k , loct
i) (the value

of C is 19,860).

4.2.4. Similarity of all URLs. UGCs often include some URLs.
,eseURLsmay be the links of UGCs on other social networks,
or the links that the user is interested in, or the links related to
work education experiences of the user. ,is paper finds that
users may share the same URLs on different social networks.
Users may fill in the URL in their profiles, which are often
closely related to users. It may be the company web page URL,
or the personal web page URL, or homepage URLs of other

social networks. Based on these extractedURLs, the similarity of
all URLs can be calculated.

We use a method similar to Agarwal’s URL extraction
methods [12] to extract URLs’ set UGCUt

i and UGCU
f

k from
the profile and UGCs, respectively. ,e calculation method
of simURL is shown in equation (6):

simURL � 

URL∈UGCUt
i ∩UGCU

f

k

c
t ∗ c

f
,

(6)

where ct and cf represent the number of occurrences of the
URL in URLs’ set UGCUt

i and URLs’ set UGCUf

k , respec-
tively. URL belongs to the intersection of UGCUt

i and
UGCUf

k .

4.2.5. Similarity of the following Organizations. Some social
networks divide relationships into following relationships
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and follower relationships, such as Twitter. Following re-
lationships refer to other users that the target user is fol-
lowing. Meanwhile, follower relationships refer to other
users following the target user [25]. Due to the openness of
social networks, anyone can become a user’s follower.
,erefore, we use following relationships and work edu-
cation experiences to calculate the similarity of the following
organizations. ,e work education experience was intro-
duced in Section 4.2.2. Work education experience includes
the organizations where the user works or studies, and these
organizations often have their official social accounts in
social networks. ,is paper found that users often follow the
official social accounts of organizations that work or study.

,is paper mainly analyzes two social networks, Twitter
and Facebook. We suppose Twitter is a social network Gt

and Facebook is a social network Gf. Because different social
networks contain different user information, this paper
extracts the organization from the work education experi-
ence of Facebook users and obtains the following rela-
tionships from Twitter users. Firstly, we extract the
homepage URLs from the following users on Twitter and use
the entity recognition method to extract the organizations
fromwork education experiences on Facebook. Secondly, we
use Google’s advanced search method to obtain the official
accounts’ homepage URLs of the organizations on Twitter
(for example, we need to obtain the official account of Apple
on Twitter. Google search method is Apple + site: twitter.-
com). Finally, calculate the similarity of following organi-
zations. For user vt

i and user v
f

k , the similarity of the
following organizations’ detailed algorithm is shown in
Algorithm 1.

4.2.6. Similarity of User ID. ,e user ID can uniquely
identify a user in the social network. In Twitter and Face-
book, the initial value of the user ID is usually automatically
generated by the social network, and the initial user ID has a
strong correlation with the user’s display name.,e user can
also modify it to a familiar string, but it must be unique.
Some research [12] found that user ID can be used for user
identification. ,erefore, this paper takes the similarity of
user ID as one classification feature. ,e user ID is usually a
short string composed of numbers, letters, and underscores
so that the string similarity calculation method can be used.
,is paper uses the Jaro–Winkler algorithm, which is often
used to calculate English names’ similarity. ,is algorithm
increases the initial characters’ weight and makes the string
similarity more dependent on the initial part of the string.
For user vt

i and user v
f

k , the calculation method of simuserid is

dj �
1
3

m

id
t
i



+

m

id
f

k




+

m − t

m
⎛⎝ ⎞⎠, (7)

simuserid � dj + L · p 1 − dj , (8)

where idt
i and idf

k represent the user ID of user vt
i and user

v
f

k , respectively. m is the number of matching characters and
t is the number of transpositions. |id| is the length of user ID
and dj is the Jaro similarity for user ID idt

i and user ID idf

k . L

is the length of common prefix at the start of the string up to
a maximum of four characters and p is a constant scaling
factor for how much the score is adjusted upwards for
having common prefixes (the value of p is 0.1 in
Jaro–Winkler).

4.3. Fusion Classifier. For the same dataset, the effects of
different classifiers will also vary. Zhang et al. [40] use lo-
gistic regression (LR) and multilayer perceptron (MLP)
classifiers to user identification. Liu et al. [42] use support
vector machine (SVM) as the model classifier. Zafarani and
Liu [43] use logistic regression (LR) as themodel classifier. Li
et al. [10] use gradient boosting (GB) classifier and tune the
parameters of GB to user identification. Li et al. [11] use
seven supervised machine learning models and tested them
on the training set. Finally, the best model logistic regression
with built-in cross-validation (LRCV) is selected as the
classifier. ,ese prove that base classifiers can already solve
the classification problem well. Li et al. [4] performed ten
cross-validations on the classification effect of 10 base
classifiers and selected three better base classifiers to con-
struct the fusion classifier. It also proves that the fusion
classifier is generally better than the base classifier.

,is paper mainly uses a supervised machine learning
model to identify anchor users based on the above features.
,is paper uses 13 classifiers as the base classifiers, including
multinomial Naive Bayes (MNB), Gaussian Naive Bayes
(GNB), logistic regression (LR), logistic regression with
built-in cross-validation (LRCV), support vector machine
(SVM), Gaussian process classification (GPC), k-nearest
neighbor (KNN), stochastic gradient descent (SGD), mul-
tilayer perceptron (MLP), decision tree (DT), random forest
(RF), GraBoosting (GraB), and AdaBoost (AdaB). ,en, we
select three base classifiers with a better performance. Fi-
nally, the stacking method is used to fuse three base clas-
sifiers to obtain a fusion classifier.

5. Experimental Evaluation

5.1. Experimental Dataset. ,is paper focuses on two
popular social networks Twitter and Facebook. We ex-
panded the raw dataset which are those proposed in
[21–25] and crawled during November 2012 [9]. We
screened the users in the raw dataset who are still alive
and took them as positive samples. We re-crawl 2397
pairs of Twitter and Facebook users in the raw dataset. As
a result, 1292 pairs of Twitter and Facebook user accounts
were found as still alive. To improve the classifier’s
performance, 1292 pairs of negative samples are added to
the dataset, and half of the negative samples have similar
display names to the positive samples. ,ese 2584 pairs of
samples are used as the experimental dataset.

We developed multiprocess crawlers to obtain the
profiles of the dataset in December 2019 and to obtain
UGCs and relationships of the dataset before January
2020, until the limits of the social network. ,e UGCs can
be divided into original and repost. In this paper, we
consider the reposted contents to be part of the UGCs,
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and the same content reposted multiple times will only be
regarded as once. Both Twitter and Facebook users in the
dataset are native speakers of English.

5.2. EvaluationMetrics. In the experiments, accuracy, recall,
precision, and F1 score are used to evaluate the framework.
In this paper, positive samples indicate anchor users, and
negative samples indicate nonanchor users.

A confusion matrix is shown in Table 1. TP is the
number of samples whose predicted and actual values are
both positive. TN is the number of samples whose predicted
and actual values are both negative. FN is the number of
samples whose predicted is negative but is actually positive.
FP is the number of samples whose predicted is positive but
is actually negative.

Accuracy (ACC) is the ratio of correct predictions in all
samples and is expressed by equation (9):

accuracy �
TP + TN

TP + FN + FP + TN
. (9)

Recall (REC) is the ratio of the both predicted and actual
are positive samples in all actual samples and is expressed
with equation (10):

recall �
TP

TP + FN
. (10)

Precision (PRE) is the ratio of the both predicted and
actual are positive samples in all predicted samples and is
expressed by equation (11):

precision �
TP

TP + FP
. (11)

F1 score is the harmonic mean of precision and recall
and is expressed with equation (12):

f1 �
2 × precision × recall
precision + recall

. (12)

Area under curve (AUC) is area under the ROC curve.
AUC can evaluate two-class classifiers. If a classifier has
larger AUC, the accuracy of the classifier will be higher.

5.3. Experiments and Analysis. To prove that the MUIUI is
an effective user identification framework even when user
data are incomplete ormissing, this paper makes statistics on
the missing and incomplete user data in the dataset, as
shown in Table 2. ,e numerical value in Table 2 is the
number of users whose user data are missing or incomplete.
Missing information means that the user has not filled in the
information or has not disclosed it. Incomplete information
means that the user has disclosed and filled in the infor-
mation, but only part of them can be obtained due to social
network restrictions. ,e false locations are judged by
whether location names can be converted into latitude and
longitude. If location can be transformed, it is true. Besides,
if a user fills in the location is “Earth” or other meaningless
nouns, they will also be regarded as false information.

According to the statistics in Table 2, the user data in the
dataset used in this paper are missing or incomplete, except
for display names. ,is dataset is crawled from real social
networks by multiprocess crawlers. It also proves that user
data have varying degrees of missing, falsity, and incom-
pleteness in real social networks. To evaluate the effective-
ness of the MUIUI framework, we compare MUIUI with
three existing methods: the method proposed by Li [11], the
OPL method proposed by Zhang [15], and the ALLEN-LR
method proposed by Zhang [40]. ,e experiments use the
dataset introduced in Section 5.1, which has 1292 pairs of
anchor users (positive samples) and 1292 pairs of nonanchor
users (negative samples). ,e dataset includes 1881 Twitter
users and 1305 Facebook users.

5.3.1. Comparison on Base Classifiers. Use 13 base classifiers
to identify users based on dataset introduced in Section 5.1.
,e base classifiers includemultinomial Naive Bayes (MNB),
Gaussian Naive Bayes (GNB), logistic regression (LR), lo-
gistic regression with built-in cross-validation (LRCV),
support vector machine (SVM), Gaussian process classifi-
cation (GPC), k-nearest neighbor (KNN), stochastic gra-
dient descent (SGD), multilayer perceptron (MLP), decision
tree (DT), random forest (RF), GraBoosting (GraB), and
AdaBoost (AdaB). ,ese classifiers can be implemented
through scikit-learn [44], and all the parameters use their
default values. In the experiments, the ratio of positive
sample to negative sample is 1 :1, and the ratio of the
training set to the test set is 2 :1. ,ese 13 base classifiers are
tested with the retraining process, and the average results are
shown in Figure 4.

According to the results of Figure 4, RF, Grab, and AdaB
have the best performance. Grab and AdaB are strong
classifiers. A strong classifier is a classifier with higher ac-
curacy, and it works better than weak classifiers. Grab and
AdaB belong to strong classifiers and other base classifiers
belong to weak classifiers. ,is is why Grab and AdaB are
significantly higher than other classifiers. For RF, if the
number of trees (that is, the dimensions of features) is larger,
the RF classification performance will be better. ,e features
of this paper reach 20 dimensions, that is, the number of
trees is large. So, the RF works better. ,erefore, we choose
RF, Grab, and AdaB as base classifiers and use the stacking
method to construct a fusion classifier as the final classifier.

5.3.2. 4e Ratio of Positive Sample to Negative Sample.
,e ratio of positive sample to negative sample in the
training dataset may affect user identification framework. In
order to choose the ratio of positive sample to negative
sample in the MUIUI, the following experiments are based
on the ratio of 8 :1, 6 :1, 4 : 1, 2 :1, 1 :1, 1 : 2, 1 : 4, 1 : 6, and 1 :
8 to train the MUIUI and compare it with the method
proposed by Li [11], the OPL method proposed by Zhang
[15], and the ALLEN-LR method proposed by Zhang [40].
,e results are shown in Figures 5(a)–5(d).

According to the results in Figure 5(a), the accuracy first
drops and then rises. Because the number of samples is the
smallest at 1 :1, the accuracy reaches a minimum at 1 :1. From

8 Security and Communication Networks



Input: the following users FLt
i of user vt

i , the work education experiences wef

k
of user v

f

k
.

Output: simorg−follow.
(1) UURLt

i⇐ the homepage URLs extracted from the following users FLt
i

(2) UURLf

k � ∅;
(3) WEORGf

k⇐ the organizations extracted from work education experiences wef

k by named entity recognition
(4) for each weorgf

kn ∈WEORGf

k do
(5) uurlkn⇐ the official account’s homepage URL of weorgf

kn on twitter obtained by using Google’s advanced search method
(6) UURLf

k � UURLf

k + uurlkn;
(7) end
(8) simorg−follow � |UURLt

i ∩UURL
f

k |

ALGORITHM 1: Similarity of following organizations.

Table 1: Illustration of confusion matrix.

Actual values
Predicted values

Positive samples Negative samples
Positive samples TP FN
Negative samples FP TN

Table 2: Statistics on dataset.

Social network Missing display
name

Missing or false
location

Missing user-generated
content

Missing
relationship

Incomplete
relationship

Twitter 0 480 62 219 769
Facebook 0 387 0 518 3
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Figure 4: Performance comparison of 13 base classifiers. (a) Accuracy. (b) Recall. (c) Precision. (d) F1 score. (e) AUC.
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Figure 5: Results with different ratios of positive sample to negative sample. (a) Accuracy. (b) Recall. (c) Precision. (d) F1 score.
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1 :1 to both ends, the number of samples increases, and the
accuracy is getting higher and higher. ,e accuracy includes
correctly predicted positive and negative samples. ,e more
actual positive samples, themore positive samples are accurately
predicted, and it is same for negative samples. ,e more the
samples, the higher the accuracy. ,erefore, the accuracy will
first decrease and then increase. As shown in Figures 5(b)–5(d),
when the proportion of positive samples decreased, the recall,
precision, and F1 score also decreased. If training dataset has
more positive samples, the classifier will learn more features of
the positive samples and predict the positive samples more
accurately. Leading to some negative samples are predicted to
positive samples.

It can be seen from Figure 5 that the ALLEN-LR method
has a higher recall than the method in this paper when positive
samples are more than negative samples. However, when
negative samples are more than positive samples, the perfor-
mance of ALLEN-LR drops sharply. When the ratio of positive
sample to negative sample is 1 : 4, 1 : 6, and 1 : 8, the recall,
precision, and F1 score are almost zero. It shows that ALLEN-
LRmay judge some negative samples as positive samples. Based
on this situation, the F1 score can evaluate the model better.
According to Figure 5(d),MUIUI is stable and superior to other
methods at different ratios. Because the cost of obtaining
positive samples is too high, this paper chooses the ratio of 1 :1
to construct the dataset.

5.3.3. 4e Ratio of the Training Set to the Test Set. To more
fully illustrate the effectiveness of MUIUI, the following
experiments are based on the ratio of the training set to the
test set. Different ratio experiments are carried out 100
sampling verifications, and the average of 100 verification
results are taken as the final results. According to the results,
the accuracy, recall, precision, and F1 score of different
frameworks are drawn.

Figures 6(a)–6(d) show that the MUIUI has higher in-
dicators than the other three methods under different ratios.
At the same time, it can be concluded that the larger the
proportion of the training set is, the better the four methods
perform.

Li’s [11] method only extracts 14 features based on the
display name, and there are no missing display names in
the dataset. ,is is the only method without missing user
data. ,e ALLEN-LR method [40] extracts features from
the display name, locations in the profile of a user and his/
her friends, and the multilayer relationships. It uses the
LR classifier to perform user identification. Because the
ALLEN-LR method relies heavily on relationships and
needs locations in the profile of a user and his/her friends
are relatively complete. However, the relationships in our
dataset are incomplete, and the location in the profile is
partially missing. When the data are partially missing or
incomplete, the performance of ALLEN-LR is not ideal.
Even if the proportion of the training set increases, it will
not help the method. ,e OPL method [15] proposes
methods to complete similarity of the display name, the
similarity of profile photo, the similarity of location in
profile, the similarity of text in profile, the similarity of
URL in the profile, the popularity of the user, and the
language user used. ,ese seven features are used for user
identification. Because profiles and relationships of some
users are missing or incomplete in our dataset, the
performance of OPL is also nonideal. It proves that
MUIUI can reduce the impact of user data which are
missing or incomplete.

6. Conclusion and Future Works

User identification has attracted extensive attention in academic
circles, which can be used for friend recommendation, user
privacy protection, and advertising recommendation. Due to
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Figure 6: Results with different ratios of training set to the test set. (a) Accuracy. (b) Recall. (c) Precision. (d) F1 score.
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user privacy settings and social network restrictions on data
crawl, user data may be missing and incomplete in real social
networks. ,e features extracted in previous research may be
sparse. In order to solve these problems, we extracted effective
features from public and available user data, which can reduce
the impact of these problems. Firstly, we developed multi-
process crawlers to obtain the latest user data of the dataset.
,en, we used named entity recognition and entity linking to
obtain and integrate locations and organizations from profiles
and UGCs and extracted URLs from UGCs. We developed
several algorithms tomeasure the similarity of the display name,
all locations, all organizations, location in profile, all URLs,
following organizations, and user ID, respectively. Finally, we
proposed a fusion classifier machine learning-based user
identification method. We verified the MUIUI framework on
the dataset we crawled and the results indicate that the per-
formance is better than that of existing representative works.

Popular social networks LinkedIn and Instagram also
contain user data. Our work will be extended to these social
networks in the future. We will introduce more effective fea-
tures into the user identification method, such as user hotspot
topics detection, trajectory analysis, and face perception of
profile photos.,esemethodsmay improve the performance of
user identification.
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(e characteristics of service computing environment, such as service loose coupling, resource heterogeneity, and protocol
independence, propose higher demand for the trustworthiness of service computing systems. Trust provisioning for composite
services has become a hot research spot worldwide. In this paper, quality of service (QoS) planning techniques are introduced into
service composition-oriented QoS provisioning architecture. By QoS planning, the overall QoS requirement of the composite
service is decomposed into separate QoS requirement for every constituent atom service, the QoS level of which can subsequently
be satisfied through well-designed service entity selection policies. For any single service entity, its QoS level is variable when the
deployment environment or the load of service node changes. To mitigate the uncertainty, we put forward QoS preprocessing
algorithms to estimate the future QoS levels of service entities with their history execution data. (en, based on the modeling of
composite service and QoS planning, we design three algorithms, which include the time preference algorithm, cost/availability
(C/A) preference algorithm, and Euclidean distance preference algorithm, to select suitable atomic services meeting the user’s
requirements. Finally, by combining genetic algorithm and local-search algorithm, we propose memetic algorithm to meet the
QoS requirements of composite service.(e effectiveness of the proposedmethods by which the QoS requirements can be satisfied
up to 90% is verified through experiments.

1. Introduction

With the enhancement of the interconnection, intercom-
munication, and interoperability of the information pro-
cessing platform, as well as the improvement of the degree of
integration, higher requirements are put forward for the
reliable serviceability and service quality assurance of the
service computing system [1]. (e general information
processing platform provides a consistent operating envi-
ronment for all kinds of general information processing
services and supports the intensive operation of all kinds of
information services. At the same time, various information
systems on the same platform, different services in the same
information system, different service requests of different
users, and different requests of the same user all have various
requirements of service quality [2]. On the one hand, the
unique characteristics of service computing, such as loose
coupling, location transparency, and protocol indepen-
dence, make it an ideal model for building various complex

data processing and information service systems in the
network environment. On the other hand, factors such as the
looseness, independence, and heterogeneity of the com-
puting environment also bring new technical challenges to
the guarantee of nonfunctional attributes such as real-time
performance, security, reliability, and availability of service
computing. In the open and dynamic network environment,
the composite service-oriented computing model needs to
implement a reliable software architecture with high reli-
ability, adaptability, and self-management capability [3].

Trusted computing integrates real-time, safe, reliable,
and available computing theories in the traditional category
and studies the interaction of system behaviors under
nonfunctional attributes in a unified way, so that the be-
havior state can be monitored, the behavior results can be
evaluated, and the abnormal behaviors can be controlled [4].
Quality of service (QoS) is a comprehensive index describing
the nonfunctional characteristics of computer systems and
communication networks, which is used to measure the
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satisfaction degree of using a service [5]. Both trusted
computing and QoS aware computing focus on the multi-
dimensional nonfunctional characteristics of the system, so
it can be considered to represent the trusted attribute as the
multidimensional QoS demand of the system, to provide
credibility guarantee for the network service. It has become
an important direction in the field of trusted computing to
use the service quality theory to provide a guarantee for the
trusted demand of service [6].

As the number of Web services shared over the network
increases dramatically, the traditional choice of user services
is based on QoS values published by vendors. In reality, the
network environment shared by Web services is charac-
terized by openness, instability influenced by the external
environment, and unreliability of QoS value of services
influenced by business competition. (e incredibility of the
QoS value of Web services and the uncertainty of the in-
vocation of Web services make users unable to obtain Web
service combinations according to actual requirements.
(erefore, in the case of complex network environment and
massive Web services, how to efficiently select a group of
Web services that can meet users’ functional requirements
and have credibility from a large number of candidate
services is a key scientific and technical problem to be solved
in the field of service computing.

In this paper, we proposed an approach composed of
QoS modeling, QoS prediction, QoS planning, and service
selection, to guarantee the QoS of composite service. Firstly,
we built the models to describe the trusted QoS of atomic
service and trusted QoS of composite service, respectively.
Secondly, we introduced the exponential smoothing method
to evaluate the abilities of atomic services and found that the
prediction of QoS information of atomic service by the
exponential smoothing method was accurate and feasible.
Based on the QoS estimation, we modeled QoS calculation
rules of composite service. In addition, we proposed a series
of service selection algorithms and used computational
simulation to demonstrate that the Euclidean distance
preference algorithm had a more balanced and excellent
characteristic. Finally, we compared the memetic algorithm
with random selection to meet the multidimensional QoS
requirement of composite service.

2. Related Works

With the popularization and development of Web service
technology, on the one hand, more and more users begin to
complete various business processes by combining Web
service, and the business process pattern is being promoted
to the broader users. On the other hand, users no longer
need specific Web service as the executors of tasks in the
process owing to the appearance of a large number of Web
services with the same or similar functions rather than
automatically selecting Web service according to the needs
and constraints of users.

To meet the specific application background and re-
quirements, we usually need to combine multiple Web
services according to certain granularity to form a service
process with a specific structure and realize complete

business logic in dealing with complex business. Facing this
situation makes it important to evaluate and ensure the
process of QoS.

When users select Web service, in addition to functional
attributes, they can also set up constraints on some non-
functional attributes, that is, by constraining QoS attributes
to be selected. QoS can include attributes such as price,
response time, availability, and reliability [7]. Providers of
Web service also tend to give a range of QoS attribute values
of the service, thus providing a reference for potential users.

In QoS sensitive business processes, the QoS of the entire
process is also a feature of user concern except requiring the
process to complete predefined tasks [8]. (erefore, how to
make an effective choice in the alternative Web service to
meet the requirements of users, so that the selected Web
service can not only complete the task assigned by the
process and meet the local constraints, but also cooperate
with the Web service which completes other tasks in the
process, is an urgent issue that needs to be solved and it is
often referred to as QoS sensitive Web service composite
issue.

At present, many scholars have studied the trusted
computing technology and QoS technology in the complex
distributed computing environment and achieved some
results [9]. Existing research is often based on the idea of
QoS guarantee, from the perspective of reliability, security,
and other nonfunctional attributes of service computing
research, especially through the combination of atomic
services to maximize the needs of users [10, 11]. For Web
service composition in the study, the researcher proposed
the service selection method based on mathematical pro-
gramming; service selection method based on genetic al-
gorithm (GA); service selection method based on particle
swarm optimization (PSO) algorithm, based on swarm in-
telligence computing; service selection method based on
global QoS constraint decomposition; service selection
method based on artificial intelligence theory; and many
other kinds of service composition methods [12–14].

(e literature [15] carries out a survey and research
review in the field of Web services technology, clarifies the
research motivation of service credibility evaluation, dis-
cusses the importance of atomic Web services credibility in
the construction of service composition strategy, and clas-
sifies the credibility evaluation methods. Wang et al. [16]
divided the process of service composition into three stages:
service planning, service selection, and service binding, to
reasonably and effectively evaluate the credibility of services,
and investigated the credibility of services in each stage.
Ardagna and Pernici [17] designed a service composition
method based on mixed-integer programming when con-
sidering the possible local and global QoS constraints in
service selection. Sun and Zhao [18] decomposed global QoS
constraints into local QoS constraints through a mixed-
integer programming method, thus transforming the service
composition problem belonging to the global optimization
problem into the local optimal service selection problem and
reducing the complexity of the problem. Surianarayanan
et al. [19] proposed a service composition method of con-
straint decomposition method to calculate the utility of
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composite services through the utility of component services
and the utility constraints of component services of com-
posite service constraints. (e literature [20] decomposed
service composition into two stages: constraint decompo-
sition and service selection. Another study [21] proposed a
service optimization combination method based on corre-
lation graph and 0-1 linear programming. (e service op-
timization combination method based on mathematical
programming can effectively solve the problem of service
optimization combination to a certain extent. However,
when the problem scale is large, the calculation time of such
a method is relatively long, and it cannot meet the real-time
requirements of service composition.

Few researchers in the above studies distinguish the
concept of service and service entity from the perspective of
trusted QoS guarantee architecture. When making QoS
planning, planners are faced with the underlying atomic
service entity that provides specific service functions. In this
system view, the requirement of trusted QoS for composite
services can only be met through QoS planning based on the
choice of atomic service entities. Moreover, the QoS em-
bodied by the service entity at run time is often inconsistent
with the QoS declared by the service entity, whichmakes this
QoS planning method limited in guaranteeing the trusted
QoS of the composite service at run time.

3. Trusted QoS for Service Modeling

In this paper, we refer to the composite service with trusted
constraints of QoS described jointly by BPEL language and
state diagrams as processes. We focus more on service
entities than service for the process; what directly determines
the process QoS is not the service entity of QoS, but the QoS;
the planning of QoS is also based on the service (abstract
service) of QoS, not the service entity of QoS.

Service composition is to combine some relatively simple
services according to certain business process logic into
complex composite services, thus providing more powerful
and complete business functions. Based on the loose service
combination, the customization of business processes can be
realized, and personalized services can be provided to users,
so that the business can adapt to changes [22].

Entities are defined as people, units, various computer
hardware and software modules, or their multiple sets.
Multiple sets are linear sum of integral coefficients of various
elements.

Atomic service/service entity is defined as one entity that
works or operates for another entity called service. Here, the
work is for the service provider; the operation (computer
and information receiving, sending, transforming, etc.) is for
the computer hardware and software module that provides
the service.

Composite service is defined as merging multiple small
granularity services into one large granularity service. In the
network architecture, the service combination is a combi-
nation of service providers.

Abstract service is defined as service functions provided
by service entities. It can also be understood as an abstract
proxy composed of atomic service entities with the same

service function (but the nonfunctional capabilities of QoS
will be different), which is used to represent all atomic
services with this function.

With this concept, in the planning process of QoS, we
can put forward reasonable requirements of QoS for each
abstract service in the composite service, because the ab-
stract service represents the operation status and QoS ca-
pability of all atomic service entities with the same function.
In this paper, unless otherwise specified, we call abstract
service “servic”, which is different from atomic service
(service entity).

When the business process changes, it is only necessary
to reorganize the services that make up the business process
or dynamically adjust the component services that make up
the business process to quickly respond to the changes of the
business process [23]. In the business process realized by
service composition, both developers and end-users can
combine the existing services to obtain new and complex
services and form new or even dynamic business processes.
(is promotes the utilization of service, improves the re-
usability of service, and accelerates the development of
application projects [24].

3.1. Trusted QoS for Atomic Service Modeling. (ere are
many methods for modeling the trusted properties of atomic
services. Generally speaking, it is divided into real time,
availability, reliability, cost, and so on. In this paper, we use
the following methods to model:

(i) Real time: it is used to measure the time charac-
teristics of a service. A service call time t defined as
follows: on the service caller side, the time difference
between t1 moment and t2 moment from sending
service request to receiving returned result is
|t2 − t1|. t includes network transmission time. (e
real-time performance of service will be described
by ternary<minimum. Minimum, average, and
maximum are all elements of R+. Average repre-
sents the average service call time to access the
service in history, and maximum represents the
minimum service call time to access the service in
history. (e average access time can be calculated
using the following formula: T(s) � (

n
i�1 Ti(s)/n),

where n is the number of times the service was
observed in history, and Ti(s) is the time at which
the service was called in history.
(e reason why this arithmetic average method has
a predictive function is that it can always eliminate
to a certain extent the influence of random changes
caused by accidental interference on the QoS ca-
pability of atomic service. However, this method
also conceals the fluctuating trend in the develop-
ment of the atomic service itself.
Aiming at the limitation of this modeling method,
we will use a weighted average method named
exponential smoothing in the planning process of
QoS. It means that the recent QoS characteristics of
the atomic service have a greater impact on the
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future and the more up-to-date information re-
flected; the importance of historical data which
predict the QoS capability of the atomic service
should decrease from the close to the distant in time.

(ii) Availability: the availability of a service describes the
probability that the service can be accessed cor-
rectly. (e availability of service S, namely A(S), is
defined as a real number on [0, 1],A(S) ∈ [0, 1]. Use
the following method to measure the availability of
services: A(S) � Tθ(S)/θ, where θ is a time constant
in seconds and Tθ(S) is the time at which the service
can be accessed correctly in the past θ seconds. In
practical application, different θ values are selected
for observation according to the access frequency of
different services. For services with high frequency
of access, we choose a smaller period of time for
investigation. For services with low frequency of
access, we choose a larger period of time for
investigation.

(iii) Cost: it is the expense of using a service. (e trusted
cost of a service is described as a positive integer.
(e cost of atomic services is defined as an element
on I+. In practical applications, the cost of a service
is given by the provider of the service (or the cost is
determined according to the time spent by the
service user to calculate the resources and the use of
the resources).

3.2. TrustedQoS for Composite ServiceModeling. (e trusted
nature of the process has the same trusted aspect and de-
scription domain as the trusted nature of the service. (e
credibility of the composite service is determined by the
credibility of its subservices and its composition mode. (e
operation function of composite service is composed of
multiple subtasks in a certain way, and there are control
dependency and data dependency between subtasks. For the
execution process of composite services S, we can decom-
pose it with reference to the method in [10] and describe the
control dependence in the execution process by using state
diagram. On this basis, we can use the method of [8] to
generate a directed acyclic graph to describe its execution
process. (e node represents the subtask, and the direction
of the edge describes the execution order of the task. Dif-
ferent subtasks may be provided by different subtasks. (e
execution plan of a service S is defined as 〈G, P〉, whereG is a
directed acyclic graph representing its control dependency
during execution.P � 〈t1, s1〉, 〈t2, s2〉, . . . , 〈tn, sn〉  de-
scribes the corresponding relationship between subtasks and
subservices, and 〈ti, si〉 indicates that ti is completed by the
service si.

Figure 1 is a typical implementation plan diagram. (e
process of service S can be broken down into multiple
subtasks. (e control dependency between tasks is described
by the directed acyclic graph. (e starting state is ti, two
parallel subtasks t1 and t2 are triggered simultaneously, the
concurrent activities are synchronized at t4, then task t5 is
started, and finally tf is finished. (e functions of these
subtasks are provided by several services. 〈ti, si〉 describes

the corresponding relationship between subtasks and ser-
vices. Among them, <ti, t1, t2, t3, t4, tf> is a critical path
(shown by the green squares in Figure 1 in the execution
process), and the execution time of the critical path deter-
mines the execution time of the whole operation.

For a more complex business process of Web service, we
can decompose it into recursive combinations of several
basic institutions. Table 1 gives the QoS calculation rules for
the flow of several basic structures. In this paper, we will
explain and verify the proposed method with three common
QoS attributes: time, cost, and availability.

Sequence structure (Sequence): the service process of
sequence structure W is composed of service by m
(s1, s2, si, . . . , sm) in a certain order.

Time (T): the response time T(W) of the service
process W is composed of the sum of the response
time of each service that constitutes the service
process.

T(W) � 
m

i�1
T si( . (1)

Cost (C): the cost C(W) of service process W is the
sum of the costs of each service that constitutes the
service process.

C(W) � 
m

i�1
C si( . (2)

Availability (A): the availability A(W) of service
process W is composed of the availability product of
each service that constitutes the service process.

A(W) � 
m

i�1
A si( . (3)

Choice structure (Choice): the service process of choice
structure W is composed of service by m
(s1, s2, si, . . . , sm) in a certain order.
For the selection structure, each selection branch is
marked with the probability of being selected. For
example, a process selection structure has two
branches, its prices c1 and c2, respectively. (e prob-
ability of being selected is p and q, respectively.(e cost
of the whole structure is calculated as follows: pc1 + qc2,
s.t.p + q � 1.

ti

s1 20 sec

s2 25 sec s3 20 sec

s4 2 sec
s5 15 sect2

tf
t1

t3

t4

t5

Figure 1: A schematic diagram of the typical implementation plan.

4 Security and Communication Networks



(e initialization value of probability can be deter-
mined by the designer of business process, and then the
information obtained by monitoring the process exe-
cution process is updated continuously. Accordingly,
for the selection structure 1, . . ., m with N of branches,
the probability of each branch is p1, p2, . . . ,

pi, . . . , pm}, of which 
m
i�1 pi � 1. Usually, the QoS of

this choice structure is the attribute value of each task
and its corresponding branch probability, and then the
sum.

Time (T): the response time T(W) of the service
process W is composed of the weighted sum of the
response time probabilities of the service that con-
stitutes the service process.

T(W) � 
m

i�1
Pi ∗T si( . (4)

Cost (C): the cost C(W) of service process W is
composed of the weighted sum of the cost proba-
bilities of the service that constitutes the service
process.

C(W) � 
m

i�1
Pi ∗C si( . (5)

Availability (A): the availability A(W) of service
process W is composed of the weighted sum of the
cost probabilities of the service that constitutes the
service process.

A(W) � 
m

i�1
Pi ∗A si( . (6)

Parallel structure (Parallel): the service process of
parallel structure W is composed of service by m
(s1, s2, si, . . . , sm) in synchronization.

Time (T): the response time T(W) of the service
process W is composed of the maximum value of the
response time that constitutes the service process. For
a concurrent structure, the time response of the
process is limited by the branch with the largest time
response.

T(W) � Max T si(  , i ∈ (1, 2, . . . , m). (7)

Cost (C): the cost C(W) of service process W is
composed of the sum of the costs of the services that
constitute the service process.

C(W) � 
m

i�1
C si( . (8)

Availability (A): the availability A(W) of service
process W is composed of the availability product of
each service that constitutes the service process.

A(W) � 
m

i�1
A si( . (9)

Loop structure (Loop): the service process W of loop
structure is composed of m times repetition of loop
body service s. For a given service s and the number of
cycles m, it can also be equivalent to a sequential
structure which is composed ofm of the same service s.
If a loop trip costs c1, the estimated total cost of the
cyclic structure ism∗ c1. Compared with the method of
expanding the loop, this method can calculate the QoS
of the whole process more quickly and accurately.

Time (T): the response time T(W) of the service
process W is m times the response time of the loop
body service s.

T(W) � m∗T(s). (10)

Cost (C): the cost C(W) of service process W is m
times the cost of loop service s.

C(W) � m∗C(s). (11)

Availability (A): the availability A(W) of service
process W is the m-th power of s availability for the
loop body.

A(W) � A(s)
m

. (12)

4. Data Preprocessing for Atomic Service

Before service selection, the QoS planning module must
know the QoS information of the atomic services in the
service portfolio, which should conform to the atomic
services trust modeling approach described in Section 3.1.
For an atomic service, its QoS capabilities may be manifested
at different levels over time. Simply put, multiple executions
of an atomic service will necessarily reflect different QoS, just
as a Web service will not have the same response time every
time. In the face of such a large amount of historical in-
formation, it is very important for the accuracy of QoS
planning to make a reasonable analysis and estimate the QoS
capability of the atomic service in the next execution.

Table 1: QoS calculation methods for composite service.

QoS dimension
Workflow

Sequence Choice Parallel Loop
Time (T) 

m
i�1 T (si) 

m
i�1 Pi ∗T (si) Max T(si) , i ∈ (1, 2, . . . , m) m∗T(s)

Availability (A) 
m
i�1 A (si) 

m
i�1 Pi ∗A (si) 

m
i�1 A (si) A(s)m

Cost (C) 
m
i�1 A (si) 

m
i�1 Pi ∗C (si) 

m
i�1 C (si) m∗C (s)

Security and Communication Networks 5



For each atomic service with the same functionality, its
ability to provide services is different, which is not only re-
stricted by its characteristics but also shows different QoS
characteristics due to the environment it is deployed in and the
resources it allocates. (erefore, for each atomic service, it is
necessary to estimate the QoS capability of the services it
currently provides. (is process is called “QoS prediction” of
atomic services.(emain purpose of QoS prediction of atomic
services is to meet the demand after QoS planning by selecting
appropriate atomic services as far as possible, that is, to meet
the user’s QoS demand at the same time, to avoid the ad-
justment of the resource layer. A forecast is an estimate of the
currentQoS capabilities of atomic services that, if accurate,may
avoid the additional overhead of resource layer control. If there
is no special explanation, this paper takes the QoS prediction of
the time dimension as an example for illustration.

4.1. Exponential Smoothing Prediction. (e exponential
smoothing method requires less data, so it is a simple and
practical forecasting method for QoS prediction [25]. (e
method of exponential smoothing takes the weighted average
of a sequence of historical events as a forecast of the future. It
is a special case of the weighted moving average method,
where we select only one weight, the weight of the nearest
observed value. (e weights of other data can be calculated
automatically and will get smaller over time. (e basic model
of the exponential smoothing method is as follows.

Ft+1 � αYt +(1 − α)Ft. (13)

In (13), Ft+1 is the predicted value of time series in the
period t+ 1, Yt is the actual value of time series in the period
t, Ft is the predicted value of time series in the period t, and α
is the smoothing constant (0≤ α≤ 1).

Formula (13) shows that the predicted value for the
period t+ 1 is the weighted average of the actual value for the
period t and the predicted value for the period t. In fact, we
can show that the predicted value for the exponential
smoothing method for any period is also the weighted av-
erage of all the historical actual data for the time series, as in
F4 � αY3 + α(1 − α)Y2 + (1 − α)2Y1.

Although the exponential smoothing method provides a
weighted average of all historical observations, we do not
need to store all historical data on the computer for the next
period. Once the smoothing constant α is selected, we need
only two items of information to calculate the predicted
value. (e formula shows that if α is given, we only need to
know the actual value and the predicted value of the time
series in the period of t, namely, Yt and Ft; then, we can
calculate the predicted value in the period of t+ 1.

Forecast accuracy. Although any value of α up to 0 to 1 is
acceptable, some values of α produce more accurate pre-
dictions than others. We rewrite (13) in the following form:

Ft+1 � Ft + α Yt − Ft( . (14)

(erefore, the new forecast (Ft+1) is equal to the his-
torical forecast (Ft) plus an adjustment, which is equal to α

times the most recent forecast error (Yt − Ft). In other words,
by adjusting the predicted value of the t period and some
prediction errors, we can get the predicted value of the t+ 1
period. If the time series contains a large number of random
variations, we tend to use a smaller smoothing constant. (e
reason for this choice is that many forecast errors are due to
random variation, and we do not want to overreact to
forecasts and adjust them too quickly. For the time series
with small random variation, a larger smoothing exponential
constant can be selected. (e advantage of this method is
that the condition can be changed quickly to adjust the error
when the prediction error occurs. For the selection of the
most appropriate α, the Mean Square Error (MSE) analysis
should be carried out through the analysis of historical data
or experiments.

4.2. QoS Prediction Experiment for Random Changes.
Figure 2 shows the QoS capability estimation diagram of
atomic service based on the exponential smoothing method,
where the red broken line on the vertical axis represents the
response time of a Web service executed for 50 consecutive
times, and the blue asterisk represents the response time of
these 50 atomic services. (e abscissa represents the number
of tests based on the time estimate from the exponential
smoothing method. Besides, we use T(Yi) to represent the
actual measured value of the i-th Web service response time,
and T(Fi) is used to represent the exponential smoothing
estimate of the i-th Web service response time, where
i ∈ (1, 2, . . . , 50).

As can be seen from the figure, the exponential
smoothing method has a good prediction effect on the es-
timation of QoS capability of atomic service and smooths the
capability deviation displayed by the service during its ex-
ecution, which can eliminate interference errors to a certain
extent. (ese errors can be caused by inaccuracies in
measurement or by the environment in which the atomic
service itself is deployed. (e exponential smoothing
method can be used to describe to a considerable extent the
true level of service quality of the atomic service itself, which
is an essential characteristic of the atomic service, as opposed
to the performance characteristics that are affected by the
environment in which it is deployed and the allocation of
resources. Besides, the QoS estimation of exponential
smoothing cannot guarantee the accurate prediction of QoS
level for the next execution of the atomic service. In essence,
it is the weighted average of the historical value of the service
on the QoS indicator, which is an improvement of the time
average of the trusted QoS modeling method of the atomic
service in Section 3.1.

What we need to notice is that the value of each blue
asterisk T(Fi) is given by the weighted average of
T(Yj) [j ∈ (1, 2, . . . , i − 1)], which is less than i in the time
coordinate. Of course, in practical application, to reduce the
storage capacity, the actual value stored in the data center is
the actual measured value and the estimated value at the last
execution of the Web service which is calculated by (14),
rather than recording all measurements of the historical
execution time of the atomic service.
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Linear fitting was conducted between the actual and
estimated values of 50 measurements in this experiment, as
shown in Figure 3, where the abscissa represents the actual
value, the ordinate represents the estimated value, and
(T(Yj), T(Fi)) constitutes the coordinate points in the
figure. Figure 3(a) represents the original data, and
Figure 3(b) represents the results of actual and estimated
values sorted from small to large (to reflect the fluctuation
range of QoS value). (e results show that both the actual
value and the estimated value can reflect the response time of
the Web service around 100, while the estimated value has a
smaller standard variance.(e fitting equation in Figure 3(b)
is T(F) � 0.29T(Y) + 71, and the correlation coefficient
R2 � 0.97. R2 is a real number between 0 and 1, which is used
to evaluate the fitting degree of the regression equation. (e
greater the value, the better the fitting degree.

Figure 4 shows the residual analysis between the 50
measurement results and the estimated results. All the values
are evenly distributed between them, belonging to the
standard normal shape, which further confirms the cor-
rectness of linear fitting in Figure 3. In this experiment, the
prediction effect of QoS is not good enough because QoS
varies randomly. Nevertheless, the evaluation of atomic
service QoS capability by using the exponential smoothing
method is relatively accurate. It is essentially a dynamic
estimation of the average value of the atomic service QoS
capability and a weighted average of the historical mea-
surement value. It explores the essential characteristics of the
service. (e QoS ability of atomic service will show random
fluctuations with the white noise interference. (e results of
experiments show that the standard deviation of the esti-
mated value 2.75 is significantly smaller than that of the
actual value 9.19 (shown in Figures 2 and 3). (e estimated
value is embedded into small volatilities around real the QoS
ability value 100. (is means that the estimated value based
on exponential smoothing method could reflect the nature
of the QoS ability of atomic service. (erefore, this approach

is consistent with the QoS modeling for atomic services in
Section 3.1.

4.3. Prediction of QoS with a Linear Trend. Studies have
shown that the QoS supply level of a service entity is related
to the load of the service node where the service entity is
located. For example, in [26], through a large number of
experimental tests on database services, it is found that the
average service response time of the service is correlated with
the CPU load of the service nodes. (is relationship can be
intuitively understood as follows: in general, a lower load on
the service node means that the service node has fewer
service invocation requests in the local service queue, and
the service request of the service entity will be processed
faster. Furthermore, when a load of service nodes is low, the
task scheduling overhead caused by service process
switching and file association and the interaction between
processes of different service entities will be reduced, which
will also improve the response time and availability of service
entities.

(e time response of an atomic service may change with
the node load, and this change has a linear trend. In other
words, in a certain time series, the response time of an
atomic service will increase with the increase of node load
and decrease with the decrease of node load. Although there
is not necessarily a strictly linear relationship between them,
such a monotonous trend does exist.

Based on the theory of the relationship between response
time and node load, we conducted relevant tests again, as
shown in Figure 5. For QoS estimation with a rising trend,
the exponential smoothing method can also have a good
tracking effect, and the estimation of the actual measured
value is accurate, which fully reflects the time response
characteristics of the atomic service. However, for a real
system, the response time that increases as the node load
increases should be a value that varies more slowly and is
closer to that shown in Section 4.2.

Figure 6 shows the fitting between the actual and esti-
mated values of QoS with an upward trend. Figure 6(a)
shows the raw data, and Figure 6(b) shows the actual and
estimated values sorted from smallest to largest. (e results
show that the QoS estimation with the linear trend is more
accurate than that with the random change, and can reflect
the changing trend of QoS. (e R2 of the linear equation
fitted in Figures 6(a) and 6(b) is greater than 0.95, and the
correlation coefficient is greater than 0.9. (e RMSE value
and SSE value of fitting results in Figure 6(a) are 14.76 and
10460, respectively, while the RMSE value and SSE value of
fitting results in Figure 6(b) are 7.875 and 2977, respectively.
(is indicates that there is a strong correlation between the
actual value and the estimated value and that the ratio
between T(F) and T(Y) is close to 1, indicating that the
estimated value is very accurate in predicting the actual
measured value.

(e above two experiments fully prove that the pre-
diction of atomic service QoS information by the expo-
nential smoothing method is accurate and feasible. (e
estimated data obtained by the exponential smoothing
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Figure 2: QoS estimation for random variation.
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method is a group of QoS information with relatively slow
changes, which can fully reflect the reliable QoS level of the
atomic service. Moreover, the algorithm is simple and easy
to operate, and the consumption of system resources is
small. (erefore, it can be fully applied to the preprocessing
of QoS data of atomic service for reliable QoS planning.

5. Service Selection Based on QoS Planning

By preprocessing the history data of atomic service, the mul-
tidimensional trusted QoS information of each atomic service
could be obtained. (e typical information would be applied to
trusted QoS planning, which is equivalent to decomposing the
process QoS requirements of the application into QoS re-
quirements for each service in this composite service.

QoS planning is the decomposition of the QoS re-
quirements of the application process proposed by the user
into the QoS requirements that should be satisfied by each
service that makes up the process (the process is shown in
Figure 7). Based on the results of QoS planning, the system
selects the atomic services for each service that can guarantee
the QoS requirements of that service according to a certain
service selection strategy. (e selection of appropriate
atomic services to form a composite service is the key to
meeting the QoS requirements of users. For verification, this
paper uses three dimensions of the QoS metrics for illus-
tration: time (T), cost (C), and availability (A). Based on the
results of QoS planning, three service selection strategies are
proposed by the author.

5.1. Time Preference Algorithm. For each service in the
composite service, the atomic service with the shortest re-
sponse time (the value after data preprocessing) is selected to
complete the service according to the requirements of the
time dimension in the results of QoS planning (average time
complexity is O(n2)). (is method maximally satisfies the
user’s requirements for the QoS time dimension, because for
each atomic service, even if the QoS capability is estimated
using data preprocessing, there is still no precise guarantee
that the QoS characteristics of the atomic service will be the
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estimated value at the next execution. In the case when the
time characteristics of the atomic service are significantly
different from the estimated value, the user’s requirements
for the time dimension could be satisfied to the maximum
extent with the time preference policy, because it leaves the
maximum amount of redundancy in time.

5.2. Cost/Availability (C/A) Preference Algorithm. (e cost/
availability (C/A) preference algorithm is a service selection
algorithm based on QoS planning. (e basic idea, shown as
follows, is to satisfy the user’s demand in the time dimension
at the lowest possible cost. (Algorithm 1).

Algorithm description:
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(1) Based on the results of QoS planning, for each
service, the atomic services that satisfy its real-time
requirements Tpj and form a sequence Aj are se-
lected. Note that the atomic services in the sequence
are out of order at this point.

(2) For each atomic service in the sequence Aj, it is
backed up to form a service group until the avail-
ability meets the QoS planning requirements Apj (if
the availability of the atomic service already meets
the requirements, no backup is needed); the cost of
the atomic service group is Cji

∗k, and k is the
number of atomic services in the service group.

(3) Sort all the atomic service groups in increasing order
of cost/availability (C/A), with the services of dif-
ferent functions in one column, to obtain the order
Aj.

(4) Select the first service group from the sequence Aj,
i.e., the service S1j with the smallest C/A, to form the
service flow.

(is service selection strategy allows users to achieve the
required QoS requirements for each dimension with a
minimal cost. (e average time complexity is
O( sji + B · NA + N2

A), where B is the average backup times
of Aj and NA is number of atomic services in Aj. However,
for atomic services whose real-time QoS estimates deviate
significantly from the actual measurements, the real-time
performance may not be satisfied.

5.3. EuclideanDistance PreferenceAlgorithm. (e composite
service selected by the Euclidean distance preference algo-
rithm is the closest to the comprehensive quality of service
proposed by the user [27]. Besides, the required quality of
service for each service after QoS planning is denoted as
QoS(s) � (T, C, A), which represents the conditions that the
service should satisfy in three dimensions: real time, cost,
and availability.

For example, there are n atomic services s1, s2, s3,
QoS(s1) � (T1, C1, A1), QoS(s2) � (T2, C2, A2), QoS(s3) �

(T3, C3, A3), so that the services of the same function could
be described as a matrix:

Q �

T1 C1 A1

T2 C2 A2

. . . . . . . . .

Tn Cn An

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (15)

In terms of service quality criteria, there are quality
standards where higher values indicate better quality, while
there are quality standards where lower values indicate
better quality [28]. (e former are called positive-quality
criteria, such as availability, and the latter are called
negative-quality criteria, such as execution time. In addi-
tion, in order to prevent the value of a quality criterion
from being exceedingly large to influence the final result, it
is necessary to concentrate on the values of all quality
criteria between [0, 1].
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Figure 7: Flowchart of the QoS planning algorithm.
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For negative service quality, we use (16) for processing;
for positive service quality, (17) is used for processing.

Vi,j �

Q
max
j − Qi,j

Q
max
j − Q

min
j

, if Q
max
j − Q

min
j ≠ 0,

1, if Q
max
j − Q

min
j � 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(16)

Vi,j �

Qi,j − Q
max
j

Q
max
j − Q

min
j

, if Q
max
j − Q

min
j ≠ 0,

1, if Q
max
j − Q

min
j � 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(17)

In the above equation, atomic services sij with the same
function constitute service sj, Qmax

j denotes the maximum
value of service sj on dimension Q, Qmin

j denotes the min-
imum value of all atomic services sj on dimensionQ, and Qi,j

denotes the value of atomic services on dimension Q, where
Q denotes the dimension of service quality, e.g., real time T,
cost C, and availability A.

(ematrix in (15) is processed according to (16) and (17)
to obtain

Q
∗

�

V11 V12 V13

V21 V22 V23

. . . . . . . . .

Vn1 Vn2 Vn3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
�

Q1

Q2

. . .

Qn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (18)

We calculate the demand QoS(s) � (T, C, A) after QoS
planning using the above formula also for the compre-
hensive quality to obtain the comprehensive quality value q.
q and Q1 are considered as two points, and then the Eu-
clidean distance is used to calculate the deviation between q
andQ1.(e value of each service quality of q after processing
could be set as (q1, q2, q3), and then the deviation between q
and Qj is

d q, Qj  �

�����������



3

i�1
qi − Vji 

2




. (19)

(en, the smallest one in d(q, Qj) is the service that is
closest to the comprehensive service quality proposed by the
user. (e average time complexity is O(n · (m + n + 1)),
where n is the number of atomic services and m is the
number of QoS dimensions.

5.4. Simulation Experiment. Figure 8 shows the graph of the
results after using trusted QoS planning. In the following,
the three algorithms are compared in terms of the total time,
total cost, and Euclidean distance metrics, respectively. (e
horizontal axis indicates the number of simulation experi-
ments and the vertical axis indicates the indicator we
examined.

(e three algorithms are examined in terms of total time,
which is shown in Figure 9.

From the figure, it could be seen that the time (T)
preference algorithm has the shortest total time, which is due
to the fact that the algorithm uses only the time metric as the
basis for service selection, which maximizes the satisfaction
of the time requirement. (e random selection algorithm
and the cost/availability (C/A) preference algorithm exhibit
random fluctuations around the expected value (1400) be-
cause they do not consider the time metric. (e Euclidean
distance preference algorithm performs better than the
random selection algorithm and the cost/availability (C/A)
preference algorithm in terms of time metrics because it
considers time, cost, and availability together, but not as well
as the time (T) preference algorithm.

(e three algorithms are examined in terms of total cost,
which is as shown in Figure 10.

From Figure 10, it could be seen that the cost/availability
(C/A) preference algorithm is the least costly. (is is due to
the fact that the algorithm uses cost (C) as a metric for
measuring service selection and therefore is able to maxi-
mize the cost satisfaction.

(e random selection algorithm and the time (T)
preference algorithm exhibit random fluctuations around
the expected value (250) because the metric of cost is
random in both. (e Euclidean distance preference algo-
rithm performs better than the random selection algorithm
and the time (T) preference algorithm in terms of cost
metrics because it considers time, cost, and availability to-
gether, but not as well as the cost/availability (C/A) pref-
erence algorithm.

(e three algorithms are examined in terms of similarity
to the expected value (Euclidean distance), as shown in
Figure 11.

As can be seen from Figure 11, the Euclidean distance
preference algorithm has the best performance in this
metric. (e algorithm considers a combination of time (T),
cost (C), and availability (A). (e random selection algo-
rithm has the worst performance in all three metrics because
they are chosen randomly. (e time (T) preference algo-
rithm performs better than the random selection algorithm

Input:
(1) Flowchart
(2) (e flowchart contains m tasks, denoted as tj, (j ∈ 1, 2, . . . , m).
(3) Each task has nj service with the same function to complete the task, denoted as sji, (i ∈ 1, 2, . . . , nj).
(4) Each atomic service has three QoS properties: T (real time), A (availability), and C (cost). Each atomic service has its own real-time

interval [Tji1, Tji2] and estimated execution time Tji.
(5) Each service would have real-time requirements Tpj and availability requirements Apj after QoS planning, j ∈ 1, 2, . . . , m.

ALGORITHM 1
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in terms of the Euclidean distance of the expected value
because it takes time (T) into account. (e cost/availability
(C/A) preference algorithm outperforms the time (T)
preference algorithm in terms of Euclidean distance because
it considers both cost (C) and availability (A), but it is in-
ferior to the Euclidean distance preference algorithm.

In summary, the Euclidean distance preference algo-
rithm integrates the three indicators into consideration and
has a more balanced and excellent characteristic. In practice,
different algorithms can be chosen according to different
needs.

5.5. Service Selection Based on Heuristic Algorithms.
When the computational power is sufficient, service selec-
tion can be achieved using heuristic algorithms without
going through QoS planning. Service selection for composite
service is an NP-hard problem, and this paper propose the
memetic algorithm (MA) by combining genetic algorithm
(GA) with local search to solve this class of problems
[29, 30].

(e algorithmic framework of this paper is listed in
Algorithm 2. Firstly, various parameters of the genetic al-
gorithm, the flow of the composite service, and the QoS of
each atomic service are required to be input. (en the
population P is generated by the initialization function
InitialPopulation(), and next it enters a loop until the
number of iterations reaches the set maximum number of
iterations. In the loop, firstly, Selection() is used to select the
parent population to participate in crossover and mutation
in a roulette manner, then GeneticOperation() is used to
perform crossover and mutation operation. LocalSearch() is
a further search after the crossover and mutation operation
so as to find the local optimum, and then UpdatePopula-
tion() is used to update the population and get a better
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Figure 9: Comparison of the total time of the four algorithms.
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chromosome population. Finally, the result of the calcula-
tion is output.

(e local-search strategy is given by Algorithm 3 in
order to accelerate the convergence. NAbstS in Algorithm 3

denotes the number of abstract services in the composite
service, and NAtomS(i) denotes the number of atomic ser-
vices in abstract service i. We traverse each gene of the
chromosome and determine whether replacing it with

Input: (e maximum number of iterations: NImax. (e size of population: SP. (e size of the mating pool: SMP. (e size of
tournament: ST.(e probability of crossover: PC.(e probability of mutation: PM.(e process of composite service and the QoS of
each atomic service.
Output: (e selected atomic services and the QoS of composite service.
Steps:

(1) Initialize P←InitialPopulation (SP);
(2) for n� 1; n<NImax + 1; n++
(3) Pparent← Selection (P, SMP, ST);
(4) Pchild←GeneticOperation (Pparent, PC, PM);
(5) Pnewchild← LocalSearch (Pchild);
(6) P←UpdatePopulation (P, Pnewchild);
(7) end for
(8) return P, QoSmax

ALGORITHM 2: MA of service selection.

Input: (e chromosome Pchild. (e process of composite service and the QoS of each atomic service.
Output: New chromosome Pnewchild.
Steps:

(1) Initialize Pnewchild �Pchild;
(2) for i� 1; i<NAbstS + 1; i++
(3) for j� 1; j<NAtomS(i) + 1; j++
(4) Pchild (i)� S(j);//(A atomic service differs from PNchild’ gene)
(5) if QoS(Pchild)>QoS(Pnewchild)//(find an atomic service that improve QoS)
(6) Pnewchild �Pchild;
(7) end if
(8) end for
(9) Pchild (i)�Pnewchild(i);
(10) end for
(11) return Pnewchild

ALGORITHM 3: Algorithm of local search.
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Figure 12: Algorithm comparison based on success rate of QoS assurance.

Security and Communication Networks 13



another atomic service improves the QoS. If changing the
atomic service of a gene can improve the QoS, the new gene
is accepted so that a local optimum is achieved. If QoS
could be improved by changing atomic service of the
typical gene, this gene could be accepted in order to reach
optimal results. (e average time complexity of MA al-
gorithm is O(NImaxNAbstS

NAtomS(i)).
(e simulation experiments are performed on the

composite service flow in Figure 8, using random selection
of atomic services and MA selection of atomic services for
each experiment, for a total of 100 tests. We setNImax � 1000,
SP � 100, SMP � 100, ST � 2, PC � 0.1, and PM � 0.9. Figure 12
shows the number of successes of the above two methods in
meeting the QoS requirements proposed by the application
in 100 experiments, respectively, where the horizontal co-
ordinate represents the number of experiments n,
n ∈ 1, 2, . . . , 100, and the vertical coordinate represents the
number of times m the QoS requirements of the composite
service are satisfied in n experiments, m ∈ 1, 2, . . . , n. As can
be seen from the figure, the number of successes after MA
selection of atomic services is significantly greater than the
number of successes for random selection of atomic services.
Among the 100 experiments conducted, the user’s re-
quirements can be satisfied up to 90% because of the QoS of
the composite service after MA-selected atomic service,
while the randomly selected service has less than 50% chance
of success in terms of the QoS requirements proposed by the
user, although the user’s functional requirements could be
satisfied.

6. Conclusion and Future Work

Web composite service technology aims at solving the
problem of effective integration of functionally diverse Web
service resources on the Internet, and users’ multifaceted
application requirements could be satisfied by constructing
functionally complex and superior composite services. (e
huge number of candidate services with similar functional
attributes and different nonfunctional attributes will in-
crease the complexity of composite service and lead to the
problem of Web composite service as NP-hard problem. In
the complex network environment, it is difficult for the
traditional QoS-based composite service approach to
guarantee that the constructed combination solution can
meet the user requirements because it cannot measure the
trustworthiness of Web services. In this paper, we mainly
focus on how to solve the problem of trustworthy QoS
guarantee for composite service in the highly complex,
dynamic, and untrustworthy Internet environment. We
design an operational mechanism to guarantee the trust-
worthiness requirements of the composite services. (e
various task segments in the composite services are com-
pleted by virtual services, and the quality of the composite
services is ensured by QoS planning of the upper layer
applications, prediction of the QoS capability of atomic
services, and implementation of various service selection
algorithms to finally meet the abstract service trustworthi-
ness requirements. Future work will optimize (1) the se-
lection of services with identical functions but differing

interfaces and (2) the impact of interatomic service corre-
lations on composite services.
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With the development of Internet technology, network security is under diverse threats. In particular, attackers can spread
malicious uniform resource locators (URL) to carry out attacks such as phishing and spam. )e research on malicious URL
detection is significant for defending against these attacks. However, there are still some problems in the current research. For
instance, malicious features cannot be extracted efficiently. Some existing detection methods are easy to evade by attackers. We
design a malicious URL detection model based on a dynamic convolutional neural network (DCNN) to solve these problems. A
new folding layer is added to the original multilayer convolution network. It replaces the pooling layer with the k-max-pooling
layer. In the dynamic convolution algorithm, the width of feature mapping in the middle layer depends on the vector input
dimension. Moreover, the pooling layer parameters are dynamically adjusted according to the length of the URL input and the
depth of the current convolution layer, which is beneficial to extracting more in-depth features in a wider range. In this paper, we
propose a new embedding method in which word embedding based on character embedding is leveraged to learn the vector
representation of a URL. Meanwhile, we conduct two groups of comparative experiments. First, we conduct three contrast
experiments, which adopt the same network structure and different embedding methods. )e results prove that word embedding
based on character embedding can achieve higher accuracy. We then conduct the other three experiences, which use the same
embedding method proposed in this paper and use different network structures to determine which network is most suitable for
our model. We verify that the model designed in this paper has the highest accuracy (98%) in detecting malicious URL through
these experiences.

1. Introduction

Hackers often use spam and phishing [1, 2] to trick users into
clicking malicious URL, the Trojans will be implanted into
the victims’ computers, or the victims’ sensitive information
will be leaked. )e technology of malicious URL detection
can help users identify malicious URL and prevent users
from being attacked by malicious URL. Traditionally, re-
search on malicious URL detection adopts blacklist-based
methods to detect malicious URL. )is method has some

unique advantages. It has high speed, has low false-positive
rate, and is easy to realize. However, nowadays, the domain
generation algorithm (DGA) can generate tens of thousands
of different malicious domain names every day, which
cannot be detected effectively by the traditional blacklist-
based methods.

Researchers have been using a machine learning tech-
nique to identify malicious URL. However, these methods
often need to extract the featuresmanually, and attackers can
design these features to avoid being identified. Faced with

Hindawi
Security and Communication Networks
Volume 2021, Article ID 5518528, 12 pages
https://doi.org/10.1155/2021/5518528

mailto:nese@163.com
https://orcid.org/0000-0001-8765-053X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5518528


today’s complex network environment, designing a more
effective malicious URL detection model becomes a research
focus.

)is paper proposes a malicious URL detection model
based on a DCNN. It adopts word embedding based on the
character embedding method to extract features automati-
cally and learn the URL’s expression. Meanwhile, we verify
the validity of the model through a series of contrast
experiments.

In this study, our innovations and contributions are as
follows:

(1) )is paper proposes a malicious URL detection
model based on a DCNN. )e dynamic convolution
algorithm adds a new folding layer to the original
multilayer convolution structure. It replaces the
pooling layer with the k-max-pooling layer. In the
dynamic convolution algorithm, the width of feature
mapping in the middle layer depends on the vector
input dimension. Moreover, the pooling layer pa-
rameters are dynamically adjusted according to the
length of the URL input and the depth of the current
convolution layer, which helps extract more in-depth
features in a wider range.

(2) In the stage of feature extraction and representation,
the features are extracted from the URL sequence.
)e extracted features are integrated into a vector,
and the vector is processed directly by the con-
volutional neural network to learn the classification
model. )is method not only simplifies the process
of feature extraction, it does not depend on
extracting features manually, but also combines the
advantages of character embedding and word em-
bedding. Word embedding can obtain word se-
quence information, which cannot be obtained by
character embedding. Character embedding can
process special characters and unfamiliar words in
the URL. )e dictionary and vector dimension are
also not too big. )e combination can save memory
space and express the URL more effectively, which
will help extract information from the URL.

(3) To prove the feasibility of the model proposed in this
paper, we did a lot of comparative experiments. As
for the embedding method, we conduct three con-
trast experiments to verify that word embedding
based on character embedding achieves higher ac-
curacy than word embedding and character em-
bedding. We also perform three contrast
experiments and prove that leveraging the network
structure consisting of a DCNN and different fields
extracted from the URL can achieve a better effect.

)e rest of this paper is organized as follows. In Section
2, we introduce the research status of malicious URL de-
tection methods. In Section 3, we present the malicious URL
detection model and its main modules. In Section 4, we
conduct experiments on the malicious URL detection model
and test the embedding methods. Finally, we offer a brief
discussion in Section 5.

1.1. Related Work. At present, the methods [3–5] of
detecting malicious URL can be roughly divided into tra-
ditional detection methods based on blacklist and detection
methods based on machine learning. Literatures [6, 7] in-
troduce the detection method based on a blacklist. Although
this method is simple and efficient, it cannot detect the newly
generated malicious URL, which has severe limitations.
Literature [8] points out that attackers can generate various
malicious domain names through a random seed to effec-
tively evade the traditional detection method based on a
blacklist.

In literatures [9–11], researchers have applied machine
learning technology to detect malicious URL. Machine
learning learns the prediction model based on statistical
properties and classifies a URL as a malicious URL or a
benign URL.)is method attempts to analyze URL and their
relevant websites or web page information to extract the
features. )e features extracted by this method are often
divided into two types, static features and dynamic features.
Literature [12] obtains lexical information in URL strings,
information about hosts, and sometimes HTML and Java-
Script content. Literature [13] extracts a series of network
traffic-related features from URL, and the support vector
machine (SVM) is adopted for detection. Literature [14]
proposes threemethods of feature processing to optimize the
classification effect. While the above methods have shown
good performance, there are still some limitations. Tradi-
tional detection methods based on machine learning often
require extract features manually [15, 16]. Attackers can
avoid being detected by these detection methods by de-
signing these features, making it very difficult to maintain
the detection system based on traditional machine learning.
Additionally, in large-scale malicious URL detection, a
trained model may lose some useful information from URL.

Referring to the idea of text classification [17, 18], many
researchers have proposed a variety of methods based on
deep learning [19] models to detect malicious URL and judge
whether a URL is malicious only according to the strings
contained in the URL. )ese methods can automatically
extract valid information in the URL. For example, literature
[20] uses the cyclic neural network model at the character
level to classify URL generated by DGA. Literature [21]
proposes the method of extreme machine learning to detect
malicious URL. Combining n-gram model with deep
learning, literature [22] takes the advantages of character-
level semantic features to detect whether DGA generates the
URL. A variety of deep learning architectures for malicious
URL detection are listed in the literature [23], including the
structure of single-layer long short term memory(LSTM)
[24], the structure of bidirectional LSTM [25], the combined
structure of CNN and LSTM [26, 27], and the deep con-
volution structure [28]. On this basis, literature [29] designs
a keyword-based malicious URL detection model, which
combines word embedding and GRU model. Literature [30]
analyzes the structures and features of different URL, ex-
tracts more features, and proposes a semisupervised training
model for URL’s multiclassification. Literature [31] extracts
URL domain name features and instantaneous features of
redirection attacks and optimizes the neural network
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structure to improve detection accuracy. In recent years, it
has become a new research direction to detect malicious
URL directly. Literature [32] takes the original URL as the
input of malicious URL detection system, transforms URL
into feature vectors by character embedding technology, and
then uses the convolutional neural network for training,
which significantly reduces the dimension of data and the
amount of computation. Additionally, it can help achieve a
good classification effect. In literature [30], word embedding
is used to transform URL in each message into vector-
matrix, which is then inputted into the convolutional neural
network for analysis. Literature [33] improves the detection
algorithm and adds a convolution branch on the CNN
structure to extract in-depth character-level features. )e
disadvantage of this method is that it adopts character
embedding or word embedding alone, and it is difficult to
extract features in both characters and phrases. Literatures
[34, 35] adopt a parallel convolutional neural network to
detect malicious URL. )ey combine character embedding
and word embedding, improve the word embedding method
in the vector embedding stage, and extract the URL’s
character and phrase features, which improve the detection
effect. However, one of their disadvantages is that the fixed
CNN structure is used to detect URL. )e model parameters
cannot be adjusted according to the input vector’s dimen-
sion, so it is difficult to extract the in-depth features in a wide
range.

Based on DCNN, this paper designs a malicious URL
detection model to solve the abovementioned problem. We
will detail this in the following chapters. )e materials and
methods section should contain sufficient detail so that all
procedures can be repeated. It may be divided into headed
subsections if several methods are described.

2. Malicious URL Detection Model

Our paper proposes a malicious URL detection model based
on convolutional neural networks. )e construction of the
model is shown in Figure 1.)emodel mainly includes three
modules: vector embedding module, dynamic convolution
module, and block extraction module. In the following, we
will introduce each module and the detection process in
detail.

3. Vector Embedding Module

In our model, a URL is inputted into the embedding layer,
and we use word embedding based on character embedding
to transform the URL into a vector expression. Moreover,
the URL will be input into the DCNN for feature extraction.

)e vector embedding module represents the input URL
sequence as a suitable vector to facilitate the subsequent
process. In the beginning, URL vector representation is
initialized randomly. It is then inputted into the embedding
layer used in the subsequent training and the most ap-
propriate URL vector expression is obtained during the
training process. )is module uses an advanced word em-
bedding method based on character embedding.)emodule
extracts the phase information from the URL and the

character-level information from the word. )e information
extracted will be used in subsequent training to obtain the
most appropriate vector expression of the URL, and then the
vector expression is inputted into the subsequent con-
volutional layer.

An example of a word embedding method based on
character embedding is shown in Figure 2, where k repre-
sents the embedding dimension of characters and words, L2
represents the number of words contained in a URL string,
and L3 represents the number of characters contained in
each word in the URL string. In the example, we convert
each URL to an id sequence of word and character, re-
spectively. )en, the embedding layer obtains word em-
bedding matrix EMw and character embedding matrix EMc

during the subsequent training. )e word ID sequence uses
the word embedding matrix EMw to obtain the matrix
expression URLw at the word level. )e character ID se-
quence uses the character embedding matrix EMc to obtain
multiple word matrix expressions based on character em-
bedding. )e multiple word matrices will be merged and
compressed into a matrix representation URLcw of the URL
at the word level. )e matrix representation URLw and the
matrix representation URLcw are added. We will get the final
representation of the URL.

3.1. Dynamic Convolution Module. )e dynamic convolu-
tion module is to extract features automatically from the
input data. )e processing procedure of data includes 1D
convolution, folding, and dynamic pooling. )e DCNN can
adjust parameters and extract features in a wider range based
on the input length and the current convolutional layer.

When the DCNN is training, the network’s upper layer’s
output is inputted into the network’s next layer. )e URL is
inputted into the input layer, and it is converted to a suitable
vector expression in the embedding layer. )en, the first
convolution layer starts to extract features. After the data are
outputted from the convolutional layer, the data tensor
dimension is compressed by the folding layer and then
inputted to the pooling layer for dynamic pooling. After
several rounds of convolution-folding-pooling, the data are
finally inputted into the fully connected layer for training,
and the result is finally outputted from the output layer.

3.2. Block Extraction Module. )e block extraction module
extracts different fields such as subdomain name, domain
name, and domain name suffix from URL and encodes them
as the second data branch of the detection model. In the
embedding layer, the URL is converted to an appropriate
vector. After passing through the embedding layer, the
second data branch is merged with the first data branch, and
the merged result is inputted to the fully connected layer for
training. When the block extraction module extracts dif-
ferent fields, it can separate the top-level domain name or
national domain name from the URL string.

)e block extraction module can distinguish between
generic top-level domains and national top-level domains.
)erefore, the model can make full use of essential
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information. It takes the different fields in the URL as
different features, which enriches the fully connected layer’s
input.

3.3. Detection Process. )e detection process is as follows.
First, domain name, subdomain name, and domain name
suffix are sequentially extracted from URL. In the first
branch of the detection model, we pad each URL to a fixed
length, of which every word is marked with a specific
number. )e entire URL is represented as a sequence of
numbers.)en, the sequences are inputted to the embedding
layer and trained together with other layers. )ese sequences
will learn the appropriate vector expression during the
training process. )e data stream outputted from the em-
bedding layer is subsequently inputted into a DCNN. )e
output passes through a convolution layer, a folding layer,
and a pooling layer in two successive rounds. In the flatten
layer, the data stream is flattened. It then waits for con-
necting with data from the other branch, where domain

name, subdomain name, and domain name suffix are
marked. )e different main domain name, subdomain
name, or domain name suffix in each field are encoded as an
independent expression. )en, the marked data are inputted
into the three newly added embedding layers and obtain the
appropriate vector expression. After that, the information is
transformed into a suitable shape in the reshape layer and
merged with the first branch’s data. )e two branches’
outputs are combined and jointly inputted to the fully
connected layer for training. We use the DCNN to extract
features automatically and use different fields in URL as
different features to detect malicious URL jointly. After the
dropout layer, the result is outputted into the output layer.

)is model can fully obtain the information carried by
the different fields in the URL string and enrich the input of
the fully connected layer, which improves the detection
effect.

In summary, the branch of processing data is added for
expanding the input of the detection model. When training
in the fully connected layer, the features are extracted

Data entry module Data entry module Data entry module

Word level representation Word embedding

Character level representation Word level representation

Dynamic convolution network

Data connections

Fully connected layer network

Dropout layer

Output layer

Data entry module

Vector embedding module

Feature extraction

Fully connected layer

Figure 1: )e detection model.
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automatically by the convolutional neural network and
extracted artificially from the URL field.)e detectionmodel
can effectively utilize critical information in the URL, such as
top-level domain names and national domain names, to
achieve higher accuracy and recall. Accuracy is vital, es-
pecially for detecting models, because if the accuracy is low,
normal web pages may be classified as malicious websites
and will be blocked.

4. Experiment and Evaluation

4.1. Experimental Environment. )e experimental environ-
ment is based on the Windows operating system. )e
processor is i5-7500, the memory is 8 GB, the programming
language is Python 3.6, and the deep learning framework is
TensorFlow.

4.2. Comparative Experiments between Different Embedding
Methods. Our paper adopts the word embedding method
based on character embedding, which considered the ad-
vantages and disadvantages of word embedding and char-
acter embedding. )e advantages of word embedding based
on character embedding are as follows:

(1) )is method can effectively express rare words. It
takes full use of character-level and word-level in-
formation. )erefore, this method can accurately
represent rare words in URL.

(2) )is method can reduce the scale of the embedded
matrix and reduce memory space. Meanwhile, it

helps to convert a URL to a more accurate
expression.

(3) )is method can convert new words that do not exist
in training set into more accurate vectors, thereby
extracting character information.

Based on different embedding methods, we conducted
three comparative experiments. Experiment 1 adopted
character embedding. Experiment 2 utilized word embed-
ding as an embedding method. Experiment 3 used word
embedding based on character embedding as an embedding
method.)ese experiments used malicious DGAURL as the
training set, and the network structure was stacked CNN.
We measured the accuracy, F1-score, precision, and recall
ratio to evaluate the results.

Attackers can communicate with the control center
through a malicious DGA domain name. A malicious DGA
domain name can be treated as a string during detection.
However, compared with the real malicious URL, the
malicious DGA domain name contains fewer characters.

)e experimental result is shown in Table 1. We find that
word embedding based on character embedding achieves the
highest accuracy among the above two embedding methods
through these experiments. )e accuracy of word embed-
ding based on character embedding is 0.958; the accuracy of
character embedding and word embedding are only 0.923
and 0.954, respectively. )e recall of word embedding based
on character embedding achieves 0.976, which is higher than
character embedding and word embedding. We also draw
ROC curves and AUC curves among the three experiments.
It is shown in Figure 3.

Sequence of
word IDs

<http>

<:>

</>

</>

<www>

<Pad>

<.>

...

1
3
5
5

88
9

. . .
<Pad>

Word
embedding

matrix

CHAR
embedding

matrix

Word-level
representation

CHAR based representation
of words

Word-level
representation

Final
representationEMw

EMc

URLw

URLcw

URLw + URLcw

SUM

L2 × k

L2 × L3 × k

L2 × k

L2 × k
Sequence of words in CHAR IDs

32 1 . . . <Pad>
6 3 . . . 3

31 5 . . . 5
5 4 . . . <Pad>
7 78 . . .

. . .
74

9 94 <Pad>

<Pad><Pad> <Pad> <Pad>
. . .. . . . . . . . .

Figure 2: Example of a word embedding method based on character embedding.
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4.2.1. Network Structure Experiment

(i) Experimental Dataset. We collect a large amount of URL
data from github.com, uci.edu, and kaggle.com to verify the
model’s validity and feasibility. Besides, we select the top 1
million domain names, published on the Alexa website on
May 17, 2019, as standard URL. Alexa ranks URL in terms of
website traffic, including the site’s top-level domains and
subdomains. )e dataset division is shown in Table 2; the
distributions of the dataset are shown in Figures 4–6.

(ii) Experiment Setting. We designed three comparative
experiments. We tried to use different network structures to
determine the best solution for our model. Experiment 1
utilized the stacked CNN. Experiment 2 only leverages
DCNN. Experiment 3 adopted DCNN, and it extracted
different fields from the URL to participate in training. We
set the same experimental parameters for these three ex-
periments. Besides, each URL’s length was set to 200 words,
and the vector embedding dimension was 32. )e DCNN
included two convolutional layers. )e number of convo-
lution kernels was set to 128. )e DCNN was finally trained
by one fully connected layer, and it adopted the Adam
optimization algorithm.)e learning rate was 0.001, and the
drop rate of the dropout layer was 0.5. In the process of the

experiment, we adopted batch training, and each batch
contains 100 URL.

(iii) Experimental Results and Analysis. We measured the
accuracy, F1-score, precision, and recall ratio to evaluate the
results. )e final results of the detection model in this paper
are shown in Table 3. )e accuracy reaches 0.987, the
precision reaches 0.993, the F1-score reaches 0.987, and the
recall ratio is 0.981. )e accuracy and loss are shown in
Figures 7 and 8. As the number of iterations increases, the
training accuracy increases continuously, and the fitting
degree of the model is ideal. At the same time, the loss
continues to decrease.

We also list the experimental results of other compar-
ative experiments, as shown in Table 4; the network structure
DCNN+ extracting fields obtained a better effect than the
other two network structures. )e accuracy reaches 0.987,
and the precision is 0.993. )e ROC curves are drawn, and

Table 1: Experiment results.

No. Embedding method Network structure Accuracy F1-score Recall Precision
1 Character embedding Stacked CNN 0.923 0.926 0.964 0.890
2 Word embedding Stacked CNN 0.954 0.953 0.931 0.977
3 Word embedding based on character embedding Stacked CNN 0.958 0.959 0.976 0.942
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Figure 3: Comparison of ROC curves and AUC values.

Table 2: Dataset.

Training set Validation set Test set
Malicious URL 200 k 25 k 25 k
Normal URL 200 k 25 k 25 k
Total 400 k 50 k 50 k
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the AUC value is calculated to facilitate comparison and
analysis. )ey are shown in Figure 9. We can see the TPR of
DCNN+ extraction is the first to reach 0.9993.

From the results, it can be seen that the best detection
effect is obtained in Experiment 3. )e high accuracy in-
dicates that benign samples are less likely to be misjudged as
malicious samples. Experiments show that the URL can be

adequately expressed, critical features can be extracted to
obtain better detection results using DCNN and the word
embedding based on character embedding. Extracting dif-
ferent fields from the URL can make full use of keywords in
the URL to improve detection accuracy and precision. )e
abovementioned experiments verify the validity of the de-
tection model in this paper.
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Table 3: Experimental results.

Detection indicator Meaning Value
Accuracy ((TP + TN)/P + N) 0.987
F1-score (2TP/(2TP + FP + FN)) 0.987
Recall (TP/(TP + FN)) 0.981
Precision (TP/(TP + FP)) 0.993
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Table 4: Experiment results.

No. Embedding method Network structure Accuracy F1-score Recall Precision
1 Word embedding based on character embedding Stacked CNN 0.958 0.959 0.976 0.942
2 Word embedding based on character embedding DCNN 0.961 0.960 0.936 0.984
3 Word embedding based on character embedding DCNN+ extracting fields 0.987 0.987 0.981 0.993

10 Security and Communication Networks



5. Conclusions

)is paper aims to design a new malicious URL detection
model based on deep learning. We designed a word em-
bedding method based on character embedding, and the
vector expression of a URL is learned automatically by
combining character embedding with word embedding.
DCNN for malicious URL detection is designed. According
to the length of the input vector and the depth of the current
convolution layer, the pooling layer parameters are dy-
namically adjusted to extract features in a wider range. We
coordinated the relationship between different modules and
adjusted network parameters. Besides, the real URL and
malicious DGA URL in the real network are collected, and a
series of experiments are designed and conducted. )e re-
sults and various indicators are compared and analyzed to
demonstrate the validity of the detection model.

)e detection model achieves the expected effect in
experiments. However, considering that the network traffic
in the test environment and the real network are different,
and with the development of the Internet, types of malicious
URL are more diverse. It is necessary to timely update the
model in the actual scenario.)erefore, to better adapt to the
requirements of various complex application scenarios, we
plan to study how to simplify the detection model’s archi-
tecture and shorten the training time while keeping the
detection performance unchanged in the future.

Data Availability

)e URL data used to support the findings of this study
have been deposited in the malicious and benign URL
dataset: https://gitee.com/blackwall/UrlDetect/blob/

master/urldetect/%E5%AE%9E%E9%AA%8C%E4%
BB%A3%E7%A0%81.zip.
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Amultisource and heterogeneous database is an important problem that disturbs the use of the electric power information system.
.e existing database synchronization scheme has some problems in practical applications, such as high resource loss and poor
portability. .is paper presents a high-efficiency database synchronization scheme for the electric power information system. .e
database is monitored, and its changes are captured by the shadow table and trigger method. .us, data could be exchanged in
trusted networks and nontrusted networks. In addition, a predetermined strategy is used to avoid data conflicts and ensure
consistency and reliability of data synchronization. .e above method is applied in the protection system of power networks. .e
results show that the synchronization scheme can effectively ensure the security of the system and has higher
synchronization efficiency.

1. Introduction

.e scale of the data network of the electric power infor-
mation system increases rapidly with the development of the
smart grid. Data scheduling is filled with dispatch centers,
power plants, users, and so on. .e security problems need
to be researched and solved for services, especially for data
security issues that are important and restrict the application
in the electric power information system.

.e telemechanical system controls the power station and
substation through the telemetry data of the system [1–7]. Its
security and reliability directly affect the safety and reliability of
the whole power control system. Because the telemechanical
system is interconnected with the local MIS (management
information system) or connected to the internet, the power
system design and construction, and lack of data network
protection, the telemechanical system is easy to be attacked.

Network attacks occur frequently. Trojan horses, worms,
and ransomware emerge one after another on the internet,
which pose a serious threat to the safety in the production of
the smart grid. .erefore, just like government networks,

military networks, and other classified networks, the security
of the power information system, especially the production-
related real-time data networks and dispatching data net-
works, should carefully formulate targeted strategies and set
up a strong security guarantee system [3].

.e traditional data backup method is to ensure the data
security by the database maintainers under the premise of a
continuously open network. However, in some networks
where the degree of secrecy is relatively high, database
synchronization should be implemented in a secure and
isolated environment. .erefore, the new technique of da-
tabase synchronization between isolated networks is worth
further study.

.e general network isolation scheme is implemented by
installing a network isolation device between trusted in-
tranet and nontrusted internet [8–19]. .e principle is based
on the idea of access control and physical isolation and
defines relevant constraints and rules to guarantee the se-
curity strength of the network.

Our inspiration comes from the object-oriented database
system and distributed client-server mechanism. On the
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basis of the isolated network, we put forward a new efficient
data synchronization scheme. In the scheme, the shadow
table and trigger method are used to capture the data
changes in the database. In this case, data between intranet
and internet are synchronized without any disruption to
system security. We implement two synchronous techniques
to evaluate the scheme in the protection system of the in-
formation system of the smart grid. Experiment results show
that our method could ensure system safety and achieve
excellent performance.

.e rest of the paper is organized as follows. We describe
the overall framework of the isolation system in Section 2.
Section 3 describes database synchronization in network
isolation. We discuss our implementation in Section 4 and
analyze numerical results in Section 5. Finally, we conclude
our paper in Section 6.

2. Overall Structure of Network Isolation

Network isolation is a physical isolation method by a special
isolation device between inner intranet and outer internet
[19–28]. Network isolation technology ensures that the
internal information of the trusted network is not leaked and
uses shared storage to complete the safe exchange of data
between networks [20–23].

In general, isolation devices are not connected to either
trusted intranet or nontrusted internet. If there are requests
for information exchange between them, the isolation device
tries to connect to one of the two networks. Figure 1 shows
the isolation structure used in the electric power information
system.

.e network isolation system abandons common net-
work protocols such as TCP/IP and adopts a new type of
proprietary security protocol to exchange data. .e system
blocks the TCP/IP connection, makes the internal network
and external network completely lose the connection, and
completely eliminates the hidden danger of the TCP/IP
network attack. In addition, the system can effectively reduce
the attack threat by using the vulnerability of the OS with the
support of isolated hardware and software.

3. Principal of Database Synchronization

3.1. Description of Database Synchronization. Due to the
physical isolation characteristics of the network isolation
environment, the database distribution in two isolated
networks includes the following three synchronization steps:
capture changes of the source data, distribute the data, and
update the data to the target database [23–28]. Figure 2
shows the structure of data synchronization. .e process of
data synchronization can be divided into several processes as
follows: change capture, data distribution, network trans-
mission, synchronization monitoring, and data update
[29–32].

In data synchronization, the first step is to capture the
data changes in the database..us, a combination of triggers
and shadow tables is used..is approach uses an XML file as
an intermediary to log changes’ information such that every
table of the source database corresponds to an XML file.

Data distribution adopts the server-client mode, in
which each network device acts as a client to actively
connect to the server. A monitor module that is contin-
uously running is used to record the update of the source
database and target database, respectively. As is men-
tioned in the graph, the data update module is used to
update the data to the target database [33]. When the
update operation is executed, the communication module
starts to send (or receive) data according to the syn-
chronous configuration policy. .us, an entire synchro-
nization procedure is completed.

3.2. Process of Database Synchronization. Data synchroni-
zation is the process of synchronizing data from the source
database to the target database. Maintaining consistency of
multiple copies of replicated objects and considering the
synchronization efficiency can effectively reduce network
overhead and shorten response time, thus improving the
availability and reliability of the whole system. .e syn-
chronization approach takes the following three steps.

3.2.1. Change Capture. Change capture is the basis of
synchronization, and it directly determines how the database
is updated and how time is selected for synchronization.
Changing sequence information is essential when syn-
chronizing the target database. In addition, a large amount
of control information needs to be synchronized as well
[1, 34]. Due to different characteristics of the trigger method
and shadow table method, the combined method of trigger
and shadow table is adopted to ensure the performance of
the source database and minimize the impact on the system
operation.

(i) Trigger method: this method is especially suitable for
a large amount of data and often needs incremental
synchronization. Trace triggers are created for data
operations such as Insert, Delete, Modify, and Up-
date in the source data table. When one of the above
operations occurs on the source table, newer field
data, action type, and action sequence number are
stored in the log table, which provides synchronous
updates to the source table.

(ii) Shadow table method: this method is generally used
in scenes with a small amount of data and low re-
quirement of the real-time performance. .e ad-
vantage of this method is that it has little impact on
the business system and easy to deploy. When the
source table needs to synchronize, a supporting
shadow table is created to record the change tracking
table. After that, the shadow table and source table
are compared to extract the changing information.
In this case, the shadow table is synchronized.

In the above combined synchronization method, data
distribution could obtain synchronization information by
the source table and change tracking table. .us, the work of
change capture is integrated in distributed modules and then
encapsulated into the database layer [2, 23].
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Change capture is the process of capturing the se-
quence of changes in the source table. Based on the
configuring parameters of the synchronization mode, the
system automatically creates the tracking table and
shadow table for the source table’s change capture. .e
main idea of data synchronization technology to capture
changes is to create a change tracking table for multiple
related source tables, perhaps a single source table, or all
tables of an entire database. Source table’s field infor-
mation is recorded, such as the type of operation, the
sequence number of operations, the operation time, and
the change’s key field information.

3.2.2. Monitoring the Synchronization. Because of the in-
dependence of the JDBC platform, it has become one of the
most popular methods to access the database. In this case,
JDBC is used to connect to the database in the synchronous
monitoring module. If there are changes in the source da-
tabase, the synchronization system will start the commu-
nication module according to the synchronization mode.

3.2.3. Data Distribution. .e primary purpose of data dis-
tribution is to implement change information from the
source table to the corresponding target table. Based on the
above change capture method in synchronization, the data
distribution module obtains the corresponding SQL state-
ments in sequence according to the sequence number in the
change tracking table. .e dispatcher then executes the SQL
statement on the target server and applies the changes in the
source table to the target table. After successful execution,
the record corresponding to the sequence number in the
change tracking table is deleted. .e dispatcher is a coor-
dinator and is also responsible for passing control infor-
mation and mediation if replication conflicts are found.

3.2.4. Data Update. Data updates occur on network target
nodes. When the XML file is sent to the network node, the
SQL statement is immediately extracted. If the instruction
contains one of the Insert, Delete, or Update operations, the
SQL statement is executed directly, and the target table is
updated accordingly. In particular, if it is a Create operation,
the target database will create a new synchronization table
and initialize it.

3.3. Conflict Detection and Resolution. Replication opera-
tions incurred by data synchronization can cause incon-
sistencies and conflicts between different copies [35, 36]. It is
necessary to determine the cause and location of the conflict
and resolve the conflict in accordance with the pre-
determined strategy. In addition, the granularity of conflict
detection, record level, field level, and so on, will affect the
performance of the system..erefore, a control information
table was set up in the prototype to help resolve the conflict.
.e structure of the control information list is shown in
Figure 3.

As shown in Figure 3, all pieces of control information
are organized into a list, which is indexed by metadata. Each
information item consists of the conflicting data item,
conflict position, operator, and timestamp. .e main
function of each of these information items is as follows:

(1) Conflicting data item: it provides a change copy of
the conflicting data items, which can reflect rela-
tionships between the changes of data items

(2) Conflict position: it identifies the subject causing the
conflict

(3) Operator: it indicates the location that caused the
conflict, which may contain multiple server nodes

(4) Timestamp: it provides the exact time when the
conflict occurred

Source
database

Change
capture
module

XML XML
Data distribution

Network NetworkIsolation
exchange

Data
update
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Target
database 1

Target
database n

Figure 2: Overall structure of database synchronization.
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Figure 1: Structure of the network isolation system.
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4. Network IsolationDeployment in the Electric
Power Information System

4.1. Network Isolation Device. In addition to using basic
firewalls and proxy servers for security, the power infor-
mation system also uses network isolators as gateways. .e
isolation device adopts isolation technology that the intranet
and internet disconnect to the isolation device.

.e isolated transmission mechanism uses dedicated
hardware and security protocols to achieve data exchange
between internal and external networks. .e data moni-
toring module has powerful control and management
function by security mechanisms, such as access control,
identity authentication, and encryption.

4.2. IsolationScheme in theElectricPower InformationSystem.
.e whole topology of the telemechanical network and MIS
network of the smart grid is shown in Figure 4. Figure 4
shows that the telemechanical system could connect directly
to the dispatch center and production site without network
isolation. Furthermore, as the middle system of the MIS and
internet connection, once the telemechanical system is de-
liberately destroyed by a virus or hacker, the whole power
network will face serious risks.

To guarantee the reliability of the telemechanical system
and intranet, network isolation should be implemented
between the telemechanical system and MIS networks [29],
and the original industry network will be protected. .e
connection between internet and remote database will also
be blocked. In the MIS network, an image database of the
remote database is created to replace the original remote
database to provide services to the system.

In the opposite case, the image database should be
synchronously updated to the original telemechanical da-
tabase. .e telemechanical web system is deployed on in-
tranet so that the telemechanical engineer can browse the
telemechanical data. Figure 4 shows the working scene that
the original telemechanical database is the source database,
and the mirror database is the target database.

4.3. Deployment and Configuration of Synchronization.
.e synchronization system consists of the sending end and
receiving end. Typically, the sending end is deployed on a
remote database server, and the receiving end is deployed on
a mirrored database server to save resources [37, 38].

In the initial state of the synchronization, most of the
tables need to be synchronized first, and then the tables need
to be synchronized selectively. Because there are too many

tables in the remote database to synchronize every table in
real time, tables are categorized as follows:

(1) Nonsynchronous tables: these tables are always used
in the external network, such as parameter tables for
data acquisition, evaluation parameter settings, and
intermediate evaluation calculation tables.

(2) Synchronous tables: these tables are always involved
in synchronous operations. Depending on the size of
these tables and how often they are updated, ap-
propriate synchronization method needs to be
selected.

5. Experiment Results and Analysis

5.1. Experiment Environment. For our experiments, we used
Dell PowerEdge Server which has Intel Xeon processors
running at 3.20GHz and 32GB RAM. .e OS is Windows
Server 2016, and the test DBMS includes MySQL, Oracle,
and SQL Server. .e inner and outer networks are separated
by special electric power information system isolation de-
vices. During the prototype system operation, unnecessary
programs and processes are closed as much as possible to
minimize resource usage.

5.2. Operational Approach. After the prototype was imple-
mented, data replication function was tested. On the image
database server, an image database is created to test the
performance of synchronization. Next, a synchronous re-
ceiver program is run to monitor the network at port 9098
connecting the database successfully.

On the source database server, the receiver is always
running. After synchronization table configuration is
completed, a series of actions including change tracking
table, change tracking trigger, shadow table, and incremental
change analysis are performed over and over again.

In general, system synchronization will read update data
from source tables incrementally on the basis of the pre-
configuration and then update to external internet. All of the
above processes need no manual interventions.

5.3. Performance Analysis. .ere are approximately 3.5
million records in the test database, each of which is about
100 bytes long. We test the time efficiency and space effi-
ciency of the system by randomly selecting some of record
items. Figures 5 and 6 show the experiment results,
respectively.

Figure 5 shows that time efficiency of the data syn-
chronization technique increases linearly with the increase
of the record number. Generally, time consumption of every
record is smaller when there are more records. On the
contrary, when few records are recorded, more time is spent.
A reason for this could be that data synchronization adopts
the method of copying by reading control information af-
terwards, and it brings limitations on synchronization ef-
ficiency. In terms of space efficiency, as shown in Figure 6, it
remains a significant constant that indicates the system has
been stable and reliable.
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Figure 3: Structure of the control information list.
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We suppose the isolation network environment is an
insecure and vulnerable network that is easy to be attacked
by viruses and hackers. When the external database system is
damaged, the restoration of the external server can quickly
complete the reconstruction of the mirror database and
normal operation of synchronization.

When the system performs operations of initializing the
target table, the speed of synchronization can reach 80,000
per minute. So, the target database could complete initial-
ization in 1 hour. In the initialization process, the receiver
also needs to update the target database constantly, so the
CPU utilization rate is about 50% that is still relatively
higher. Memory consumption is about 170MB.

When the target table of the database has been initial-
ized, the remaining operations are incremental updates.
Since then, the speed of synchronization is about 10,000
records per minute. In this case, the CPU utilization is at a
relatively low level, less than 10%, and the memory con-
sumption is about 110MB. .e main working parameters of
initialization synchronization and real-time synchronization
are given in Table 1.

It is worth mentioning that the system has been stable
after entering the working state. Data in the mirror database
could be updated immediately, and end users can barely feel
the corruption of the system. With the same method, the
system can also easily recover the corrupted data of external
internet.

6. Conclusion

.e hybrid isolation synchronization scheme for the electric
power information system realizes secure and high-per-
formance data exchange between trust and nontrust net-
works. .is scheme is not only suitable for the isomorphic
databases but also suitable for heterogeneous databases.
With the data exchange captured by the hybrid method, the
synchronization scheme could record and query all of the
synchronization data.
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database replication techniques for cloud systems,” Com-
puting and Informatics, vol. 34, no. 5, pp. 973–995, 2015.

[20] Q. Fan, M. Tan, and Y. Luo, “Security setting and security
hardening of computer equipment in LAN,” Information
Security and Communication Confidentiality, vol. 17, no. 7,
p. 31, 2008.

[21] B. Dong, “Physical isolation technology for network security,”
Computer and Automation, vol. 10, no. 2, pp. 108–110, 2004.

[22] I. Kholod, A. Shorov, and S. Gorlatch, “Efficient distribution
and processing of data for parallelizing data mining in mobile
clouds,” Journal of Wireless Mobile Networks, Ubiquitous
Computing, and Dependable Applications, vol. 11, pp. 2–17,
2020.

[23] W. Liu and L. Tong, “Design of change capture scheme in
integration of heterogeneous databases,” Workflow of Data-
base Synchronization Sending End Computer Application
Research, vol. 23, no. 7, pp. 213–215, 2005.

[24] R. Guerraoui and A. Schiper, “Software-based replication for
fault tolerance,” Computer, vol. 30, no. 4, pp. 68–74, 1997.

[25] H. Anada, “Decentralized multi-authority anonymous au-
thentication for global identities with non-interactive proofs,”
in Proceedings of the 2019 IEEE International Conference on
Smart Computing (SMARTCOMP), vol. 10, no. 4, pp. 23–37,
IEEE, Washington, DC, USA, June 2019.

[26] F. Guo, Q. Zhao, X. Li et al., “Detecting adversarial examples
via prediction difference for deep neural networks,” Infor-
mation Sciences, vol. 501, pp. 182–192, 2019.

[27] Q. Zhang, Y. Zhao, Y. Wang, T. Baker, J. Zhang, and J. Hu,
“Towards cross-task universal perturbation against black-box
object detectors in autonomous driving,” Computer Networks,
vol. 180, Article ID 107388, 2020.

[28] A. Kumar and A. Segev, “Cost and availability tradeoffs in
replicated data concurrency control,” ACM Transactions on
Database Systems, vol. 18, no. 1, pp. 102–131, 1993.

[29] J. B. Lim and A. R. Hurson, “Data duplication and consistency
in a mobile, multidatabase enviroment,” in Proceedings of the
International Conference on Parallel and Distributed Systems
(ICPADS), pp. 50–58, IEEE, Tainan, Taiwan, December 1998.

[30] A. Paul, S. Lihua Wang, D. S. Sharmila, and C. P. Rangan,
“Non-transferability in proxy re-encryption revisited,” Jour-
nal of Internet Services and Information Security, vol. 10, no. 3,
pp. 1–30, 2020.

[31] M. Nicola and M. Jarke, “Performance modeling of distrib-
uted and replicated databases,” IEEE Transactions on
Knowledge and Data Engineering, vol. 12, no. 4, pp. 645–672,
2000.

[32] J. Wu and N. Li, “Design and application of safety isolation
software for intelligent hydropower plant,” Hydropower Plant
Automation, vol. 37, no. 4, pp. 67–69, 2016.

[33] H. Yu, Y. Ding, X. Gao, N. Geng, X. Huang, and Y. Lu, “Data
security transmission technology of water conservancy
project standardization management based on one-way iso-
lation gate,” Zhejiang Water Science and Technology, vol. 44,
no. 5, pp. 48–50, 2016.
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With the increase of the number of users in the current social network platform (takingWeChat as an example), personal privacy
security issues are important. )is paper proposes an intelligent detection method for personal privacy disclosure in social
networks. Firstly, we propose and construct the eigenvalue in social platform. Secondly, by calculating the value of user account
assets, we can obtain the eigenvalue to calculate the possibility of threat occurrence and the impact of threat. )irdly, we analyse
the situation that the user may leak the privacy information andmake a score. Finally, SVM algorithm is used to classify the results,
and some suggestions for warning and modification are put forward. Experiments show that this intelligent detection method can
effectively analyse the privacy leakage of individual users.

1. Introduction

Today’s society is developing rapidly, and with the popu-
larity of smartphones, the amount of private information
they generate is increasing.With the occurrence of “PRISM,”
Facebook user personal information leaked, and other in-
cidents, the issue of private security has begun to attract
people’s attention.

In recent years, WeChat is one of the most popular
apps in China, and as of June 2019, the number of monthly
active accounts on WeChat reached 1.13 billion. )e huge
number of users will contain a large amount of user
privacy information. However, most users do not have
relevant expertise or neglect information management.
)erefore, when using WeChat, they do not pay attention
to the protection of private information. After investi-
gation and analysis, disclosure of account passwords, the
addition of friend settings, location information, etc.
during the chat process will pose a threat to user data if
they are leaked and may cause economic loss or even
personal harm. Because of the above problems, there have
been related studies. Reference [1] conducted a

comprehensive evaluation of the apps in the mobile app
market but did not consider the risk of social platforms.
Reference [2] aimed at Facebook to collect a large amount
of user data and analyse them using a questionnaire, but
the number of users on WeChat in China far exceeds
Facebook. Reference [3] summarized the abnormal ac-
count detection scheme based on the four aspects of
behaviour characteristics, content, graphs, and unsuper-
vised learning. )e detection scheme is rich, but the
feature values involved are relatively small, making the
data analysis insufficient and not targeting personal social
accounts to make appropriate adjustments. Reference [4]
fully considered the issue of trajectory privacy leakage and
protected it with a prefix tree, but it was not enough to
consider all aspects of personal social account security.
Reference [5] made a formal description of the malicious
use of the address book matching function and made
corresponding protection measures, but it was also
considered incomplete. In [6], a lot of malicious programs
and risk programs on the Android side were analysed in
depth, but only the leakage of information through phone
calls and text messages was analysed. It did not analyse the
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social platform and failed to give a more intuitive eval-
uation system. In [7], a high scientific and rigorous static
analysis, dynamic analysis, and network data model were
used for multidimensional analysis. However, only 30
apps were tested, and it was concluded that the current
application market software leaks user privacy. No risk
assessment is performed for each user. In [8], the risk
analysis was based on association rules and game theory,
but the selected feature values were few and were not
targeted at social platforms. Moreover, it is learned that
the privacy leak detection systems in the current envi-
ronment are oriented to companies and enterprises and
are not suitable for analysing individual users.

)e innovations proposed in this article are as follows:
(1) )rough the investigation and analysis of WeChat, eight
characteristic items in social networks are proposed and
constructed, which are account passwords during chats,
WeChat wallet consumption records (not friends), and
WeChat wallet transfer records (friends), Moments settings
of strangers, settings for nearby people, settings for adding
friends, Moments settings of friends, and information ac-
quisition of mini-program. )e intelligent detection system
uses these filtered feature items to calculate the risk value
more efficiently and accurately. (2) Use the operations of
asset identification, threat identification, and vulnerability
analysis to calculate the comprehensive threat value. (3) An
intelligent detection method based on SVM (Support Vector
Machine) is proposed to divide the data more accurately. (4)
After investigation, most of the detection software with
similar functions today is oriented to enterprises, and this
system is a rare intelligent detection system for individual
users on the market.

2. Principles of Intelligent Detection System

)e intelligent detection method of personal privacy leakage
for social networks proposed in this article is always for
users. )ere is a risk of personal privacy leakage. By
obtaining user WeChat settings, asset identification, threat
identification, and vulnerability analysis are performed, and
the matrix is compared to obtain security. For event risk
value, calculate information leakage risk coefficient
according to weight. Reference [9–12] pointed out that
machine learning has been widely applied in the fields of
healthcare, cybersecurity, etc. due to its powerful data
mining capabilities, where SVM is one of the most popular
machine learning algorithms; therefore use SVM algorithm
to divide information leakage risk coefficient and get a final
evaluation.

2.1. Risk: Risk Is the Effect of Uncertainty on a Goal. )e risks
explored in this article refer to the risks of information
security breaches, human or natural threats, and the use of
vulnerabilities in information systems and their manage-
ment systems to cause security incidents and their impact on
organizations. In the current environment of high infor-
mation transparency, private information cannot be in a
state of zero risks [8].

2.2. Asset Identification

2.2.1. Assets and 1eir Value. Assets refer to any informa-
tion or resources that are valuable to the unit. )e value of
assets does not refer to the economic value of the infor-
mation system but is closely related to the business work of
the organization. Asset value is the importance and sensi-
tivity of assets and the main content of asset identification.

2.2.2. Asset Identification. Asset identification includes two
steps: “asset classification” and “asset assignment.” )is
article explores the classification of application software.
Based on asset classification, further semiqualitative and
semiquantitative analysis of assets is performed; that is,
asset valuation is performed, to have a scientific and ra-
tional understanding of asset value. Assets are broken down
into three security attribute assignments: “confidentiality
assignment,” “integrity assignment,” and “availability
assignment.”

2.2.3. Confidentiality. It is the feature that prevents the
information from being leaked to unauthorized individuals,
entities, processes, or makes it useless.

2.2.4. Integrity. It protects the accuracy and completeness of
information and processing methods.

2.2.5. Usability. It is a feature that can be accessed and used
by authorized entities once they are needed [13].

2.3. 1reat Identification

(1) )reat: Potential cause of an accident that may cause
damage to assets or units.

(2) )reat identification: Referring to the process of
analysing the potential cause of an accident. )reat
identification is divided into “threat classification”
and “threat assignment” [13].

2.4. Vulnerability Analysis

(1) Vulnerability: Weakness in assets or assets that can
be threatened. Compared with threats, threats are the
external cause of risk, and vulnerability is the in-
ternal cause of risk. )e two together form a risk.

(2) Vulnerability identification: Referring to the process
of analysing and measuring the weak links of assets
that may be threatened to use [13].

2.5. Basic Introduction of SVM Algorithm. SVM refers to
support vector machine, which is a common method of
discrimination. In the field of machine learning, it is a su-
pervised learning model, which is usually used for pattern
recognition, classification, and regression analysis.

)e main idea of SVM can be summarized as two points:
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(1) It analyses linearly separable cases. For linearly
inseparable cases, by using a nonlinear mapping
algorithm, a linearly inseparable sample from a
low-dimensional input space is transformed into a
high-dimensional feature space to make it linearly
separable. It is possible to perform a linear analysis of
the nonlinear features of the sample using a linear
algorithm in the feature space.

(2) It constructs the optimal hyperplane in the feature
space based on the structural risk minimization
theory, so that the learner is globally optimized, and
the expectations in the entire sample space meet a
certain upper bound with a certain probability [14].

3. Intelligent Detection Model Design

3.1. Basic Architecture of Intelligent Detection Model. )is
intelligent detection model is divided into a data source layer,
an analysis layer, and a calculation layer, as shown in Figure 1.
Among them, after the user source of WeChat data is ob-
tained by the data source layer, eight characteristic values are
selected for analysis and calculation; the analysis layer per-
forms asset identification in turn for the characteristic values,
and threat calculation and vulnerability analysis, respectively,
obtain calculation tables. Asset identification selects three
security attributes of asset confidentiality, integrity, and
availability, calculates the asset value, and divides the asset
value into five levels to obtain a quantitative asset value table.
)reat identification is to classify threats into five levels based
on the frequency of threats to obtain a table of the frequency
of threats. Vulnerability analysis is to calculate the fragility
property calculation table by calculating the basic measure-
ment group, time measurement group, and environmental
measurement group in turn; at the calculation layer, the three
calculation tables in the analysis phase are combined with the
security event to compare the two-dimensionalmatrix table to
obtain from each eigenvalue’s data the risk value of the se-
curity event.

)en the sum of the weight values of each risk value is
used to obtain the risk value, and the risk value is brought
into the corresponding SVM classifier to obtain the final
result.

3.2. EigenvalueConstruction. Based on the investigation and
analysis of WeChat, we selected the following conditions as
the eigenvalues. )e intelligent detection system uses these
filtered feature items to calculate the risk value more effi-
ciently and accurately:

3.2.1. Account Password in the Chat Process. )eaccount and
password are directly mentioned during the chat. If the chat
history is stolen, the account and password information is
leaked, and the entire accountwill be lost, withmore illegal acts.

3.2.2. WeChat Wallet Consumption Records (Non-Friends).
)ey require money to communicate with each other
without knowing too much about the identity of the other

party, have lack of security protection, and may cause
economic losses.

3.2.3. WeChat Wallet Transfer Records (Friends). )e
transfer security between friends is higher than the transfer
between non-friends, but if the identity of the friend is
impersonated, the identity of the transfer counterparty is
unknown, so even the transfers between friends will be at
risk.

3.2.4. Setting up a Circle of Strangers. )e setting of a circle
of strangers is divided into invisible to strangers, ten photos
visible to strangers, and unlimited. If the attacker contin-
uously obtains the user circle information for a long time,
the stranger can see that the ten photos are not much dif-
ferent from unlimited, which will cause a large amount of
information leakage for the user.

3.2.5. Settings for Nearby People. If the nearby people are not
closed, the real-time location of the user will be exposed and
used by criminals.

3.2.6. Add Friend Settings. )e related settings include
whether you need to verify when adding as a friend. )e way
to search for users is divided into WeChat, mobile phone
number, and QQ number, in addition to business card. Too
many permissions in this regard will increase the possibility
of being disturbed by strangers.

(7) Location of Moments: )e attacker can further
commit a crime based on the obtained positioning
information, causing the user’s personal safety to be
threatened

(8) Mini-Program Information Acquisition: Mini-pro-
grams usually obtain user information. If the mini-
programs are used by criminals, arbitrating user
information will lead to user information leakage.

3.3. Asset Identification. Assets have security attributes such
as confidentiality, integrity, and availability, which reflect the
characteristics of the asset in different aspects. By quanti-
fying the three security attributes, one can calculate a value
that reflects the asset [15].

AssetValue � INT log2(2Conf + 2Int + 2Avail) . (1)

Among them, Conf represents confidentiality assign-
ment; Int represents integrity assignment; Avail represents
availability assignment; INT represents rounding processing
and rounding.)e three security attributes are divided into 5
levels. )e higher the level, the greater the impact on assets.
)ere are 5 levels of corresponding security attributes, and
the level of asset value is also divided into 5 levels. )e
greater the level is, the more important the asset is.

It can be seen from Table 1 that the disclosure of the
account password during the chat process will lead to the
loss of the entire account information, so its three
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assignments and the calculated asset value are 5, which is the
highest. Compared with WeChat wallet transfers between
friends, the required protection information and processing
methods are more accurate and complete than the WeChat
wallet transfers between friends; that is, the integrity as-
signment is relatively high. For feature items that are likely to
come in contact with strangers (Moments permissions
settings for strangers, setting nearby people, adding friends,
and using mini-program), we have assigned more average
values. )e location of the Moments is mostly limited to
friends, so the value is lower.

3.4. 1reat Identification. According to the frequency of
threats, the possibility of threats is defined and divided into 5
levels. )e higher the level, the higher the probability of
threats.

It can be seen from Table 2 that the number of account
password disclosures and WeChat wallet consumption
records between non-friends during the chat process has a
greater impact on each leak, so the interval assignment
frequency of threats of different levels is smaller. )e
remaining eigenvalue assignment intervals are larger or
assigned according to the settings in the specific WeChat.

3.5. Vulnerability Analysis. )is paper uses the Common
Weak Evaluation System (CVSS). )e CVSS evaluation
system consists of three measurement groups: the basic
measurement group, the time measurement group, and the
environment measurement group [15].

Basic metric� round_to_1_decimal (10 ∗ access vector ∗
access complexity ∗ authentication ∗ ((confidentiality

impact ∗ confidentiality impact weight value) + (consistent
impact ∗ consistency impact weight value) + (availability
impact ∗ availability impact weight value)))

)e values in Table 3 were selected according to Table 4
[16]. Since personal privacy leaks are based on local in-
formation, all access vectors are selected locally. WeChat has
official protection measures, so the complexity of access is all
high. Authentication refers to verifying whether the user has
the right to access the system. Authentication is only re-
quired for special operations, so all selections are not re-
quired. If the account password disclosed in the chat is
leaked, it will cause the user to lose all his accounts, so only
the confidentiality impact, consistency impact, and avail-
ability impact of this feature item are selected all, and the rest
are selected all or according to the impact. )e confiden-
tiality impact weight value, consistency impact weight value,
and availability impact weight value are assigned according
to the proportion of each characteristic item affected by the
three attributes. Finally, the basic measurement value is
calculated.

Time metric� round_to_1_decimal (basic metric ∗
available for use ∗ grade that can be repaired ∗ confiden-
tiality of the report)

)e values in Table 5 were selected according to Ta-
ble 6 [16]. )e leakage of the account password during the
chat is most likely to be used, so this feature item can be
selected for high utilization. )e transfer records have low
availability, so the selection is not confirmed. )e avail-
ability of location selection in Moments is theoretically
proven to be practical and feasible for the remaining
feature items. )e level that can be repaired is assigned
according to the featured item according to whether it is

Table 1: Quantification of asset identification.

Characteristic values
Security attributes

Conf Int Avail Asset value
f1: Account password revealed during chat 5 5 5 5
f2: WeChat wallet consumption records (non-friends) 3 3 1 4
f3: WeChat wallet transfer records (friends) 3 1 1 3
f4: Moments permissions settings for strangers 3 3 4 4
f5: Setting nearby people 3 4 4 4
f6: Adding friends 3 4 3 4
f7: Moments location targeting 1 1 3 3
f8: Using mini-program 3 4 3 4

Asset
identification

Threat
identification

Vulnerability
analysis

Data acquisition and
feature item processing

Compare the matrix to
get the safety risk value

Using SVM algorithm to divide the
risk coefficient of information leakage

Figure 1: Schematic diagram of detection system structure.
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easy to recover after the leak. )e transfer records and
Moments positioning are better than other feature items.
)erefore, high and theoretical are selected, and the rest
are selected unconfirmed. )e confidentiality of the report
has been uniformly selected.

Environmental metric value� round_to_1_decimal
((time metric score + ((10-time metric score) ∗ incidental
loss impact)) ∗ target distribution).

)e values in Table 7 were selected according to Table 8
[16]. )e impact of the loss of transfer records and location

of the Moments is small, so the impact of incidental losses is
selected as medium and low, and the rest are selected as high.
)e target distribution is assigned according to the distri-
bution of the feature items. )e account password and
password in the chat are selected to be high, and the rest are
selected to be low or medium. Calculate environmental
metrics.

Vulnerability value calculation formula [16]: V � INT
{(environmental measurement value ∗ 5)/10 + 0.5}, so vul-
nerability value is shown in Table 9.

Table 2: Frequency of threats.

Level
Characteristic
values 5 4 3 2 1

f1: Account
password
revealed during
chat

10 times or above 7∼9 5∼6 3∼4 0∼2

f2: WeChat wallet
consumption
records (non-
friends)

10 times or above 5∼6 3∼4 0∼2

f3: WeChat wallet
transfer records
(friends)

21 times or above 16∼20 11∼15 6∼10 0∼5

f4: Moments
permissions
settings for
strangers

Allow strangers to see
ten Moments

Not allowing
strangers to see ten

Moments

f5: Setting nearby
people Open Close

f6: Adding
friends

No verification
required; can be
searched through
WeChat, QQ

number, mobile
phone number; can
be added through

group chat, QR code,
business card

No verification
required; can be
searched through
WeChat, QQ

number, mobile
phone number; not
added through group

chat, QR code,
business card

Requires verification;
can be searched by

WeChat, QQ number,
mobile phone

number; can be added
through group chat,
QR code, business

card

Requires verification;
can be searched by

WeChat, QQ number,
mobile phone

number; not added by
group chat, QR code,

business card

Requires verification;
cannot be searched by

WeChat, QQ, or
mobile phone

number; can be added
through group chat,
QR code, business

card

f7: Moments
location targeting 10 times or above 7∼9 5∼6 3∼4 0∼2

f8: Using mini-
program 10 and above 7∼9 5∼6 3∼4 0∼2

Table 3: Calculation table of basic metrics.

Characteristic values
Related parameters

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
f1 0.7 0.8 1.0 1.0 0.5 1.0 0.25 1.0 0.25 5.6
f2 0.7 0.8 1.0 0.7 0.333 0.7 0.333 0.7 0.333 3.92
f3 0.7 0.8 1.0 0.7 0.333 0.7 0.333 0.7 0.333 3.92
f4 0.7 0.8 1.0 0.7 0.333 0.7 0.333 1.0 0.333 2.3
f5 0.7 0.8 1.0 0.7 0.333 0.7 0.333 1.0 0.333 2.3
f6 0.7 0.8 1.0 0.7 0.333 0.7 0.333 1.0 0.333 2.3
f7 0.7 0.8 1.0 0.7 0.25 0.7 0.25 0.7 0.5 3.92
f8 0.7 0.8 1.0 0.7 0.333 0.7 0.333 1.0 0.333 2.3
a1: access vector, a2: access complexity, a3: authentication, a4: confidentiality impact, a5: confidentiality impact weight value, a6: consistency impact, a7:
consistency influence weight value, a8: usability impact, a9: usability impact weight value, and a10: basic measure.
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3.6. Risk Calculation: 1e Calculation of Risk Is as Follows.
After completing asset identification, threat identification,
and vulnerability identification, an appropriate model can be
used to calculate the risk value of a security event caused by
the vulnerability using threats. )is article adopts the risk

calculation model in Chinese National Standard GB/ T
20984 “Information Security Technology, Information Se-
curity Risk Assessment Specification”.

)e formula is expressed as risk value�R (A, T, V)�R (L
(T, V), F (A, V)). Among them, R is the calculation function

Table 4: Basic metric value assignment table.

Parameters Values corresponding to different degrees
Access vector Local: 0.7 Remote: 1.0
Access complexity Height: 0.8 Low: 1.0
Authentication Requires: 0.6 Not required: 1.0
Confidentiality impact None: 0 Section: 0.7 All: 1.0
Confidentiality impact weight value Normal: 0.333 Confidentiality: 0.5 Consistency: 0.25 Availability: 0.25
Consistency impact None: 0 Section: 0.7 All: 1.0
Consistency influence weight value Normal: 0.333 Confidentiality: 0.25 Consistency: 0.5 Availability: 0.25
Usability impact None: 0 Section: 0.7 All: 1.0
Usability impact weight value Normal: 0.333 Confidentiality: 0.25 Consistency: 0.25 Availability: 0.5

Table 5: Time measurement value calculation table.

Characteristic values
Related parameters

Exploitability Repairable level Confidentiality of the report Time metric
f1: Account password revealed during chat 1.00 0.87 0.90 4.4
f2: WeChat wallet consumption records (non-friends) 0.85 1.00 0.90 3.0
f3: WeChat wallet transfer records (friends) 0.85 1.00 0.90 3.0
f4: Moments permissions settings for strangers 0.95 0.87 0.90 1.7
f5: Setting nearby people 0.95 0.87 0.90 1.7
f6: Adding friends 0.95 0.87 0.90 1.7
f7: Moments location targeting 0.90 0.90 0.90 2.9
f8: Using mini-program 0.95 0.87 0.90 1.7

Table 6: Time metric value assignment table.

Parameters Values corresponding to different degrees
Exploitability Unconfirmed: 0.85 Proved by theory: 0.90 Practical: 0.95 High: 1.00
Repairable level Unconfirmed: 0.87 Proved by theory: 0.90 Practical: 0.95 High: 1.00
Confidentiality of the report Unconfirmed: 0.90 Unverified: 0.95 Confirmed: 1.00

Table 7: Calculation table of environmental measures.

Characteristic values
Related parameters

Collateral loss effects Target distribution Environmental metric value
f1: Account password revealed during chat 0.5 1.00 7.2
f2: WeChat wallet consumption records (non-friends) 0.3 0.25 1.3
f3: WeChat wallet transfer records (friends) 0.3 0.25 1.3
f4: Moments permissions settings for strangers 0.5 0.75 4.4
f5: Setting nearby people 0.5 0.75 4.4
f6: Adding friends 0.5 0.25 1.5
f7: Moments location targeting 0.1 0.25 0.9
f8: Using mini-program 0.5 0.75 4.4
Note: round_to_1_decimal refers to rounding to one decimal place.

Table 8: Assignment table of environmental metrics.

Values corresponding to different degrees
Parameters No Low Middle High
Collateral loss effects 0 0.1 0.3 0.5
Target distribution 0 0.25 0.75 1.0
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of security risk, A is the value of the asset, T is the threat, V is
the vulnerability, L is the possibility of threatening the use of
the vulnerability of the asset to cause a security event, and F
is the loss caused by the security event.

In the specific calculation of risk, there are three key
calculation links.

3.6.1. Calculate the Probability of a Security Incident.
According to the frequency and vulnerability of threats,
calculate the probability that a threat will cause a security
event using vulnerability, that is, the probability of a security
event� L (frequency of threats, the severity of
vulnerability)� L (T, V).

)is system uses a two-dimensional matrix algorithm to
calculate the probability of a security event, as shown in
Table 10 [15].

3.6.2. Calculate Losses Caused by Security Incidents.
According to the value of the asset and the severity of the
vulnerability, calculate the loss caused by the security event
once it occurs, that is, the loss caused by the security
event� F (asset value, severity of vulnerability)� F (A, V).

)is system uses a two-dimensional matrix method to
calculate the loss of security events, as shown in Table 11
[15].

3.6.3. Calculating the Value at Risk. According to the cal-
culated probability of the security event and the loss caused
by the security event, calculate the risk value, that is, risk
value�R (the probability of the security event, the loss
caused by the security event)�R (L (T, V), F (A, V)).

)e system uses the two-dimensional code matrix
method to calculate the risk value of security events, as
shown in Table 12 [15].

4. Sum Based on Weights

)e risk value of each data security event is obtained from
Table 12, and each risk value is multiplied by the weight
value of Table 13 to obtain the final risk value.

T � INT


N
i�1 ti( 

2N + 0.5
  . (2)

)e calculation formula for the comprehensive calculation
value of a single threat to an information asset: t � Ts + Ti.

Among them, t is a single threat comprehensive value, Ts
is a threat source value, defined as a value between 1 and 5,
and Ti is an impact degree value and is also defined as a value
between 1 and 5.

4.1. SVM Algorithm Application. )e intelligent detection
system uses the SVM algorithm to divide the comprehensive

Table 9: Vulnerability value calculation table.

Characteristic values Vulnerability
value

f1: Account password revealed during chat 4
f2: WeChat wallet consumption records (non-
friends) 1

f3: WeChat wallet transfer records (friends) 1
f4: Moments permissions settings for
strangers 3

f5: Setting nearby people 3
f6: Adding friends 1
f7: Moments location targeting 1
f8: Using mini-program 3

Table 10: Two-dimensional matrix of security event probability
calculations.

Severity of vulnerability
Frequency of threats

1 2 3 4 5
1 2 4 7 9 12
2 4 6 9 13 16
3 6 9 13 17 21
4 8 11 14 21 23
5 9 13 18 23 25

Table 11: Two-dimensional matrix table of security event loss
calculation.

Severity of vulnerability
Asset value

1 2 3 4 5
1 2 3 6 9 11
2 3 6 9 12 16
3 5 8 12 16 20
4 7 10 13 19 22
5 9 13 18 23 25

Table 12: Two-dimensional matrix table for calculating the risk
value of security events.

Loss caused by the security
event

Probability of the security event
1∼5 6∼10 11∼15 16∼20 21∼25

1∼5 3 6 9 14 13
6∼10 6 11 17 21 21
11∼15 11 18 22 30 30
16∼20 15 21 31 40 55
21∼25 22 35 55 85 100

Table 13: Comprehensive threat calculation table.

Characteristic values
Related

parameters
Ts Ti t Weights

f1: Account password revealed during chat 4 5 9 0.225
f2:WeChat wallet consumption records (non-
friends) 3 3 6 0.15

f3: WeChat wallet transfer records (friends) 2 2 4 0.1
f4: Moments permissions settings for
strangers 2 2 4 0.1

f5: Setting nearby people 2 3 5 0.125
f6: Adding friends 2 2 4 0.1
f7: Moments location targeting 2 1 3 0.075
f8: Using mini-program 2 3 5 0.125
All comprehensive threat value calculation formulas [15–17].
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threat value (as shown in Figure 2) and further divides the
risk level of the user account more accurately.

)e specific process is as follows.
Based on the comprehensive threats mentioned above, it

is worth calculating the risk value. )e obtained risk values
are divided into two categories.)e scores of 1 to 40 are low-
risk areas, and the scores of 40 to 100 are high-risk areas.
Among them, 1 to 20 in the low-risk areas are defined as safe,
21 to 40 are defined as basic safety, 41 to 59 in the high-risk
areas are defined as higher risks, and 60 to 100 parts are
expressed as high risks.

)e feature quantities of two types of risk values defined
as safety and basic safety are recorded in the initial feature
vector set 1. )e feature quantities defined as two types of
risk values of higher-risk and high-risk are recorded in the
initial feature vector set 2.

Normalize the feature data items to remove the extreme
data. Convert the processed two types of data formats into an
input format acceptable to the SVM classifier (class vector Y,
feature vector Xi)

)e corresponding classifier 1 is trained using data
defined as safe and basic safety as training samples, and the
corresponding classifier 2 is trained using data defined as
safe and basic safety as training samples.

Set the SVM parameters and use the K-fold cross-vali-
dation algorithm to find the optimal parameters. Perform
asset identification, vulnerability analysis, and threat iden-
tification from the characteristic values read by the user.
After risk calculation, determine the low-risk area or high-
risk area based on the score and enter the corresponding risk
area as a test sample.)e SVM classification model performs
classification judgment. Substitute the results obtained by
the SVM into the Naive Bayes formula to obtain the security
risk probability, and send feedback of the final results to the
user.

4.2. SVM Algorithm Training. )e SVM calculation process
is shown in Figure 3. )e format of the training data and test
data is:
<label> <index (1)>: <value1> <index (2)>: <value2> ...
For example: 0 1 :1 2 :1 3 :1 4 :1 5 : 2 6 : 2 7 : 2 8 : 2.
Among them:
<label> is the category identifier of the training data set,

set to 0 and 1,0 for security, and 1 for basic security.
<index> refers to 8 feature quantities of the input al-

gorithm, which are integers.
<value> is the value of the feature code for each item and

is an integer.
SVM_train implements training on training samples to

obtain SVM models.
SVM classification is a prediction of the classification

result of the data set according to the trained model.
Use SVM_train to train the input training data set to

obtain the SVM model file. )e SVM algorithm maps each
input training sample, that is, an n-dimensional vector into a
high-dimensional space, forming multiple scattered points,
and passing the aggregation of points. )e region simulates
the classification hyperplane and continuously uses the

newly input training sample data to make corrections,
generates template files, and records the classification
features.

In this paper, the K-fold cross-validation method is used
to obtain the optimal parameters by verifying the accuracy of
the results. )e main purpose of the verification algorithm is
to divide the data set A into a training set B and a test set
C. When the sample size is small, the data set A can be
randomly divided into k packets, and one of the packets is
used as the test set at a time. )e remaining k-1 packets are
trained as a training set. )e cross-validation method is used
to prevent overfitting caused by the model being too
complicated [18]. By constantly transforming two important
parameters of the SVM: the penalty factor C and the kernel
function parameter g, the optimal parameters C� 2048 and
g � 0.0078 are determined.

4.3. SVM Algorithm Processing

SVM classifier 1:
Input x � a1, a2, · · · , am y y0, y1 , x represents the
feature value set of each sample in the test sample, y
represents the categories are 0 and 1, which represent
safety and basic safety respectively;
Output )e user’s security risk probability is less than
or equal to 50% as safe, and greater than 50% as basic
safety.
Step 1: Normalize the feature data
Step 2: Convert the processed feature data into an input
format acceptable by the classifier (feature vector x,
category vector y) to obtain training samples
Step 3: Set the SVM type to 0-SVM and the kernel
function type to radial basis function (RBF)
Step 4: Set the penalty factor C and kernel function
parameter G
Step 5: Set the K value of the K-fold cross-validation
algorithm
Step 6: Use the SMO algorithm to find the support
vector
Step 7: Build a hyperplane model from training samples
Step 8: Enter the test samples for classification, and get
the classification result y
Step 9: Calculate the P(ai|y) to obtain the conditional
probability ratio of each feature attribute in the result
classification y
Step 10: Calculate p(y) to get the probability of cat-
egory y appearing
Step 11: Calculate p(ai) to get the probability of each
characteristic attribute
Step 12: Substitute the formula

P(y|x) �
P(x|y)P(y)

P ai( P a2(  · · · P am( 
· a. (3)

Step 13: return P(y|x)
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SVM classifier 2:
Input x � a1, a2, · · · , am y y0, y1 , x is the feature
value set of each sample in the test sample, y is the
category is 0 and 1, which means high-risk and higher-
risk respectively
Output )e user’s security risk probability is less than
or equal to 50% as a high-risk and greater than 50% as
higher-risk.
SVM classifier 2 process is the same as SVM classifier 1.

5. Experiment and Analysis of Intelligent
Detection System

5.1. Environmental Configuration and Data Acquisition.
)is test system is designed to run on the Android platform.
During the test phase, Android Studio is used to simulate the
Android platform for various tests.

Due to the inconvenience of directly obtaining the
personal privacy data of the user’s WeChat, a questionnaire
was used at this stage to collect the WeChat usage of 149
users as a training sample for the SVM classifier. )e specific
content of the questionnaire is shown as Appendix in
Supplementary Materials (available here).

5.2. Functional Test. User test assignment table is shown in
Table 14. For the functional test of this system, we first
obtained the WeChat related records of a user for testing, as
sample 1. )e user has been tested and calculated a com-
prehensive threat value of 26. After obtaining the com-
prehensive threat value, the data format of this sample is
converted into an input format acceptable to the classifier.
Based on the user’s comprehensive threat value of 26, the
sample should be determined. Enter SVM classifier 1. )e
input format is 0 1 : 3 2 :1 3 : 2 4 :1 5 :1 6 :1 7 : 4 8 : 2, and
processing of sample 1 is complete.

After removing the extreme data from the remaining
samples, the above steps are processed and sent to the

corresponding SVM classifier. )e training samples are used
to build a hyperplane model. When the system intelligently
detects the risk leakage probability, it will automatically
obtain the feature quantity, calculate the comprehensive
threat value after calculation, and send it to the corresponding
SVM classifier to obtain the final security risk probability.

According to this method, we processed the results of 149
user questionnaires and calculated the number of scores for
each segment.)e results are shown in the following Table 15.

From Table 15, we can see that a total of 89 users are in
the low-risk area and 34 users are in the risk area, of which 26
users are in the security zone. )is shows that the security
awareness education has been effective, and people have
realized that personal privacy is important, but there are also
many users in high-risk areas, indicating that there is still a
need to continue with efforts to expand coverage and in-
crease everyone’s security awareness.

5.3. Performance Testing. Obtain user WeChat related
information through a questionnaire. As a sample, test
the personal privacy leak detection value of a user’s social
network, and give a warning or suggestion to get the
percentage of people at each risk level, and then get the
current data of whether people know and implement the
degree of privacy protection in place, which aspects are of
importance to people, and which aspects are ignored by
people, and provide directions for the promotion of
privacy protection awareness in the future. )e findings
are shown in Figure 4.

At the same time, we counted the number of occurrences
of high threats for each feature item (that is, the number of
times assigned 4 or 5).

In Figure 5, we can see that most people have a certain
awareness of self-privacy protection, but many people ignore
the function of “people nearby” and allow strangers to view
the private information that may be leaked in Moments. A
system that can protect the privacy of the user’s privacy is

Data acquisition
and pre-processing

Training
model

k-fold cross-
validation algorithm

Training
model

Algorithm
processing

Comprehensive
threat value division

Parameter
optimization

Test
sample

Figure 2: SVM algorithm application diagram.

Asset
identification

Asset
identification

Asset
identification

Asset
identification

Asset
identification

Asset
identification

Figure 3: SVM calculation process.
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Table 15: Number distribution of each risk area.

Level Number
Safety 60
Basic safety 29
High-risk 26
Higher-risk 34

Table 14: User test assignment table.

Characteristic values User test related
assignments

f1: Account password revealed during chat (6 times) 3
f2: WeChat wallet consumption records (non-friends) (3 times) 1
f3: WeChat wallet transfer records (friends) (10 times) 2
f4: Moments permissions settings for strangers (close) 1
f5: Setting nearby people (close) 1
f6: Requires verification; cannot be searched by WeChat, QQ, or mobile phone number; can be added through
group chat, QR code, business card 1

f7: Moments location targeting (8 times) 4
f8: Using mini-program (2) 2
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essential. )rough this intelligent detection system for
personal privacy leaks for social networks, users can clearly
understand their negligence in the process of using WeChat
and correct them to prevent problems before they occur.

6. Concluding Remarks

)e system proposed in this article is based on reading
multiple characteristic values of personal WeChat and
establishing a model based on three aspects of asset iden-
tification, threat identification, and vulnerability analysis.
According to the risk calculation models and methods in the
national standards of information security risk assessment
standards, the dimension matrix table calculates the pos-
sibility of security events, the loss of security events, and the
risk value of security events, determines the risk level
according to the magnitude of the risk, evaluates the per-
sonal privacy leakage of the user’s online social software,
gives a score, and informs the user about source of risk.

)is article only mentions the scoring function in the
system and the function of displaying the risk source of
personal privacy leakage. In the future, more functions will
be added to improve the entire system, which will also make
the judgment more accurate and create a more accurate
situation for the individual users, creating safe environment
to use social networks.

Data Availability

Due to the inconvenience of directly obtaining the personal
privacy data of the user’s WeChat, a questionnaire was used
at this stage to collect the WeChat usage of 149 users as a
training sample for the SVM classifier. )e specific content
of the questionnaire is given in Supplementary Materials.
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Satellite Internet of /ings (S-IoT), which integrates satellite networks with IoT, is a new mobile Internet to provide services for
social networks. However, affected by the dynamic changes of topology structure and node status, the efficient and secure
forwarding of data packets in S-IoT is challenging. In view of the abovementioned problem, this paper proposes an adaptive
routing strategy based on improved double Q-learning for S-IoT. First, the whole S-IoT is regarded as a reinforcement learning
environment, and satellite nodes and ground nodes in S-IoT are both regarded as intelligent agents. Each node in the S-IoT
maintains two Q tables, which are used for selecting the forwarding node and for evaluating the forwarding value, respectively. In
addition, the next hop node of data packets is determined depending on the mixed Q value. Second, in order to optimize the Q
value, this paper makes improvements on the mixed Q value, the reward value, and the discount factor, respectively, based on the
congestion degree, the hop count, and the node status. Finally, we perform extensive simulations to evaluate the performance of
this adaptive routing strategy in terms of delivery rate, average delay, and overhead ratio. Evaluation results demonstrate that the
proposed strategy can achieve more efficient and secure routing in the highly dynamic environment compared with the state-of-
the-art strategies.

1. Introduction

Satellite Internet of /ings (S-IoT) is an integration of
satellite networks [1] and IoT [2]. S-IoT not only strengthens
communication by using relay satellites, but also forms a
new mobile Internet [3] oriented toward the integrated
satellite-terrestrial information network architecture [4].
S-IoT has the advantages of wide coverage and high ro-
bustness and can provide ubiquitous services for social
networks, so it has attracted considerable attention [5, 6].

As the fundamental of communication protocol for
S-IoT, the routing strategy is responsible for data packet
forwarding and is of great significance to the communica-
tion security [7–9]. Compared with terrestrial networks,
S-IoT has the following characteristics. (1) /e high-speed

movement of satellite nodes and the frequent failure of
sensor nodes result in the dynamic topology structure,
causing unstable end-to-end path in S-IoT. (2) /e complex
space environment and the uneven amount of terrestrial
access data lead to the dynamic node status. (3) Due to the
limited energy of satellite nodes and sensor nodes, energy
efficiency must be taken into account in the routing strategy
to reduce the overhead ratio. (4) /e large number of nodes
and the heterogeneity among nodes impose specific re-
quirements upon the efficiency and security during data
packet forwarding. With all these characteristics in mind, we
conclude that the routing strategy for the terrestrial network
is not applicable to S-IoT.

We study S-IoT as a delay tolerant network (DTN)
without intersatellite links. Since S-IoT involves heavy data
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service workloads, which are generally not in requirement
of very low delay, the store-carry-forward mechanism of
DTN, which can cope with the dynamic topology structure
in S-IoT, is used by the satellite nodes to forward data
packets. In recent years, DTN has attracted extensive at-
tention of researchers, and many routing strategies for
DTN have been proposed. Existing routing strategies
usually can be classified into three categories including the
flood-based, the utility-based, and the mobility model-
based routing strategies. To be specific, we select several
representative routing strategies falling within individual
categories and discuss them in brief. /e Epidemic routing
strategy proposed by Vahdat et al. [10] is one of the flood-
based routing strategies, in which one node forwards data
packets to every node it encounters. /is virus-like
propagation mode results in excessive overhead ratio. In
order to improve Epidemic, Spyropoulos et al. [11] pro-
posed the Spray-and-Wait routing strategy. /e process of
data packet forwarding consists of two phases, i.e., spraying
and waiting. /e data packets are diffused into some copies
in the spraying phase. /ese copies are directly forwarded
to the destination node in the waiting phase. /is strategy
reduces the overhead ratio and achieves the similar per-
formance in transmission with Epidemic. As one of the
utility-based routing strategies, the Prophet routing
strategy was proposed by Lindgren and Doria [12]. In this
strategy, each data packet makes a copy to the node only in
case of a high encountering probability, for the purpose of
reducing the amount of replication and the overhead ratio.
Sharma et al. [13] proposed the machine learning routing
strategy based on Prophet (MLRSP). /is strategy takes the
speed and location of nodes into account and uses the
decision tree as well as the neural network to calculate the
encountering probability, achieving better performance
than Prophet dose. Among mobile model-based routing
strategies, the contact graph routing strategy, which was
proposed by Araniti et al. [14], is capable of reducing the
average delay by selecting the next hop node based on the
minimum hop count and the shortest path.

However, the aforementioned routing strategies for
DTN cannot quickly adapt to the frequent changes of node
status, and the copies in these strategies bring in the chal-
lenge of communication security in S-IoTs. To tackle these
challenges, we propose employing reinforcement learning
on the basis of our previous work [15] to develop a novel
adaptive routing strategy for S-IoT. Since the reinforcement
learning can obtain optimal results even if the system en-
vironment changes frequently, it has been successfully ap-
plied in a variety of fields such as industrial manufacturing,
analogue simulation, game competition, and scheduling
management. As a reinforcement learning algorithm, double
Q-learning [16] chooses the next better hop node by self-
learning to cope with the dynamic changes of topology
structure and node status in S-IoT while satisfying the
communication security requirement.

In view of the dynamic topology structure and the dy-
namic node status, this paper presents an adaptive routing
strategy based on improved double Q-learning for S-IoT.
/e main contributions of this paper are as follows:

(1) We apply the reinforcement learning to the S-IoT
routing strategy to make it adapt to the dynamic
changes of topology structure and node status in
S-IoT.

(2) We improve the forwarding performance by means
of optimizing the mixed Q value, the reward value,
and the discount factor, respectively, based on the
congestion degree, the hop count, and the node
status.

(3) We establish the S-IoT model, which consists of a
ground layer, a LEO layer, and a MEO layer, to
perform simulation experiments. Simulation results
demonstrate that the proposed strategy improves the
performance of data packet forwarding, in terms of
delivery rate, average delay, and overhead ratio,
compared with the state-of-the-art strategies.

/e rest of this paper is organized as follows. Section 2
introduces the related work./e description of the proposed
adaptive routing strategy is detailed in Section 3. Section 4
discusses how to improve the Q value in double Q-learning.
Simulation results and the associated analysis are given in
Section 5. Section 6 concludes this paper.

2. Related Work

2.1.RoutingStrategy forSatelliteNetworks. Satellite networks
not only provide remote transmission capability for IoT, but
also provide cloud computing capability [17–19], so satellite
networks have direct impact on the overall performance of
S-IoTs. /e routing strategy for satellite networks is re-
sponsible for data transmission and distribution between
satellites under various security requirements. In recent
years, routing strategies for satellite networks are extensively
studied in the literature.

Some researchers paid attention to the dynamic changes
of the topology structure caused by the high-speed move-
ment of satellites. Gounder et al. [20] proposed a routing
strategy based on snapshot sequence. Mauger and Rosen-
burg [21] proposed a routing strategy based on virtual nodes.
Hashimoto and Sarikaya [22] proposed a routing strategy
based on division of the coverage area. Wang et al. [23]
proposed a routing strategy based on position and velocity of
the nodes. /ough simple and easy-to-implement for
routing computation, they often need high storage capac-
ities. Some researchers focused on the limited energy caused
by the lack of continuous energy supply. Ekici et al. [24]
proposed a routing strategy for saving the energy cost. Yang
et al. [25] proposed an energy-efficient routing strategy.
Marchese and Patrone [26] proposed an energy-aware
routing strategy. /ese strategies can reduce energy con-
sumption, but they induce high computational burden.
Some other researchers are concerned about the poor QoS
caused by long distance between nodes and unstable links.
Mao et al. [27] proposed a routing strategy separating the
collection and calculation of QoS. Huang et al. [28] proposed
a routing strategy under guaranteed delay constraints. Xu
et al. [29] proposed a routing strategy based on asynchro-
nous transfer mode. However, these strategies focused on
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improving the QoS of voice and multimedia services and
failed to consider data services.

It is worth emphasizing that all the routing strategies
mentioned above use the intersatellite links. In existing low
earth orbit (LEO) and medium earth orbit (MEO) con-
stellation systems, only Iridinm is equipped with inter-
satellite links due to the high cost and complex system. Other
constellation systems, such as Ocbcomm, Globalstar, and
O3b, have no intersatellite links [30]. For this reason, it is
more reasonable to construct the S-IoT based on the con-
stellation systems without intersatellite links, which is the
main purpose of this work.

2.2. Routing Strategy Based on Reinforcement Learning. In
recent years, reinforcement learning has attracted wide-
spread attention. As a classic reinforcement learning algo-
rithm, Q-learning [31] obtains the sample data sequence
(state, action, and reward value) through interacting with the
environment and uses the state-action function value (Q
value) to find the best action for the current state. In ad-
dition, Q-learning ensures communication security by the
self-learning mechanism. Q-learning has been applied in
many fields. Deng et al. [32] applied Q-learning to the task
allocation of edge computing. Zhao et al. [33] applied
Q-learning to the DoS attack of many core systems.

In the routing field, Elwhishi et al. [34] proposed a
Q-learning routing strategy for DTN. In this strategy, nodes
collaborate with each other and make forwarding decisions
based on connections. However, node status is not con-
sidered in this work. Plate and Wakayama [35] proposed a
Q-learning routing strategy based on kinematics and sweep
features. /is strategy can adapt to the constantly dynamic
changes of the topology structure caused by the node mo-
bility and energy consumption. Rolla and Curado [36]
proposed an enhanced Q-learning routing strategy for DTN.
/is strategy calculates the reward value based on the dis-
tance between nodes such that more data packets in densely
populated areas can be delivered. Wu et al. [37] proposed an
adaptive Q-learning routing strategy based on anycast
(ARSA). /is strategy focuses on anycast communication
from a node to multiple destination nodes, while consid-
ering the encountering probability and the relative speed of
nodes.

However, the abovementioned Q-learning routing
strategies suffer from the overestimation issue in certain
cases. /e reason is that Q-learning algorithm uses the same
Q value for the action selection with the action evaluation
and uses the maximum Q value as an approximation to the
maximum expected Q value. Q-learning tends to produce a
positive estimate deviation, since the overestimated Q value
has the higher chance to be selected.

/e double Q-learning algorithm, which was proposed
by Hasselt [16], uses twoQ values to separate action selection
and action evaluation. Double Q-learning has been applied
inmany fields. Zhang et al. [38] applied double Q-learning to
the speed control of autonomous vehicle. Vimal et al. [39]
applied double Q-learning to improve energy efficiency of
cognitive radio networks. Zhang et al. [40] applied double

Q-learning to the energy-saving scheduling of edge com-
puting. So far, double Q-learning has been rarely used in the
routing field.

/e kernel idea of the double Q-learning algorithm is
that the action is selected based on the greedy algorithm in
each step and the two Q values are adaptively updated with
the changes of environment. One Q value selects the action,
and the other one evaluates the selected action./e selection
is decoupled from the evaluation for reducing the positive
deviation. Furthermore, double Q-learning algorithm has a
similar computational efficiency compared with Q-learning
algorithm. /erefore, we use double Q-learning to avoid
selecting neighbor nodes with overestimation.

3. Proposed Strategy

/e whole S-IoT is regarded as a reinforcement learning
environment in this paper. Satellites in S-IoTare regarded as
satellite nodes, whereas sensors and data centers are
regarded as ground nodes. For each individual node, all
other nodes it can encounter constitute its neighbor node
set. In particular, ground nodes generate and receive data
packets, and satellite nodes use the store-carry-forward
mechanism to forward data packets.

Both satellite nodes and ground nodes are considered as
intelligent agents. Each node learns the network environ-
ment of the whole S-IoT through interacting with other
nodes it encounters. Furthermore, all nodes are included to
form the state set of reinforcement learning. A ground node
or satellite node selects one node from its neighbor node set
to forward data packets. /is procedure is considered as an
action selection of reinforcement learning. In this manner,
the neighbor node set for this node can be regarded as the
possible action set. /e state transitions are equivalent to
forwarding data packets from one node to a neighbor node.

In the proposed strategy, each node is assigned with two
Q tables (QA and QB) to store theQ value of the action which
is referred to as selecting a neighbor node to forward data
packets to the destination node. Each node only updates its
own two Q tables and shares its local information only with
its neighbor nodes. /e two Q values stored in the corre-
sponding Q tables are used to determine and evaluate the
greedy strategy, respectively. More importantly, the two Q
values are decoupled to address the issue of overestimation
which may cause the local optima of routing. /e two Q
values change with the topology structure and node status
such that the proposed strategy can be adaptive to the highly
dynamic environment.

Initially, a new node has no knowledge of the whole
S-IoT environment with two empty Q tables. When this
node encounters other nodes, it records the identities of
other nodes and initializes the corresponding Q values to 0
in two Q tables.

/e selection of neighbor node for each data packet
would update the two Q values. Each data packet has a
destination node. When the data packet reaches its desti-
nation node, the Q values of all nodes on this forwarding
path will be updated by a rewarding procedure. In the
proposed strategy, the two Q values are intensively learned
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from two different experience sets of the S-IoT./emixedQ
value depending on the two Q values decides which node
should be selected to forward data packets.

Figure 1 illustrates the general routing process of a
specific node. If the destination node is in its neighbor node
set, this node forwards data packets to the destination node
to complete data transmission. Otherwise, depending on the
largest mixed Q value, this node selects a neighbor node to
forward data packets. It stores and carries these data packets
until it encounters the selected node. Such operations are
repeated until the simulation is terminated. /e greedy al-
gorithm ensures the largest cumulative future rewards. Take
node c, for example, the node selected from its neighbor
node set, can be expressed as

x
∗

� argmax
x∈Nc

Q
∧

c(d, x), (1)

where Nc is the neighbor node set of node c and node x
is one of the neighbor nodes in Nc. Q

∧
c(d, x) is the mixed

Q value of the node selection action, and node d is the
destination node of the data packets. /e improved method
for calculating Q

∧
c
(d, x) will be given in the next section. If

two nodes have identical mixed Q value, we select one of
them at random.

As the learning task is assigned to each node, the learning
process is accordingly the updating process ofQ tables. If the
topology of node c changes, the Q values in QA

c will be
updated. If the status of node c changes, the Q values in QB

c

will be updated. In this sense, QA
c and QB

c represent an ex-
perience set of topology change and an experience set of
status change, respectively. QA

c and QB
c learn from each

other. /e updates of QA
c and QB

c are given by

Q
A
c (d, x) � (1 − α)Q

A
c (d, x) + α Rc(d, x) + cc(d, x)Q

B
x d, y

∗
(  ,

(2)

Q
B
c (d, x) � (1 − α)Q

B
c (d, x) + α Rc(d, x) + cc(d, x)Q

A
x d, z

∗
(  ,

(3)

where Nx is the neighbor node set of node x and α is the
learning rate manipulating the updating speed of Q values.
Rc(d, x) is the instant reward value (R value) and cc(d, x) is
the discount factor of the node selection action. y∗ and z∗

are the nodes with the largest Q value in QB
x and QA

x , re-
spectively. /e improved method for calculating Rc(d, x)

and cc(d, x) will be given in the next section.

4. Improvement of Q Value

4.1.Mixed Q ValueBasedontheCongestionDegree. /enext
hop node of data packets is determined according to the
mixed Q value. Because network congestion has an im-
portant impact on routing, we consider the congestion
degree to give the corresponding weights of two Q values to
calculate the mixed Q value.

Take node c for example; if node c selects neighbor node
x to forward data packets, the mixed Q value is calculated by

Q
∧

c(d, x) � β(x)Q
A
c (d, x) +(1 − β(x))Q

B
c (d, x), (4)

where node d is the destination node of the data packets and
QA

c (d, x) and QB
c (d, x) are the Q values provided by QA and

QB, respectively, indicting theQ values of the action in which
node c selects node x to forward data packets. β(x) is the
congestion factor of node x, and it is calculated by

β(x) �

0.6, if 0< � con d(x)< 0.5,

0.3, if 0.5< � con d(x)< 0.75,

0.1, if 0.75< � con d(x))< 1.

⎧⎪⎪⎨

⎪⎪⎩
(5)

In particular, the smaller con d(x) value is, the larger
β(x) value is, so that the influence of topology change is
greater. Under the reverse situation, the influence of status
change is greater. con d(x) can be calculated by

con d(x) �
y∈Nx

S(y)/By

C(x)
, (6)

Receive data packets

Store and carry

Is the destination node
in its neighbor node set?

Does it encounter the
selected node?
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largest mixed Q

value, select a
neighbor node

Forward data
packets to the
selected node

Y

Y

N

N

Update the Q values

Forward data
packets to the

destination node

Figure 1: Routing process of each node.
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where S(y) is the size of all data packets currently in the
buffer of neighbor node y and By is the buffer size of
neighbor node y. In addition, Nx is the neighbor node set
of node x, and C(x) is the number of neighbor nodes of
node x.

4.2. Reward Value Based on the Hop Count. An important
component in the Q value updating rule (refer to equations
(2) and (3)) is the calculation of R value defining the instant
reward value after forwarding data packets. R value reflects
the advantages and disadvantages of one-time forwarding.
Limited by the energy capacity of the S-IoT, the hop count is
taken into account in the calculation of reward value to
control energy consumption and to reduce the overhead
ratio.

Take node c, for example; if node c has forwarded the
data packets to neighbor node x, the reward value for the
node selection action can be calculated by

Rc(d, x) �
0, otherwise,

e
− w1h1+w2h2+...+wihi+...+wkhk( ), if c �� d,

⎧⎨

⎩

(7)

where node d is the destination node of the data packets,
h1, h2, . . . , hi, . . . , hk are the hop counts on different satellite
orbits, and w1, w2, . . . , wi, . . . , wk are the weights of different
satellite orbits satisfying 

k
i�1 wi � 1. A higher satellite orbit

height stands for a greater amount of energy consumption
for data transmission between the ground node and the
satellite node. Hence, we set a relatively higher wi value for a
satellite node with a higher height orbit. As a result, the
reward value for forwarding data packets to a satellite with a
higher height orbit is lower.

4.3. Discount Factor Based on the Node Status. /e discount
factor is a multiplicative coefficient for the sum of subse-
quent reward values, which affects the possibility of rese-
lecting a previously selected neighbor node to forward data
packets. In order to adapt to the node status, the distance,
direction, and buffer occupancy are considered in the cal-
culation of discount factor.

Take node c, for example; if node c has forwarded the
data packets to neighbor node x, the discount factor for the
node selection action is calculated by

cc(d, x) � c × Dir F(d, x) × Dis F(d, x) × Buf F(d, x),

(8)

where node d is the destination node of the data packets and
c is the setting value subject to 0<c<1. Dir F(d, x),
Dis F(d, x), and Buf F(d, x) denote the direction factor,
the distance factor, and the buffer factor, respectively. /e
larger these factors are, the larger the discount factor is and
accordingly the larger the updated Q value is. As such, the
possibility of reusing this node to forward data packets in the
next time will be larger.

/e direction factor is calculated by

Dir F(d, x) � 1 −
θ(d, x)

180
, (9)

where θ(x, d) stands for the angle between neighbor node x

and destination node d. /e smaller θ(x, d) value is, the
larger Dir F(d, x) value is.

/e distance factor is calculated by

Dis F(d, x) � 1 −
D(d, x)

Dmax
, (10)

where D(x, d) is the distance from node x to destination
node d and Dmax is the maximum distance between the
nodes in the network./e smaller D(x, d) value is, the larger
Dis F(d, x) value is.

/e buffer factor is calculated by

Buf F(d, x) � 1 −
S(x)

Bx

, (11)

where S(x) is the size of all data packets currently in the
buffer of neighbor node x and Bx is the buffer size of
neighbor node x. /e smaller S(x) value is, the larger
Buf F(d, x) value is.

5. Simulation Analysis

5.1. Simulation Environment. We use the ONE simulator to
analyze and evaluate the proposed routing strategy. /e
S-IoT model in simulation experiments is shown in Figure 2.
/e ground layer is composed of 110 ground nodes, which
are uniformly distributed over the Earth’s surface. /e LEO
layer consists of 48 satellite nodes as the Globalstar con-
stellation system. /e MEO layer consists of 24 satellite
nodes as the GPS constellation system. Table 1 lists the node
parameters in each layer. Ground nodes generate and receive
data packets, and both the source node and the destination
node are randomly generated among ground nodes. Since
we assume no intersatellite links in this S-IoT model, data
packets cannot be forwarded between any two satellite nodes
moving through their orbits periodically.

/e network environment parameters in simulation
experiments are shown in Table 2. Regarding the double
Q-learning procedure, the learning rate is set to 0.8, and c in
the discount factor is set to 0.9. /e weights of hop count on
LEO and MEO satellite orbits are set to 0.3 and 0.7, re-
spectively. /e delivery rate, average delay, and overhead
ratio are used to evaluate the routing strategies at different
data packet generation intervals with different failure
probabilities.

5.2. Simulation Results. We compare the proposed adaptive
routing strategy based on improved double Q-learning for
S-IoT (ARSIDQL) with the adaptive routing strategy based
on original double Q-learning (ARSDQL), the adaptive
routing strategy based on original Q-learning (ARSQL), the
Spray-and-Wait routing strategy [11], MLRSP [13], and
ARSA [37] in terms of delivery rate, average delay, and
overhead ratio with different failure probabilities.
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5.2.1. Delivery Rate. Figure 3 shows the comparison of
delivery rates achieved by all routing strategies at different
data packet generation intervals with different failure
probabilities. On the whole, MLRSP achieves the lowest
delivery rate, since MLRSP calculates the encountering
probability of each node and copies data packets only to the
node with the largest encountering probability. However,
MLRSP fails to take into account the data packet loss caused
by the high buffer occupancy of nodes. /e delivery rate of
Spray-and-Wait is higher than that of MLRSP by taking the

advantage of flood. To be specific, the data packets are
diffused into several copies to increase the probability of data
packets arriving at the destination node./e delivery rates of
ARSA and ARSQL are higher than that of Spray-and-Wait;
since the Q-learning algorithm is self-learning and self-
adaptive, ARSA and ARSQL can explore a suitable path in a
highly dynamic environment. However, the encountering
probabilities of nodes in S-IoTare fixed. ARSA considers the
encountering probability, resulting in lower delivery rate
than ARSQL. /e delivery rate of ARSDQL is higher than
that of ARSQL. /e reason is that ARSDQL decouples data
packet forwarding from the Q value evaluation of this
forwarding, and the node used for forwarding is determined
depending on the mixed Q value without positive deviation.
Built upon ARSDQL, ARSIDQL incorporates the congestion
degree and node status. Hence, data packets are more likely
to arrive at the destination node before arriving at the end of
their TTLs, so ARSIDQL achieves the highest delivery rate.

With the increase of the data packet generation interval,
the delivery rate of MLRSP improves significantly. Since
there are a large number of data packets in the network at
low generation interval, the buffer size of each node is
limited, causing many data packet losses./e delivery rate of
Spray-and-Wait remains unchanged, since Spray-and-Wait
limits the number of data packet replicas to reduce the buffer
occupancy rate and further the number of data packet losses.
/e delivery rates of ARSA, ARSQL, and ARSDQL are
relatively stable, because they can find the best action in the
current state depending on the Q value through interacting
with the environment. /e delivery rates of ARSIDQL are
relatively stable and high at low generation interval. /is
strategy can adapt to the buffer occupancy and forward data
packets to nodes with low buffer occupancy rates to reduce
the number of data packet losses and to achieve good
performance.

With the increase of the failure probability, the delivery
rate of MLRSP decreases. Since MLRSP forwards data
packets depending on the encountering probability even if
node failures have taken place, MLRSP cannot adapt to the
changes of topology structure. /e delivery rate of Spray-
and-Wait decreases slightly. Because the data packets are
diffused into some copies, the delivery rate can be guar-
anteed with insignificant degradation. /e delivery rates of
ARSA, ARSQL, ARSDQL, and ARSIDQL are relatively
stable and high even with high failure probabilities owing to
their abilities of self-learning. Since the Q value of for-
warding data packets to the failed node would be smaller,
these strategies can avoid forwarding data packets to the
failed node and thus can adapt to the dynamic topology
structure.

5.2.2. Average Delay. Figure 4 shows the comparison of
average delays of routing strategies at different data packet
generation intervals with different failure probabilities. On
the whole, the average delay of Spray-and-Wait is the
highest, due to the fact that in this strategy each node can
only move and cannot forward data packets until it en-
counters the destination node in the waiting phase. /e

Table 1: Node parameters.

Layer LEO layer MEO layer Ground layer
Constellation Globalstar GPS Distributed evenly
Orbit numbers 8 6 /
Node numbers 48 24 110
Height 189Km 20200Km 0Km

Table 2: Network environment parameters.

Parameters Values
Buffer size 35Mb
Transmission speed 250Kb
Data packet generation intervals 10–50 s
Data packet size 500Kb–1Mb
Data packet TTL 3600 s

MEO layer

LEO layer

Ground layer

Sensor node

Data center

Satellite node

Communication

Moving track

Figure 2: S-IoT model.
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average delay ofMLRSP is also high, sinceMLRSP only takes
into account the encountering probability when each node
forwards data packets. However, MLRSP cannot find an
appropriate path as the encountering probability cannot
reflect the node status. ARSQL can learn by itself to find the
next hop node with a relatively low average delay. /e
average delay of ARSA is lower than that of ARSQL, since
ARSA considers the relative speed of nodes. /e average
delay of ARSDQL is low, since ARSDQL solves the over-
estimation problem through two Q values and can find the
global optimal path to reduce the average delay. Built upon
ARSDQL, ARSIDQL can adapt to the congestion degree and
hop count to achieve the lowest average delay.

With the increase of the data packet generation interval,
the total number of data packets in S-IoTdecreases such that
the waiting time in the buffer and the average delay of Spray-
and-Wait can be reduced. /e average delay of MLRSP is
reduced to a greater extent. However, the large number of

data packets and copies made by MLRSP in S-IoT at low
packet generation interval would lead to node congestion
and long waiting times in the buffer. /e average delays by
suing ARSA, ARSQL, ARSDQL, and ARSIDQL decrease
slightly with low failure probabilities, because the total
number of data packets in S-IoT decreases with the increase
of the data packet generation interval. In the cases of high
failure probabilities, the average delays remain stable, since
these strategies have found a suitable path at low packet
generation interval. In addition, the high failure probability
leads to fewer nodes in the network. /e change of gen-
eration interval no longer affects the average delay.

With the increase of the failure probability, the average
delays of Spray-and-Wait and MLRSP get worsen accord-
ingly, due to the fact that these strategies cannot make
adjustments to failed nodes in a timely fashion. /e average
delays of ARSA, ARSQL, ARSDQL, and ARSIDQL also
degrade slightly. /e good thing is that, because the update
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Figure 3: Delivery rates with different failure probabilities. (a) 0% failure probability. (b) 10% failure probability. (c) 20% failure probability.
(d) 30% failure probability.
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of the Q value reflects the changes of topology structure, the
routes by using these strategies can bypass failed nodes and
the degradation of average delay is not significant.

5.2.3. Overhead Ratio. Figure 5 shows the comparison of
overhead ratios of various routing strategies at different data
packet generation intervals with different failure probabil-
ities. /e overhead ratio depending on the forwarding time
reflects the energy efficiency. On the whole, the overhead
ratio of Spray-and-Wait is the highest. As a flood-based
routing strategy, Spray-and-Wait increases the forwarding
time in case of a large number of copies of data packets in the
network. Compared with Spray-and-Wait, MLRSP achieves
a lower overhead ratio, since MLRSP copies data packets
only to the node with the largest encountering probability to
restrict the forwarding time. ARSQL and ARSDQL, which
are not flood-based routing strategies, result in less

forwarding time due to fewer data packets in the network.
/e overhead ratio of ARSA is lower than that of ARSDQL.
/e reason is that ARSA reduces the forwarding time since it
considers multiple destination nodes as the same virtual
destination. Built upon ARSDQL, ARSIDQL takes the hop
count and node status into consideration, thus achieving the
lowest overhead ratio.

With the increase of the data packet generation interval,
the overhead ratios of all strategies decrease slightly. As the
total number of data packets in S-IoT decreases as data
packet generation interval increases, the forwarding time is
reduced. As a consequence, lower energy consumption and
overhead ratio are achieved.

With the increase of the failure probability, the overhead
ratios of Spray-and-Wait and MLRSP increase. /e reason is
that, under the circumstance of node failures, Spray-and-
Wait retransmits data packets in order to maintain a fixed
number of copies, whereas MLRSP still forwards data
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Figure 4: Average delays with different failure probabilities. (a) 0% failure probability. (b) 10% failure probability. (c) 20% failure
probability. (d) 30% failure probability.
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packets depending on the encountering probability. /e
overhead ratios of ARSA, ARSQL, ARSDQL, and ARSIDQL
increase slightly. /ese strategies are capable of bypassing
failed nodes. /e bypassing procedure would inevitably lead
to the increase of forwarding time, energy consumption, and
overhead ratio.

In summary, compared with ARSDQL, ARSIDQL can
improve the delivery rate, average delay, and overhead
ratio by taking into account the congestion degree, hop
count, and node status in the S-IoT model. Also, com-
pared with ARSQL and ARSA, ARSIDQL can find the
best next hop node of data packets due to the decoupling
of selection and evaluation. Compared with traditional
routing strategies, such as the flood-based routing
strategy and the utility-based routing strategy, ARSIDQL
can significantly improve the delivery rate, average delay,
and overhead ratio with the integration of reinforcement
learning.

6. Conclusions

S-IoT is a new mobile Internet to provide services for social
networks. /e routing strategy determines the communi-
cation performance of S-IoT. Traditional routing strategies
cannot cope with frequent changes of topology structure and
node status and cannot meet the requirement of commu-
nication security in S-IoTs. /is paper proposes an adaptive
routing strategy based on improved double Q-learning for
S-IoT. /e proposed strategy selects the next hop node of
data packets relying on the mixed Q value. Moreover, in
order to optimize the Q value, this paper makes improve-
ments on the mixed Q value, the reward value, and the
discount factor, respectively, based on the congestion degree,
the hop count, and the node status. Simulation experiments
show that the proposed strategy not only can operate effi-
ciently and securely in complex environments but also can
increase the delivery ratio and reduce the average delay and
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Figure 5: Overhead ratios with different failure probabilities. (a) 0% failure probability. (b) 10% failure probability. (c) 20% failure
probability. (d) 30% failure probability.
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overhead ratio. Considering the large sizes of the two Q
tables due to the increasing number of nodes in S-IoT, future
work can be directed toward replacing the two Q tables with
two neural networks.
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Wearable medical devices rely on the human body to form a small LAN around the human body, called body area network (BAN).
Users can use these devices to monitor the changes of various body indicators in real time. .e physiological data involved in this
process belongs to personal privacy..erefore, the security requirements of BAN are relatively high, and its current research focus
is on authentication mechanisms. To meet the requirements of security and resource consumption of BAN, this paper proposes a
lightweight identity authentication mechanism that meets the characteristics of BAN resource constraints. Based on the
characteristics of BAN, a simple and mature star topology structure is applied to establish the network model of BAN. For the
human body in normal situations and emergencies, the corresponding authentication mechanism and encryption and decryption
method of physiological data are designed by using the physical unclonable function (PUF) and cloud database, physiological data,
and cross-correlation algorithm. Furthermore, the formal and informal security analysis of the designed authentication
mechanism proves that the authentication mechanism designed in this paper has certain security, and the lightweight au-
thentication mechanism is simulated and evaluated. .e experimental results show that compared with the benchmarking
mechanism, the authentication mechanism designed in this paper solves more security problems and has certain advantages in
terms of calculation cost, communication cost, and energy cost.

1. Introduction

In recent years, wearable devices are developing at an
amazing speed, followed by intelligent and interconnected
medical sensor devices and the popularization of medical
sensor networks [1, 2]. With more and more medical sensor
devices for monitoring and treatment on the human body,
researchers have put forward the concept of personal local
area network based on the human body [3], which is the
predecessor of BAN. BAN refers to a kind of network at-
tached to the human body, which is composed of medical
sensor equipment implanted in the human body or worn on
the human body surface. Data collected by nodes is trans-
mitted to the remote server by external equipment for
medical diagnosis [4, 5]. .e existence of the BAN and
wearable devices enables individuals to collect their own

physiological data in real time and monitor their physical
activity and health status [6]. It is very convenient to know
their own physical condition without going to the hospital
regularly for examination, and its existence will not have any
impact on people’s life. With the aggravation of the aging of
the social population, the number of chronic disease cases
that need to consume a lot of human, material, and financial
resources is also increasing. BAN has become the best choice
to solve this problem [7]. .e medical sensor equipment
deployed in the BAN collects physiological data of different
indicators of the human body. .ese data belong to personal
privacy and cannot be accessed without permission. If we do
not take any measures, then these data are easy to obtain,
which may leak personal privacy and affect people’s life,
work, and other aspects, so the research on the security of
BAN is urgent.
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.erefore, based on the highly secure and limited re-
source requirements of the BAN, a lightweight authenti-
cation mechanism is constructed. (1) Under normal
conditions, design the authentication mechanism and en-
cryption and decryption method of physiological data using
PUF and cloud database. (2) Design the authentication
mechanism in emergencies using physiological data and
cross-correlation algorithm. (3) Carry out formal and in-
formal security analysis for the designed authentication
mechanism. (4) Simulate and evaluate the lightweight au-
thentication mechanism.

2. Related Works

.e emergence of BAN brings new opportunities and
challenges to human health care. .e network connection of
wearable devices and implantable medical devices has been
quite advanced, but its system security problem has not been
effectively solved, and its security mechanism is relatively
weak, which has been attacked within the scope of the
network, resulting in device security problems [8]. If we
cannot solve all kinds of security problems existing in the
BAN, then it is very difficult to be applied in the field of
health care because the existence of various security prob-
lems will cause great harm to the human body. At present,
research studies on the security of BAN are springing up.
Among them, there are many research studies on authen-
tication mechanisms in BAN.

Singla and Sachdeva [9] proposed a two-stage authenti-
cation mechanism. .e first stage is the authentication be-
tween the medical sensor device and the receiver. Since the
authentication resources are limited in this stage, it is nec-
essary to design a lightweight authentication method; the
second stage is the authentication between the receiver and
the server, which is not limited by resources, so the traditional
encryption method can be used. Based on the three-layer
communication of the BAN, the mechanism is comprehen-
sive, but it does not solve the problem of resource con-
sumption reasonably. Under the premise of lightweight
protocol and the requirement of physiological data sensitivity,
Gritti et al. [10] limited the public information that could be
obtained by the device. If more physiological data need to be
obtained in some cases, such as an emergency, the access
rights of personal information need to be realized based on
device authentication. In reference [11], a device-to-device
authentication scheme is proposed, that is, the authentication
mechanism between two sensor nodes deployed on the hu-
man body. .e key is always fresh and secure from the user’s
gait mode through the change of instantaneous acceleration.
.is method is only resistant to noise attacks (generated by
sensor nodes when transmitting data) and active attacks.
Anada [12] proposed a distributedmultiauthority anonymous
authentication scheme for the Internet of .ings and
blockchain, in which the verifiers were noninteractive. .is
scheme can dynamically increase/decrease the independent
attribute permissions. When an entity wants the authority to
issue attribute credentials, the authority only needs to gen-
erate a digital signature on its global identity to solve the
problems of resource consumption and authentication

reliability. Based on the comprehensive consideration of data
connectivity and user privacy and the joint scenario of
eduGAIN, STORK, and eIDAS. Torroglosa-Garcia and
Skarmeta-Gomez [13] proposed an interoperability mecha-
nism for data connectivity to reduce the recurrence of identity
authentication.

Some authentication mechanisms shield sensor nodes
and ensure their security by adding proxy devices between
sensor nodes and control nodes. Denning et al. [14] pro-
posed a new method for the safety of the implantable
medical device system from another angle, which added an
additional external device (agent) to ensure the safety of the
implantable medical device. .e agent has no resource
limitation. Some operations between the control node and
the medical sensor device are completed by the agent. Only
the agent exists outside, and the implantable medical device
does not exist..e agent can solve some problems, but it also
brings new and additional security risks to the system. In
reference [15], a distance boundary method is proposed, in
which a piezoelectric implantable device is implanted 1 cm
or deeper into the human skin, and the random key is
generated and sent out by means of sound emission, which
can only be received by the control node at a certain dis-
tance. .is method can resist remote attacks, but the ad-
dition of additional devices will bring new security
problems, and the method of transmitting data by means of
sound transmission itself will have security problems.

Other authentication mechanisms are designed using
PUF. Lee et al. [16] proposed a mutual authentication
mechanism between the control node and sensor node by
using PUF. .e challenge-response pairs generated by PUF
were used, and each node was needed to complete the hash
function operation and MAC operation. .e mechanism
designed in this paper can solve some security problems.
However, resource consumption is not analyzed in this
paper, and a good balance between resource consumption
and security is not achieved. In reference [17], a mutual
authenticationmechanism between sensor nodes is designed
by using PUF. In this method, the control node acts as the
third party, and the key stored in the third-party control
node is the shared key between two sensor nodes, which
guarantees the reliability of data transmission when the
sensor nodes authenticate with each other. .e imple-
mentation of this method is based on the assumption that
the control node is trusted, but the control node is not
necessarily trusted.

Some use the characteristics of physiological signals to
design authentication mechanisms. Steffen et al. [18]
designed a secure authentication mechanism in BAN using
ECG signals to identify whether sensor nodes are attached to
the same body. .e process of the mechanism is as follows:
firstly, the sensor nodes including the analog filter and data
preprocessor are deployed; then, the features of the data after
preprocessing are extracted by technical means, and finally,
the parameters of authentication protocol are determined by
the extracted features. Hu et al. [19] designed a key protocol
based on ordered physiological signals. .e protocol au-
thenticates control nodes and implantable medical devices
by extracting and quantifying ECG signals. Rostami et al.
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[20] designed a contact access mechanism, in which the
control node contacts the human body, extracts the heart
rate signal of the human body, analyses the pulse interval,
and designs a new encryption pairing protocol to achieve
good authentication between the control node and the
implantable medical device. .is method can be imple-
mented in the existing devices without the need for addi-
tional devices. But when people are in a critical situation and
need to receive treatment in time, the demand for speed is far
higher than safety.

.e medical sensor equipment in the BAN collects the
physiological data of the human body in real time, which
leads to the existence of a large amount of data on the local
side..e storage of these data needs to consume a lot of local
resources. .erefore, some scholars propose that the BAN
and cloud should be integrated. Wan et al. [21] pointed out
that, with the support of mobile cloud computing, the
implementation of deploying the wireless human local area
network (WLAN) on a large scale in pervasive medicine can
be enhanced, but there are some technical problems and
challenges in the process of integrating wireless BAN and
mobile cloud computing. .is paper introduces the
framework of the cloud-assisted human LAN, as well as the
challenges of routing mechanism, cloud resource allocation
mechanism, semantic attack, and data security. According to
the characteristics of telemedicine, an efficient cloud-assisted
message authentication scheme was proposed in reference
[22]. In this scheme, the cloud server is responsible for
storing and transmitting the encrypted data of patients to
doctors for diagnosis and treatment, and then, the pro-
cessing results are stored in the cloud server. .rough the
security analysis and performance evaluation of this scheme,
it is concluded that the scheme not only ensures the privacy
of stored human physiological data but also meets the
purpose of saving local resources. Yu et al. [23] proposed a
new solution to the security and privacy threats in the cloud-
assisted wireless BAN, focusing on the confidentiality and
integrity of data. .e data confidentiality is guaranteed by
the improved order-preserving symmetric encryption
method, and the data integrity is guaranteed by using the
virtual linear segmentation method. Although this method
saves the resources at one end of the sensor node, it increases
the cost of the remote control unit. .e future research
direction is to reduce the cost of both ends at the same time,
instead of sacrificing one end to complete the other.

To sum up, at present, there are a lot of research studies
on the authentication mechanism of BAN, but many designs
do not meet the requirements of resource limitation and
high security of BAN at the same time.

3. Lightweight Authentication
Mechanism in BAN

3.1. Network Model. At present, two kinds of topology
structure are widely used in BAN. One is two-layer star
topology, that is, some sensor nodes need two hops to send
data to the control node, and the other is star topology, that
is, sensor nodes only need one hop to send data to control
nodes. BAN is a network with very limited resources. If one

node interacts with the master node, it will consume a lot of
resources. If it needs to interact with other nodes in the same
network, it will consume resources faster. Moreover, even if
the data of one node is transmitted to another node, the data
is meaningless to this node at present because this node
cannot process the data. .is paper uses a mature, simple,
and representative star topology. Figure 1 shows the star
topology. As shown in the figure, there are N sensor nodes
(medical sensor equipment) S1, S2, S3, . . . , Sn  deployed on
the guardians. Each node has an ID (unique and greater than
1), and there is no connection between these nodes. .ere is
a control node whose ID value is equal to 0. It is used to
collect the data collected by all sensor nodes deployed on the
human body and is responsible for communicating with the
outside world and sending the data to the medical staff so
that the medical staff can make a correct and effective
judgment on the health status of the guardians in time. .e
control node can communicate with all sensor nodes in one
hop. Because different sensor nodes represent different types
of medical sensor equipment and have different functions,
there are many sensor nodes deployed in the human body in
the BAN. It is mentioned in reference [2] that medical sensor
equipment is divided into three security levels (I, II, and III).
.e greater the category number, the higher the risk level.
Different security levels correspond to different medical
sensor devices (sensor nodes).

3.2. AuthenticationMechanism under Normal Circumstances

3.2.1. Authentication Protocol. In the design of normal
authentication protocol, this paper uses the physical
unclonable function and cloud database to achieve. Once the
authentication mechanism is used on the device, it will last
for a lifetime until the device is not available. It can be
imagined that if the authentication mechanism is designed
by using PUF, a large number of challenge-response pairs
are needed, and the relationship between these challenge-
response pairs is one-to-one. In order to avoid unnecessary
waste of local resources due to the storage of a large number
of challenge-response pairs, these challenge-response pairs
are stored in the cloud database.

In authentication protocol, some data need to be
transmitted between two entities, so the freshness, integrity,
and nonrepudiation of data should be guaranteed in the
process of transmission. Among them, freshness refers to the
guarantee that the data used is up-to-date rather than has
been used; integrity refers to ensuring that the messages in
transmission are not partially missing due to malicious
attacks by attackers; nonrepudiation means that if an entity
has sent the message, it must ensure that the entity has no
reason to deny this fact.

In order to authenticate both parties as trustworthy
entities to each other, this paper designs a two-way au-
thentication protocol, that is, the sensor node should prove
to the control node phone that it is an honest entity, and the
control node should also prove itself to the sensor node that
it is an honest entity. .erefore, it is necessary to verify that
the control node is trusted during authentication. It is not
feasible for malicious sensor nodes to use the previous
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challenge-response pairs to achieve the purpose of au-
thentication because the principle of challenge-response
pairs is to discard one by one. When the control node
obtains the previously used incentive response pair, it will
not find a matching response in the database, then the
authentication will not succeed. Figure 2 shows the normal
authentication protocol, mainly including the initialization
phase and authentication phase. .e symbols used in the
protocol are illustrated in Table 1.

(1) Initialization Phase. In order to ensure the normal use
of the protocol, we need to complete the following initial-
ization work. Firstly, the challenge-response pairs required
by the authentication process are stored in the cloud da-
tabase. Secondly, the initial seed of the butterfly seed gen-
eration algorithm [24] is set. .e key can then be generated
using this method. .e butterfly seed generation algorithm
can get the required seed, and only a few bit changes can get
random results. .e method to get random seeds by using
the variable function is to invert these bits bit by bit from the
least significant bit to the j bit. j can be a value-added
number or other to improve the unpredictability where sin it

is the initial seed, Sj is the current seed, Sj � φ(s) is the seed
variation function, and r � g(Sj) is the random number
generation function.

(2) Certification Phase. In the authentication phase, both
entities authenticate each other’s trustworthiness. In the
authentication process, sensor nodes and control nodes use
the pseudorandom generation sequence to generate exci-
tation Ci. .e sensor node uses its own implanted PUF and
Ci to execute PUF to generate response Ri, then uses the key
Ks to encrypt the results of excitation Ci and response Ri

XOR, and sends the encryption results α to the control node.
.e control node decrypts the received α to get Ri, then
extracts its own stored Ri from the database, and records it as
Ri′. If the error between the two is within an acceptable
range, then the authentication is successful, that is, the other

party is an honest and trustworthy entity. Similarly, the
control node sends a message β to the sensor node to prove
its identity. After receiving the message, the sensor node
decrypts the message β by using the key Kx to obtain Ri′ and
compare it with its own Ri to verify whether the party
sending the message is a trusted entity. If so, mutual au-
thentication is successful. .e algorithm pseudocode of
authentication protocol is as follows. (Algorithm 1)

3.2.2. Information Encryption and Decryption Process.
After the sensor node and the control node prove that they
are honest and trustworthy entities through the authenti-
cation protocol, the sensor node sends the collected human
physiological data to the control node. In this process, the
transmitted information needs to be encrypted to ensure its
security. Figure 3 is the process flow chart of encryption and
decryption. .e sensor node performs a pseudorandom
generator to generate challenge, then uses the generated
excitation and the human physiological signal collected by
the sensor node for XOR, that is, encryption, and then sends
the message to the control node; after receiving the message,
the control node gets the excitation generated by its own end
and decrypts the specific and correct human physiological
data according to the excitation. .e control node can also
access the cloud database to obtain the physiological data

Control node

Sensor nodes

Figure 1: Star topology.

β, Auth

Auth

Sensor node (Ks)

Ci = PRNG (seed)

Ri = PUF (Ci)

α = EKs (Ci ⊕ Ri)

β = EKx (Ci ⊕ Ri′)

Ri′ = DKs (β) ⊕ Ci

Ri = DKx (α) ⊕ Ci

then Auth = accept

Phone (Kx)

Ci = PRNG (seed)

Read Ri′

if threshold (Ri, Ri′) < t

if threshold (Ri, Ri′) < t

else Auth = reject
else Auth = reject
waiting

α

Figure 2: Authentication protocol under normal circumstances.

Table 1: Symbol description.

Symbol Description
Ci Challenge
Ri Response generated by sensor nodes
Ri′ Response when reading from cloud database
Ks Key of sensor node
Kx Key of phone
seed Seed
t Critical value
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needed. .e secure data transmission between the cloud
database and the control node is realized by using the
traditional encryption method.

Because the cloud database also has unsafe factors, two
steps need to be done here. First, the challenge-response
pairs generated by PUF are stored in the cloud database by
the XOR encryption method. In order to prevent security
problems in data transmission, the data in the transmission
process is encrypted by the XOR method, and the cloud
database also stores the data after XOR. Second, doctors
obtain cloud database data through traditional encryption

methods (such as AES). .erefore, after obtaining XOR
encrypted data, cloud database uses traditional encryption
methods for stronger security. .e details are shown in
Figure 4.

3.2.3. Design of Safety Assurance. (1) Security guarantee of
authentication protocol: freshness. A large number of
challenge-response pairs are needed in the designed au-
thentication mechanism. .e use principle of these chal-
lenge-response pairs is to use up one and then discard it, and
there will be no use of two duplicate challenge-response
pairs. .is method ensures that the challenge-response pairs
used in each certification are fresh.

(2) Security guarantee of authentication protocol:
nonrepudiation. When one entity sends data to another
entity, the sending entity cannot deny that it has sent the
data. In this paper, the unique ID number of each medical
sensor device on the human body is used to ensure non-
repudiation. .e ID number of the medical sensor equip-
ment and the seed change function are combined into a
function. .e combination function is used as the parameter
of the random number generation function as
r � g(f(φ(Sj), ID)), where f is a combination function.

(3) Security guarantee of authentication protocol: in-
tegrity. Because of the limited resources of the BAN, a critical
value is used to judge whether the authentication is suc-
cessful or not. In addition, the frequency and times of the
implementation of the authentication mechanism should be
considered..erefore, in the authenticationmechanism, it is
necessary to design a method to check the integrity rather
than to ensure the integrity [25]. .e specific method is as
follows: divide themessage into n parts, each part has L − bit,
and take the bit in the corresponding position out from each
part; there are nbits in total, then XOR these bits to get a new
bit block, so as to get L blocks, and then XOR L blocks to get
a new message. Both entities need to perform this process. If

(1) //INPUT: .e excitation response pairs generated by PUF
(2) //OUTPUT: Authentication success/failure message
(3) BEGIN
(4) Execute butterfly seed generation algorithm to generate seed and key Ks, Kx;
(5) phone and sensor nodes simultaneously execute pseudo-random sequence generator to generate Ci;
(6) .e sensor node calculates the value of α by α � EKs(Ci⊕Ri), and then sends it to phone;
(7) phone reads the database to get Ri′, and calculates Ri by Ri � DKx(α)⊕Ci;
(8) IF the error between Ri and Ri′ is within the acceptable range, threshold(Ri, Ri′)< t;
(9) THEN phone authenticates the sensor node successfully, considers the sensor node to be a trusted entity, and sends

authentication success message, Auth � accept;
(10) ELSE send authentication failure message, Auth � reject;
(11) phone calculates β by β � EKx(Ci⊕Ri′) and sends it to sensor node;
(12) END IF
(13) IF the error between Ri and Ri′ is within the acceptable range, threshold(Ri, Ri′)< t;
(14) THEN the sensor node authenticates phone successfully and considers phone as a trusted entity, and sends an authentication

success message, Auth � accept;
(15) ELSE send authentication failure message, Auth � reject;
(16) END IF
(17) END

ALGORITHM 1: Authentication protocol under normal circumstances.

Cloud database

Incentive Ci

ResponseRequest

Start

Incentive Ci
Ci = PRNG (seed)

Sensor node

Message Mi

Encrypt

Control node
Raw physiological 

data
Decrypt

End

Figure 3: Encryption and decryption process.
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the final result is the same, then it can be considered that the
message has not been tampered within the transmission
process, as shown in Figure 5.

(4) Security assurance of encryption and decryption:
freshness. .e challenges used in the encryption process are
not like the challenge-response pairs used in the above
authentication mechanism, which are discarded once, but
need to be saved to the cloud database so that the collected
physiological data can be decrypted. .e challenge response
here can be reused. .erefore, the freshness can be guar-
anteed by adding time variables into the formula as
r � g(f(φ(Sj), ti)).

(5) Security assurance of encryption and decryption:
nonrepudiation..e guarantee of nonrepudiation is realized
by ID of the sensor node as r � g(f(φ(Sj), ID, ti)).

(6) Security assurance of encryption and decryption:
confidentiality..e guarantee of confidentiality is to use the
response generated by PUF as the key to encrypt the in-
formation. Because the response of PUF will be affected by
temperature and environment, the response generated each
time will be different. However, as a key, the response is
required to be the same every time so that the encrypted
message can be correctly decrypted. Because the instability
of PUF is difficult to solve, it is not appropriate to use Ri

encryption. At present, Ci encryption is considered. .e
guarantee of confidentiality is E(Mi) � Ci⊕Mi, which uti-
lizes the XOR operation on the challengeCi andmessageMi.
.e decryption process of the received message is to XOR
the message, and Ci is obtained from the cloud database as
Mi � E(Mi)⊕Ci.

(7) Security assurance of encryption and decryption:
integrity. Because the data encryption and decryption
process require higher integrity, we cannot use the method
of integrity checking to determine whether the message has
been tampered with, but use the method to ensure the in-
tegrity of the message [26]. .is paper uses the method of
inserting parity bits into messages. .e specific operation is
as follows: first, add the check bit to the message, and then,
encrypt the message with the check bit, and finally, get the
Frame Check Sequence (FCS) and the encrypted message
body. .e check bit is selected by the control node and
broadcast to all sensor nodes in the deployment phase. .e
message structure after adding check bits is shown in
Figure 6.

3.2.4. Safety Analysis. Formal and informal security analysis
methods are mainly used to analyze the security of the
designed authentication mechanism under normal condi-
tions. .e formal security analysis method is BAN logic.
.rough the analysis, it can be proved that the authenti-
cation mechanism has certain security.

(1) Formal Security Analysis. In this paper, BAN logic is used
to analyze the formal security of authentication protocol
under normal conditions. Assuming that the communica-
tion between external devices and the cloud database is
secure, then the cloud database and control node can be
regarded as a whole DP. .e following is the formal security
analysis of the authentication protocol designed in this
paper.

.e purpose of mutual authentication between the
control node and sensor node is to ensure that both sides
receive the data from the trusted entity. If the authentication
purpose is expressed by expressions, the expressions are as
follows:

phone| ≡ if DP hasRi ≈ Ri′ then phone| ≡ Ri ,

sensor| ≡ if sensor hasRi′ ≈ Ri then sensor| ≡ Ri′ .
(1)

.e initialization assumptions for the authentication
protocol are as follows:

S1: sensor| ≡ sensor ↔
(Ks,Kx)

(Ks, Kx)DP, S2: DP| ≡ sensor ↔
(Ks,Kx)

(Ks, Kx)DP,

S3: DP| ≡ #(Ci), S4: sensor| ≡ #(Ci⊕Ri),

S5: DP| ≡ sensor⇒Ri, S6: sensor| ≡ DP⇒Ri′.

(2)

BAN Medical staff
Cloud database

Encrypt data

XOR encryption

Encrypt data

AES encryption

Request 
information

Figure 4: Data encryption and decryption in the cloud database.

B1 (1), B2 (1), B3 (1) , ..., Bn (1)

...

b1 b2 b3 ... bn

L-bit

n-bitXOR1 n-bitXOR2 n-bitXORn

Figure 5: Integrity test.
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.e ideal model of the authentication protocol is shown
as follows:

DP⟶ sensor: Query,

sensor⟶ DP: Ci, (Ci⊕Ri)Ks (α),

DP⟶ sensor : Ci⊕RiKx
′(  (β).

(3)

.e analysis process of the authentication protocol is as
follows.

According to the above initialization assumption and
idealized model of the authentication protocol designed in
this paper, the formal security analysis of the protocol is
given below. First, DP will receive a message α from the
sensor node, thus obtaining DP∇ (Ci⊕Ri)Ks .

Combined with the hypothesis S2, according to the
formal reasoning criterion of the BAN logic criterion,
DP| ≡ sensor ∼ (Ci⊕Ri) is obtained, which shows that DP
believes that α is sent by a sensor node with the same key as
it. According to the message freshness criterion in S3 and
BAN logic criteria, DP| ≡ #(Ci⊕Ri) is obtained. From
DP| ≡ sensor ∼ (Ci⊕Ri) and DP| ≡ #(Ci⊕Ri), according to
the random number verification criterion in the BAN logic
criterion, DP| ≡ sensor| ≡ (Ci⊕Ri) can be obtained. From
DP| ≡ sensor| ≡ (Ci⊕Ri) and belief union criterion in the
BAN logic criterion, we can get DP| ≡ sensor| ≡ Ri. If the
response is extracted from the cloud database according to
the challenge, then according to DP| ≡ sensor| ≡ Ri and
protocol initialization hypothesis S5, it is concluded that
DP| ≡ Ri. If not, the message α is sent by the attacker, and the
execution of the protocol is terminated.

If there isRi′, the sensor node receives the message β from
DP and gets sensor∇ (Ci⊕Ri′)Kx . Combined with the
hypothesis S2, according to the message meaning criterion in
the BAN logic criterion, sensor| ≡ DP ∼ (Ci⊕Ri′) is obtained.
In other words, the sensor node believes that β is sent by a DP,
which has a shared key with it. From the hypothesis S4, it is
concluded that sensor| ≡ #(Ci⊕Ri′). According to
sensor| ≡ DP ∼ (Ci⊕Ri′) and sensor| ≡ #(Ci⊕Ri′), com-
bined with the random number verification criterion in the
BAN logic criterion, sensor| ≡ DP| ≡ (Ci⊕Ri′) is obtained.
According to sensor| ≡ DP| ≡ (Ci⊕Ri′) and belief union
criterion in the BAN logic criterion, it is concluded that
sensor| ≡ DP| ≡ Ri′. If there is Ri′ ≈ Ri in the sensor node, it
can be concluded from sensor| ≡ DP| ≡ Ri′ and S6 that
sensor| ≡ Ri′. It can be seen from the DP| ≡ Ri and
sensor| ≡ Ri′ that the authentication protocol under normal
conditions can withstand the logical reasoning authentication
of BAN. .e message received by the sensor node or control

node is indeed sent by the trusted control node or sensor
node, and the two are mutually trusted entities.

(2) Informal Security Analysis. Informal security analysis is
the security analysis of the normal authentication protocol’s
resistance to attacks mainly including eavesdropping attack,
replay attack, forward/backward security, and middleman
attack.

(3) Informal Security Analysis (Eavesdropping Attack).
Attackers use the data overheard in the transmission process
of sensor nodes and control nodes to conduct improper
activities. Ks is used to encrypt the information transmitted
between the sensor node and the control node, but the
eavesdropping attacker does not know about Ks, so the
messages between the sensor node and the control node
cannot be eavesdropped and recorded.

(4) Informal Security Analysis (Replay Attack). .e data
packet received by the sensor node or control node is sent
again by attackers to get away with the other party’s au-
thentication, so as to cheat the sensor node or control node.
Suppose the attacker sends the message α to the control
node, which has been sent α before, but because the seed has
changed at this time, Ks, Ci, and Ri′ obtained after receiving
α for the first time have changed, and finally, the authen-
tication fails. Suppose the attacker sends the message β to the
sensor node, which has been sent before. Because the sensor
node performed a series of operations after receiving β last
time, resulting in changes in Ks and Ci, so the final au-
thentication will not succeed.

(5) Informal Security Analysis (Forward/Backward
Safety). Forward security means that the attacker cannot get
the previous data from the known data. Backward security
means that the attacker cannot use the current data to carry
on the malicious attack to the later operation. .ere is no
relationship between the challenge-response pairs generated
by PUF, so attackers cannot infer the used or future chal-
lenge-response pairs according to the existing. .ere is no
relationship between the former seed and the latter seed. It is
difficult for attackers to analyze and infer useful information
based on the existing seeds.

(6) Informal Security Analysis (Middleman Attack). .e
attacker steals the transmitted data and masquerades as an
aggressive sensor node or a control node to maliciously
attack the authentication mechanism. Authentication pro-
tocol guarantees the integrity and freshness of the trans-
missionmessage, and due to the nonclonality of PUF and the
honesty of the control node, if the message changes in the
transmission process, it can be detected.

Message
header

Message
body

Message
header

Message
header

Encrypted 
message body

Message
header

Encrypted 
message body

Frame check 
sequence

1 0 1 1

Figure 6: Message structure.
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3.3. Authentication Mechanism in Emergency. In the BAN,
an urgent problem to be solved is that, in case of emergency,
medical staff can access the medical equipment worn by
patients, without authentication or simplified authentica-
tion, so as to know the patient’s physical condition in time,
reconfigure the equipment parameters, and timely treat the
patients. At the same time, due to the sensitivity and
complexity of patients’ electronic health records and
physiological data, the access rights of medical staff to pa-
tients’ data should be limited in a specific range [27]. In this
paper, the cross-correlation algorithm is used to calculate the
correlation between the two signals, so as to know whether
the patient is in a normal situation or an emergency and then
take different measures. In case of emergency, the message is
broadcast to the receiving device within a safe distance. In
this way, in case of emergency, even if the doctor is not the
commonly used treatment doctor of the patient, he can also
obtain access right to themedical equipment of the patient in
time so that the patient can be treated in time.

3.3.1. Selection of Physiological Signals. Now many heart
patients have implanted the cardiac pacemaker, if the
human body has a pacemaker, then the physiological signal
will choose the ECG signal. If the human body does not
wear a pacemaker, then the heart rate signal can be selected
as the physiological signal. Now the bracelet, wristwatch,
and so on can measure the human body’s heart rate signal,
this signal is related to the heart beat, easy to find the
human body’s health problems. .e physiological signal
used in this paper is the ECG signal. In an emergency, the
reasons for choosing signals like this are as follows: first,
most of the sensor nodes deployed on the human body will
contact the blood vessels of the human body, and most
sensor nodes can monitor the heart rate signal; second, in
an emergency, the patient’s pulse changes obviously, and
using this signal will be easier and faster to detect human
health problems than other signals.

.e ECG signal of normal people is shown in Figure 7.
Among them, the wave with the small waveform and similar
shape to the sin function from 0 to π is the P wave. .e wave
with a flat shape and low amplitude (not less than 1/10 of the
R wave) is the T wave. .e most dramatic change of the
waveform is the QRS wave group, which is composed of the
Q wave with the downward waveform, R wave with the
upward waveform, and S wave with the downward wave-
form. .e interval between the starting point of the QRS
wave group and the ending point of the T wave group is
called the QT period. In a complete ECG signal diagram, the
duration of the P wave is 0.08∼0.11s, the duration of the PR
interval is 0.120∼0.200s, the duration of the QRS wave group
is 0.06∼0.10s, and the duration of the QT period is
0.340∼0.430s.When the human atrium is excited, theP wave
will be generated. .e waveform generated by the right
atrium is similar to the sin function from 0 to (π/2), while
that of the left atrium is from (π/2) to π. If someone is older
or has a slower heart rate, his PR interval will be longer than
normal people. .e P wave, QRS complex wave, and T wave
all represent the potential change. .e former two represent

the depolarization process, and the latter represents the
ventricular repolarization process. .e P wave and QRS
complex wave are used to describe two atria and two
ventricles, respectively.

3.3.2. Design of the Cross-Correlation Algorithm.
According to the use environment and purpose, this paper
improves the cross-correlation algorithm to determine
whether the current human body is in an emergency. As
shown in Figure 7, the waveform is divided into some
segments or intervals by five special points. .e waveform
near each point represents different heart conditions, and
the abnormal waveform represents different heart problems.
.e heart problems of each person are different, and the
waveform changes around each point are also different when
conditions occur. So, we divide an ECG waveform into three
parts: PR interval, QRS wave group, ST segment and T wave.
.en, set the weight values of the three parts according to the
different disease conditions of each person. If the weight is
0.8, 0.2, and 0.2, it means that if the patient has an emer-
gency, the PR section is easy to appear abnormal. .is
approach makes the method more targeted and more
accurate.

In the process of execution, if the selected ECG signal
cycle is as shown in Figure 7, the result may have a large
error because it is impossible to accurately obtain the start
time and end time of the cycle, so it is difficult to obtain the
time cycle. .erefore, the cycle shown in Figure 8 is adopted
in this paper.

According to the choice of segment and period of the
ECG signal, we can assume that the duration of a cycle is
800ms, then the PR interval accounts for 300ms, ST seg-
ment and T wave part account for 300ms, the first half QRS
interval accounts for 100ms, and the second half QRS in-
terval accounts for 100ms.

.e control node is responsible for executing the cross-
correlation algorithm to get the correlation number. .e
control node receives the ECG signal sent at Ti time and
then performs the cross-correlation algorithm with the ECG
signal stored at Ti − 1 time to judge the correlation degree. If
x represents the signal sent at Ti time and y represents the
signal sent at Ti − 1 time, the calculation formula of the
cross-correlation function is as follows:
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Figure 7: Electrocardiogram signal.
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Rxy �
1
n



n

i�1
w1x(PR)y(PR) + w2x(QRS)y(QRS)(

+ w3x(T)y(T).

(4)

Among them, x(PR) represents the data of the PR part at
Ti time, y(PR) represents the data of the PR part at Ti − 1
time, and the other two represent data of the QRS andT part,
respectively. W1, W2, and W3 represent three weight values,
W1 + W2 + W3 � 1. n means averaging the data.

After getting the results of the cross-correlation algo-
rithm, it is necessary to normalize the results in order to
judge whether it is an emergency.

.e average value of the signal x(t) and y(t) is calculated
as follows:

μx �
1
n



n

i�1
w1x(PR) + w2x(QRS) + w3x(T)( , (5)

μy �
1
n



n

i�1
w1y(PR) + w2y(QRS) + w3y(T)( . (6)

.e calculation of the variance value of the signal x(t)

and y(t) is shown in the following equations:

σ2x �
1
n



n

i�1
w1x(PRi)+w2x(QRSi)+w3x(Ti)(  − μx 

2
, (7)

σ2y �
1
n



n

i�1
w1y(PRi)+w2y(QRSi)+w3y(Ti)  − μy 

2
. (8)

.e calculation of the correlation number is as follows:

ρxy �
Rxy − μxμy

��

σ2x
 ��

σ2y
 , − 1≤ ρxy ≤ 1. (9)

.e pseudocode of the cross-correlation algorithm is
described as follows. (Algorithm 2)

3.3.3. Determination of the Correlation Coefficient. .e
correlation coefficient is determined according to each
person’s physical condition. Because each person’s physical
condition is different, the possible disease situation is not the
same, and the correlation degree between normal ECG and

abnormal ECG is also different. For example, for patient A,
when the similarity value is 0.8, it belongs to an abnormal
condition, while for patient B, it may be normal. According
to the different situations of each person, we plan to set the
critical value of each person according to the characteristics
of each person so that it can be closer to the real situation of
patients and get more accurate final results. According to the
above description, it is necessary to set the unique critical
value of the patient in each control node, judge whether the
patient is in an emergency according to the critical value,
and then perform the corresponding operation.

3.3.4. Safety Analysis. .e formal security analysis of the
mechanism’s resistance to attack in an emergency mainly
includes long-range attack, close attack, false signal attack,
and misjudgment during movement.

(1) Long-Range Attack. For BAN, the protocol is sent by the
sensor node to the control node within a safe distance by
broadcasting. If the attacker is 2meters away, there is no way
to obtain the data, and the attack is invalid.

(2) Close Attack. Within 2 meters, the attacker can obtain the
data and perform operations on the sensor node. When the
patient is in an emergency, if the attacker is right beside him,
there is a device that can collect data, and no doctor or witness,
the attack is hard to be prevented. Otherwise, the attack is
invalid.

(3) False Signal Attack. .e attacker sends the wrong or
tampered signal to the control node, and the control node
requires the sensor node to broadcast the message within a
safe distance. After the control node receives the message
sent by the attacker, the alert function of the control node
works after the operation, and the attack will not cause harm
to the human body.

(4) Misjudgment during Movement. .e cross-correlation
algorithm compares the cross-correlation degree of the two
ECG signal waveforms. No matter the frequency acceleration
or the amplitude enhancement will not affect the waveform, so
the judgment result is that the human body is still in the normal
condition. When the human body is in a real emergency, the
waveform of the ECG signal will change, and the waveform
characteristics of five obvious points will disappear.
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3.4. Information Access Based on Node Security. .e appli-
cation of medical sensor equipment in the human body is
more and more common. .ere may be several or even more
than ten medical sensor equipment in a person’s body, in-
cluding heart beat measurement, blood pressure measure-
ment, and blood glucose measurement; each medical sensor
equipment has different requirements for safety. .e risk level
of medical sensor equipment is divided into three categories,
and the greater the category number, the higher the risk [2, 28].
Because each doctor has his own department, it is impossible
to obtain all the physiological data of patients, so it is necessary
to set access rights for doctors. In the local area network of the
human body, the data monitored by the medical sensor
equipment is transmitted to the control node. Doctors can
access the control node to obtain the required data. As long as
it can authenticate with the control node successfully, the
authentication of the two can be realized traditionally because
they have no resource restriction, or the control node au-
thorizes doctors to access the contents in the database. After
the request message sent by the doctor reaches the control
node, the control node queries the table stored by itself. If it is
found that the doctor requests the data in the medical sensor
device with a low-risk level, it will authenticate with the doctor.
If the authentication is successful, the data stored by the
control node will be sent to the doctor. If it is found that the
doctor requests physiological information collected by the
medical sensor device with a high-risk level, the control node
finds that it has no right to make decisions and needs the
medical sensor device to make its own decisions. .e control
node sends the data to the doctor with the consent of the
medical sensor device. Because of the corresponding settings in
the control node, the control node not only sends the data
collected by the medical sensor device to the doctor but also
transmits the data collected by other medical sensor devices
with lower security level than the device, which the doctor has
the right to access and helps make accurate medical decisions.
.e information access process is shown in Figure 9.

.e pseudocode of the information access process based
on the security level of the sensor node is given below.
(Algorithm 3)

4. Simulation Implementation and
Performance Evaluation

In order to evaluate and verify the authentication mecha-
nism designed in this paper, the simulation is carried out
based on OMNET++ in Windows [29]. Its underlying
programming language is C++. .e simulation results of
OMNET++ have been gradually recognized, which provide
an important basis for us to use OMNET++ for simulation.
Among them, the ECG data set used in an emergency is
processed by MATLAB.

4.1. Simulation Environment

4.1.1. Simulation of Functional Modules. In this paper, the
network includes three roles: sensor node, phone, and doc.
.e sensor node is the medical sensor device worn by the
human body. Different sensor nodes are used to collect
different physiological data of the human body. In the
process of authentication protocol implementation, it acts as
an authenticated entity and authenticates whether the ex-
ternal receiving data device is an honest entity. phone,
namely, control node, is used to send the physiological data
of the human body sent by sensor nodes through the net-
work. In the process of authentication protocol imple-
mentation, it is used as an authenticated entity and to
authenticate whether the external receiving device is an
honest entity. doc, that is, medical staff or other people who
need physiological data..e information transmissionmode
between various sensor nodes and phone is wireless, while
the information transmission mode between phone and doc
is wired..e network model based on three roles is shown in
Figure 10 (five sensor nodes).

(1). //INPUT: ECG signals at Ti and Ti − 1
(2) //OUTPUT: in normal/abnormal condition
(3) BEGIN
(4) IF the result of Ti executing the algorithm is emergency;
(5) Select the ECG signal at Ti − 2;
(6) Use equation (4) to calculate the results of the cross-correlation algorithm of ECG signals at Ti − 2 and Ti;
(7) Use equation (9) to calculate the cross-correlation coefficient;
(8) ELSE the result of Ti executing the algorithm is normal;
(9) Select the ECG signal at Ti − 1;
(10) Use equation (4) to calculate the results of the cross-correlation algorithm of ECG signals at Ti − 2 and Ti or Ti − 1 and Ti;
(11) Use equation (9) to calculate the cross-correlation coefficient;
(12) IF the error between ρxy and ρxy

′ is acceptable, threshold(ρxy, ρxy
′)> t′;

(13) .e human body is in normal condition, the certification under normal condition shall be carried out;
(14) ELSE the error between ρxy and ρxy

′ is not acceptable, threshold(ρxy, ρxy
′)> t′ does not hold;

(15) .e human body is in an emergency, and the certification under emergency shall be carried out;
(16) END IF
(17) END IF
(18) END

ALGORITHM 2: Judge whether it is an emergency.
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Figure 9: Process of information access.

(1). //INPUT: request access to information.
(2) //OUTPUT: physiological information collected by nodes.
(3) BEGIN
(4). Doctors send request message M1 to phone;
(5). phone certifies doctors according to DoctorID in the message;
(6) IF the certification is successful, judge the safety level of medical sensor equipment according to SensorID;
(7). IF SensorID ∈ LowSecurity;
(8). phone sends physiological messages collected by phone to doctors;
(9). ELSE SensorID ∈ HighSecurity;
(10). phone sends unable to process message NotMessage to doctors;
(11). After receiving the NotMessage, the doctor sends the request message M2 to phone again;
(12). END IF
(13). phone judges the state of the human body according to Algorithm 2;
(14). IF the human body is in the normal state, execute Algorithm 1 for authentication;
(15). IF the authentication is successful, phone looks up the authority table and sends the information;
(16). ELSE Authentication failed;
(17). END IF
(18). ELSE the human body is in an emergency;
(19). Send physiological information to phone within safe distance;
(20). END IF
(21). ELSE Authentication failed. No message will be sent.
(22). END IF
(23). END

ALGORITHM 3: Information access process based on the security level of sensor node.

Sensor 4

Doc Sensor 1

Sensor 0 Phone

Sensor 3

Sensor 2

Figure 10: Network model.
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4.1.2. Message Design. In OMNET++, messages are repre-
sented by the cMessage class and cPacket class, where
cPacket is a subclass of cMessge. In this experiment, mes-
sages are mainly used for data transmission. Table 2 shows
the message files used in the simulation process.

4.1.3. Statistical Analysis of Results. Table 3 shows the
various statistical signals involved in the simulation process.
After the simulation, we can get the statistical results of these
signals, and we can evaluate the network performance
according to these results.

4.2. Simulation Results and Analysis

4.2.1. Topology Use Case. Table 4 shows the settings of
simulation parameters. In OMNET++, simulation param-
eters are set by the configuration file omnetpp.ini, including
CPU running time, simulation time, and network topology
usage type. When only the parameters set in the configu-
ration file are changed without modifying other files in the
project, new simulation results can be obtained without
deploying the project. Among them, there are three kinds of
network scenarios, including 5 sensor nodes, 10 sensor
nodes, and 15 sensor nodes in the network.

4.2.2. Performance Evaluation

(1) Normal Performance Evaluation. Because the design of
this paper is an authentication mechanism and the design
goal is lightweight, then how to prove security and light-
weight is the focus of our performance evaluation, which
conforms to the characteristics of the integrated domain
network resource constraints and high security require-
ments of BAN, and the performance evaluation of the au-
thentication mechanism in the BAN should focus on
resource overhead and security. For the evaluation of net-
work performance, the end-to-end delay and packet loss rate
are selected to verify the correctness of the parameter setting.

(2) Normal Performance Evaluation (End-to-End Delay).
End-to-end delay refers to the average time of packets from
the source node to destination node in BAN, which is
calculated as EED � (

n
i�1(Treceivei − Tsendi)/n). Among

them, Tsendi and Treceivei represent the sending time and
receiving time of the packet i, respectively, and n represents
the number of i packets. .e delay time increases with the
number of nodes. .e delay time is 0.0168ms when 5 sensor
nodes, 0.0183ms when 10 sensor nodes, and 0.0196ms when
15 sensor nodes are set in BAN..e reason for this situation
is that when the number of nodes increases, the number of
information exchange in the network increases. Too much
information exchange leads to network congestion, and the
blocked network will naturally lead to the increase of in-
formation exchange time, that is, the end-to-end delay time.

(3) Normal Performance Evaluation (Packet Loss Rate).
Packet loss rate refers to the ratio between the number of

packets lost and the number of packets sent during the
operation of the BAN, which is calculated as
PLR � 1 − (Nreceivepkt/Ntotalpkt) × 100%. Nreceivepkt and
Ntotalpkt represent the number of received and sent packets,
respectively. .e packet loss rate increases with the number
of nodes. When the number of sensor nodes in the BAN is 5,
the packet loss rate is 2%. When the number of sensor nodes
in the BAN is 10, the packet loss rate is 9%. When the
number of sensor nodes in the BAN is 15, the packet loss rate
is 14%. .e reason for the above situation is that, with the
increase of the number of nodes, the number of information
exchange and transmission between nodes increases. A large
quantity of information is transmitted in the network, and
the delay time increases, resulting in the packet loss due to
the long time of transmission to the receiving end or not to
the receiving end. At the receiving end, when a large number
of data packets are transmitted, the receiving end may not be
able to process these data packets in time due to some re-
strictions or other reasons and may also have the phe-
nomenon of packet loss.

(4) Normal Performance Evaluation (Storage Overhead). In
the authentication protocol, in order to get different random
numbers by using a pseudorandom generation sequence, we
set up the initial seed and butterfly seed generation algo-
rithm. In the butterfly seed generation algorithm, in order to
get different seeds, a parameter is set, and the value of j needs
to be saved in real time. Its type can be an integer, and the
size of the integer is generally 2 byte, that is, 16 bits. In
addition, it is necessary to save an initial seed and then
transform the seed randomly, which is unpredictable. .e
size of the initial seed and control nodes is 640 bits. Both the
receiver and the sender need to store this initial seed. .e
receiver has only one device, while the sender is multiple
sensor nodes in the network. .is value can be set to n. In
this paper, the values of n are 5, 10, and 15, respectively. So,
the storage overhead can be expressed as 640(n + 1) + 16.

(5) Normal Performance Evaluation (Communication
Overhead). Communication overhead refers to the size of
messages transmitted between two entities. Both sender and
receiver need to send encryption and acknowledgment
messages to the receiver..e size of the encryptedmessage is
640 bits, and the confirmation message is a string of au-
thentication success or failure, with the size of 96 bits. In
conclusion, the communication overhead is 1472 bits, in
which both the communication overheads of control nodes
and sensor nodes are 640 + 96 bits.

(6) Normal Performance Evaluation (Computational Over-
head). In the authentication protocol, the computation of
sensor nodes includes the execution of hardware PUF, XOR
operation, encryption, Hamming distance, seed generation,
and pseudorandom sequence generator. .e total calculation
time of these operations is about 0.28ms. .e calculation of
the receiver includes XOR operation, decryption, seed gen-
eration algorithm, Hamming distance, and reading data from
the cloud and pseudorandom sequence generator. .e total
calculation time of these operations is about 2.91ms.
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(7) Normal Performance Evaluation (Energy Cost). Ideally,
the longer a medical sensor device is worn on or implanted
into the human body, the better, so the lower the energy
consumption, the better.When a 32-bit Cortex-M3, 72MHZ
microcontroller is active at 27°C, it requires 36mA current
and 36 V voltage, and the electric power is about 118.8mW
[30]. According to the above situation, the corresponding
energy consumption can be calculated by reusing the cal-
culation cost. Assuming that the computation cost is t(ms),
the energy consumption is 118.8 t/1000. .e calculation cost
of this paper is about 3.19ms, so the energy cost is 0.379mJ.
.e energy cost of control nodes is 0.346mJ, and the energy
cost of sensor nodes is 0.033mJ.

(8) Performance Evaluation in Emergency (ECG Signal Data
Set). .e ECG signal data set used in this experiment is from
the PhysioBank database, which is a large scientific research
resource database mainly based on ECG signals and sup-
plemented by other data such as magnetic resonance im-
aging (MRI) [31]. .e ECG database in PhysioBank records
the physiological signals of healthy people and patients. Each
person’s record consists of three files, which are data file
(also known as binary file, suffix is .dat), annotation file
(suffix is .atr), and header file (suffix is .hea). PhysioNet

provides a toolkit WFDB for developers to use in the de-
velopment process. WithWFDB, we can connect the data on
PhysioNet with MATLAB development software so that we
can get the data we want in MATLAB. Figure 11 is the ECG
signal diagram obtained by executing the demo file after
WFDB is configured successfully in MATLAB. It is the ECG
signal diagram with the number 105.

(9) Performance Evaluation in Emergency (Performance
Analysis). In this paper, the improved cross-correlation
algorithm is implemented in MATLAB; there are two
methods to use, one is to use the function expression of the
data set, the other is to use the specific value of the data set,
and then form the vector sequence according to the specific
value. Since there is no fixed function expression for the
ECG signal of the human body, this paper chooses the
second method. .rough the calculation of the cross-cor-
relation algorithm and normalization operation, we hope to
get the required cross-correlation coefficient, that is, the
value of ordinate in the graph, and the maximum ordinate
value in the graph is the result we want. .e results obtained
by the cross-correlation algorithm are shown in
Figures 12–14.

.e ECG signals selected in Figure 12 are the data from
the subject 100 on the website, which shows the correlation
number of the subject 100 in two different periods. It can be
seen from the figure that the cross-correlation coefficient is
closer to 1 after the weighted processing of the ECG signal,
and the result is the same as expected, which also achieves
the purpose of improving the cross-correlation algorithm
and improving the accuracy of identification.

.e ECG signals selected in Figure 13 are normal and
abnormal data from the subject 100 on the website. It can be
seen from the figure that there is a certain distance between the
maximum value of the normal ECG signal and the abnormal
ECG signal obtained by the improved cross-correlation al-
gorithm, so this method can easily identify the abnormal ECG
signal. When people’s body is suddenly abnormal, it can be
relatively easy and accurate to judge the abnormal situation
and make the correct response to the abnormal situation so
that the human body can be treated in time.

Table 2: Message files in the simulation.

Message files Description
α.msg Authentication message
β.msg Authentication message
endRxEvent Self-information
MessagePhysical.msg Physiological information
MessageEmergency.msg Emergency information
MessageAuth.msg Confirmation message
MessageMerger.msg Merged message

Table 3: Statistical signal.

Statistical signal Function
endToEndDelaySignal End-to-end delay
packetLossRate Packet loss rate
pkCount Packets received
pkNumber Packets sent
pkTime Packet transfer time
compTime Computing time

Table 4: .e setting simulation parameters.

Parameters Values
Simulation time 300 s
Scene size 3m∗3m

Network scenarios
I:5 sensor nodes
II:10 sensor nodes
III:15 sensor nodes

Transmission speed 40 kbps
Interval time Exponential 2 s
Packet size 640 bits
Delay time 10ms
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Figure 11: ECG signal of wfdbdemo.m.
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Figure 12: Comparison figure of weighted 100 and 100 and unweighted 100 and 100.
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Figure 14: Comparison figure of weighted 100 and 100 and weighted 100 and 105.
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.e selected ECG signals in Figure 14 are ECG data from
subjects 100 and 105 on the website. It can be seen from the
figure that if an attacker uses another person’s ECG signal to
impersonate the party’s ECG signal and attempts to muddle
through and destroy the normal operation of the authen-
tication mechanism, it is obviously not feasible because it is
easy to be found.

4.2.3. Benchmark Mechanism. One of the benchmark
mechanisms selected in this paper is the effective anony-
mous authentication mechanism based on the elliptic en-
cryption algorithm (ECC-based) [32]. .is mechanism
ensures the security of BAN by improving the traditional
security methods. It is a classic scheme to solve the security
problems of BAN by using the traditional security methods
and has certain representativeness in solving the security
problems of BAN.

In this mechanism, there are three roles: control node
(client), third-party entity (nm), and sensor node (AP). .e
sensor node collects and sends the physiological data of the
human body; the control node can obtain the collected
physiological data and send it to the doctor for treatment;
the main task of the third-party entity is to generate the
required private key.

.e mechanism is divided into three phases: initialization
phase, registration phase, and authentication phase. In the
initialization phase, the third party is responsible for gen-
erating the required system parameters. In the registration
stage, the control node and the third party establish a legal
relationship through certain measures so that the control
node becomes a legal node. When the control node operates
again next time, it can be known that it is a legal node that has
passed the authentication. In the authentication stage, the
control node can obtain the service it needs from the common
node after passing the authentication. .e running process of
the ECC mechanism is shown in Figure 15.

Another benchmark mechanism selected in this paper is
based on simple cryptographic primitives (HASH-BASED)
[30]. .e mechanism is divided into three stages: initiali-
zation stage, authentication and key sharing stage, and
joining sensor node stage. In the initialization stage, before
the deployment of sensor nodes and control nodes, the third
party will perform some operations, which include gener-
ating a master key that can be used by the control node for a
long time and assigning a unique identification number to
the sensor node. In the stage of authentication and key
sharing, the sensor node and the control node can judge
whether the other party is a trusted entity by using the
designed mechanism, and the public session key established
in this process is saved by both parties for safe use in future
communication. In the dynamic joining stage, the third-
party entity assigns a unique identification number to the
new sensor node, calculates its key, checks the vector value,
stores tuples, and then deploys it to the corresponding lo-
cation and notifies the control node.

4.2.4. Performance Comparison. .rough the performance
analysis of the authentication mechanism in an emergency,

we can see that the authentication mechanism designed in
this paper can make a good response when the emergency
needs to be handled. .e performance of the improved
cross-correlation algorithm is better, the cross-correlation
coefficient calculated by the improved algorithm is more
accurate, and the probability of misjudgment is reduced.
Most of the previous studies do not consider the emergency,
but the design of this paper comprehensively considers each
situation so that it can make different responses to different
situations so that the BAN can play a better role.

By comparing the performance of PUF-BASED in terms
of resource consumption and security with the benchmark
mechanisms, Table 5 shows the communication overhead,
computational overhead, and energy consumption of PUF-
BASED, HASH-BASED, and ECC-BASED.

Table 6 shows the different security categories that can be
guaranteed by the design scheme and comparison mechanism.
It can be seen from the table that although the design schemes
are different, they can resist certain security attacks. However,
the security categories guaranteed by different schemes are
different. It cannot simply indicate which scheme has better
security performance. It can only be said that the scheme in this
paper can resist a certain degree of attacks, and the security
performance is guaranteed. It can be seen from the table that
the scheme in this paper can resist eavesdropping tampering
attack, replay attack, middleman attack, and simulation attack
and has forward/backward security. .e ECC-BASED au-
thentication scheme can resist eavesdropping tampering attack,
replay attack, and middleman attack and has elastic recovery
ability. .e HASH-BASED authentication scheme can resist
eavesdropping tampering attack, replay attack, middleman
attack, and simulation attack and has forward/backward se-
curity and elastic recovery ability.

From the above analysis, it can be seen that the
mechanism of this paper has certain advantages over the
improved traditional security methods in terms of both
resource consumption and security performance. In this
paper, the design does not use symmetric encryption or
asymmetric encryption method; nor does it make use of the
characteristics of large numerical value, large quantity, and
difficult calculation to ensure security, such as the elliptic
curve encryption algorithm takes advantage of the difficulty
of numerical calculation; and, there is no particularly tedious
calculation, so the effect of resource consumption is better.
In addition, the authentication mechanism designed in this
paper comprehensively considers the security problems in
various situations, so it has good security performance.

Control node Initialization

Register

Authentication

Serve

Common node

Third party

Figure 15: .e operation process of the ECC mechanism.
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However, the mechanism designed in this paper is not as
good as the mechanism designed with simple cryptographic
primitives in terms of total computing cost and energy
consumption..is is because this paper introduces the cloud
database to store a large amount of data, so as to reduce the
consumption of local resources. .erefore, there are oper-
ations of reading and writing data, which will increase the
computing cost of the control node and then increase the
energy consumption. However, the computational cost of
the mechanism designed in this paper is slightly lower than
that of the authentication mechanism designed with cryp-
tographic primitives, so it can reduce the resource con-
sumption of the sensor node and prolong its service life. In
terms of security performance, the mechanism designed in
this paper is similar to that designed with cryptographic
primitives.

In the process of its implementation, there may be the
following challenges and limitations. In terms of possible
challenges, firstly, this paper mentions that, in an emergency,
a certain characteristic signal of each individual is used as a
way to judge whether it is safe. Because there is no personal
data in the early stage or there may be a lack of data due to
various reasons such as the network, the use in the early
stage and when the network is poor may not reach the ideal
state. Second, it is mentioned in the article that the cloud
database is used to store a large amount of data, and the data
should be kept confidential. At present, this kind of cloud
database needs to pay, so how to effectively reduce the cost is
a certain challenge. In terms of possible limitations, one is
that the network topology of this scheme is limited to star
topology, and other topologies have not been considered.
Although star topology is widely used at present, other
topologies have been studied in some papers. Second, the
current emergency use of the ECG signal as a method of
using instructions; in real cases, there will be other physi-
ological characteristics of data; for different physiological
characteristics of data, we can further select its data feature
points as function parameters.

5. Conclusions

By analyzing the communication model, security and per-
formance requirements, as well as various existing au-
thentication methods, this paper explains the importance of
a lightweight authentication mechanism for BAN. As for the
design of the authentication mechanism under normal
conditions, according to the characteristics of PUF, the
mutual authentication mechanism between the sensor node
and control node is designed by using the challenge response
generated by the function. In case of emergency, patients
need timely treatment, and the demand for timely treatment
is much higher than safety. Given this situation, the im-
proved cross-correlation algorithm is used to judge whether
the human body is in an emergency; if so, broadcast the data
to get timely and effective treatment. Different data access
methods are designed according to the security level of
medical sensor devices, and the designed authentication
mechanism is simulated by using the OMNET++ simulation
platform, and the results are compared and analyzed with
the comparison mechanism. .e experimental results show
that the authentication mechanism designed in this paper
has good effects in four aspects: computing cost, commu-
nication cost, energy consumption, and security.

.e lightweight identity authentication mechanism
proposed in this paper mainly includes two parts: one is to
design the authentication mechanism under normal cir-
cumstances; the other is to design the authentication
mechanism in an emergency, and according to the au-
thentication, the information access method based on the
node level is designed, but there are still some short-
comings..is paper uses the mature and representative star
topology..is topology can be further studied in the future.
In the aspect of simulation, the simulation of BAN should
use real sensors with a simulation platform to achieve so
that the simulation results will be more accurate. In the
evaluation of security and resource consumption, this
paper analyses these two aspects separately and then

Table 5: Resource consumption of different authentication mechanisms.

Communication overhead (bits) Computational overhead (ms) Energy consumption (mJ)

PUF-BASED Control nodes 1472 2.91 0.379Sensor nodes 0.28

HASH-BASED Control nodes 1120 0.48 0.093Sensor nodes 0.3

ECC-BASED Control nodes 1856 26.46 4.73Sensor nodes 13.35

Table 6: Safety performance of different authentication mechanisms.

Eavesdropping
tampering attack

Replay
attack

Forward/
backward security Nonclonability Middleman

attack
Simulation

attack
Elastic recovery

ability
PUF-
BASED ✓ ✓ ✓ ✓ ✓ ✓ —

HASH-
BASED ✓ ✓ ✓ — ✓ ✓ ✓

ECC-
BASED ✓ ✓ — — ✓ — ✓

16 Security and Communication Networks



compares them with other methods. BAN requires high
security performance and low resource consumption, so as
to achieve a balance between them. In the future, we will
further consider the comprehensive analysis of security and
resource consumption.
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Asmobile phone is widely used in social network communication, it attracts numerousmalicious attacks, which seriously threaten
users’ personal privacy and data security. To improve the resilience to attack technologies, structural information analysis has been
widely applied in mobile malware detection. However, the rapid improvement of mobile applications has brought an impressive
growth of their internal structure in scale and attack technologies. It makes the timely analysis of structural information and
malicious feature generation a heavy burden. In this paper, we propose a new Android malware identification approach based on
malicious subgraph mining to improve the detection performance of large-scale graph structure analysis. Firstly, function call
graphs (FCGs), sensitive permissions, and application programming interfaces (APIs) are generated from the decompiled files of
malware. Secondly, two kinds of malicious subgraphs are generated from malware’s decompiled files and put into the feature set.
At last, test applications’ safety can be automatically identified and classified into malware families by matching their FCGs with
malicious structural features. To evaluate our approach, a dataset of 11,520 malware and benign applications is established.
Experimental results indicate that our approach has better performance than three previous works and Androguard.

1. Introduction

Mobile device has become an essential social network
communication tool which stores a huge amount of user
privacy data. ,erefore, it attracts persistent malicious at-
tacks. Due to the open source policy, Android has become
the most popular operating system for mobile devices and
has the largest market share. With the widespread use of
Android applications, Google company is committed to
maintain the safety of its official applicationmarket—Google
Play Store [1]. Aiming at security problems, Google has used
various strategies to fight against malicious attacks such as
regularly scanning billions of installed mobile applications,
providing remote security services for the mobile device, and
isolating malicious websites to protect users. However,
Google’s large investment only blocks some of the malware
that threatens Google Play Store. Many third-party appli-
cation markets are still facing an increasing numbers of
malware. A report [2] showed that 97% of the total number
of mobile malware was related to Android platform in 2013,

up from 79% during the previous year and 66% in 2011. In
2015, the total number of Android malware rose to 884,774
[3]. In 2019, Android malware variants grew 31% in a year
and the total number closed to 20 million [4].

A commonly used detection strategy adopted by com-
mercial antivirus tools (such as Norton and Lookout) is
collecting as many as possible malware and extracting sig-
nature code as features [5, 6].,en, these features are used to
match with the signature code that is extracted from target
applications to identify malware. Although this strategy can
achieve high detection accuracy and low false positive rate
(FPR), it still faces two challenges: (1) lagging behind
malicious attacks and cannot detect unknown malware and
(2) minor changes of applications may lead to failure of the
detection method.

To solve the problems, researchers begin to use more
effective expert features to recognize malicious code, such as
permissions, component information, and APIs [7–9]. Many
of them also apply machine learning technology to improve
the detection performance further. Although these
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approaches have been proved effective, the grammatical
feature-based detection methods are easily affected by code
obfuscation and injection technologies.

Fortunately, many research works have [10–12] shown
that high-level properties of code, especially structural
features, can promote the resilience ability of repackaging
and code obfuscation technologies. ,e most commonly
used method is to compare the application’s structural
features with existing malicious ones. ,us, it is a well-
known strategy to transform a graph matching problems
into an isomorphism. However, the isomorphism problem
has been proved to be a nondeterministic polynomial (NP)
problem and may be very inefficient when the graphs are
large. How to find malicious subgraphs efficiently is still a
problem to be solved.

In this paper, we propose a new malware detection
method based on malicious subgraph searching. ,e sub-
graphs are generated from FCGs of Android applications.
During the training phase, the FCGs are generated from the
malware of each malware family to get malicious structural
features. It can improve the detection efficiency and help to
analyze the homology and evolution of variant viruses. In the
test phase, structural features are used to automatically
detect malware and classify them into different families. In
the evaluation phase, several experiments are designed to
evaluate the detection performance and execution efficiency
of our method.

According to the above descriptions, the main contri-
butions of our method can be summarized as follows:

(1) A new efficient Android malware detection method
is proposed. In this method, the malicious features
extracted from applications are structural. It has a
positive effect on the resilience to code obfuscation
and repackaging technologies in static analysis. At
the same time, the method can find a class of similar
variant samples that could be useful for malware
detection and new variant analysis.

(2) A fast common subgraph searching and matching
algorithm based on nodes similarity calculation is
designed. ,ere are several well-known algorithms
that can match subgraphs by using graph isomor-
phism calculation, such as VF2 [13] and graph edit
distance algorithms [14]. However, it is a big chal-
lenge for them to successfully match a large number
of subgraphs with complex structure and large scale.
In this situation, our method has much better per-
formance compared with the VF2 algorithm and so
on.

(3) ,e evaluation processes of our method are executed
based on several datasets of 7520 malware and 4000
benign Android applications. Evaluation results
indicate that our method has better detection ability
than three previous works and Androguard.

,e following parts of this paper are organized as fol-
lows. ,e relevant research studies of our topic are collected
in Section 2. Section 3 introduces the whole architecture of
our method. ,e specific execution process of our method is

discussed in Section 4. Section 5 applies some experiments to
test the detection efficiency of our method. At last, the
conclusion and future works are discussed in Section 6.

2. Related Works

Structural analysis has been widely used in Android malware
detection methods. It can be divided into the following two
main categories.

2.1. Static Structural Feature-Based Detection Methods. In
the analysis of structural features, many research studies
have been done to solve the NP problem caused by iso-
morphism algorithms. At the same time, new methods were
designed to find malicious structural features effectively.

Crussell et al. [15] proposed a newmethod to identify the
replication and clone behaviors of mobile applications called
“DNADroid.” ,is method constructed function call graphs
of applications at first.,en, the similarity values of function
call graphs were calculated based on the VF2 algorithm. At
last, these similarity values were used to evaluate the sim-
ilarity of applications. In the experiment part, DNADroid
was used to test the applications of their experimental
dataset. It found that at least 114 applications had been
cloned.

Xu et al. [16] proposed a malicious code detection
method based on function call graphs. ,is method firstly
extracted function call graphs from mobile applications.
Secondly, graph edit distances were calculated based on
applications’ methods and methods’ operation code. Finally,
the similarity measurement of applications can be got
according to the graph edit distance score. Experimental
results showed that this method can identify variants of
malware.

Zhang et al. [11] proposed a malicious code detection
method based on semantics information called “Droid-
SIFT.” ,e method can extract function dependency graphs
from mobile applications by implementing a graph gener-
ation tool on top of Soot [17]. ,en, feature vector spaces
were constructed according to the similarity of function
dependency graphs. At last, these feature vector spaces were
used to build two different classifiers to identify malicious
code. In their experiment, DroidSIFTwas used to test 13500
benign samples and 2200 malware. Experimental results
showed that DroidSIFT could achieve 93% detection accu-
racy and 5.15% false positive rate (FPR).

Suarez-Tangil et al. [18] proposed a new malware de-
tection method which can automatically extract code chunks
(CCs) from the control flow graph of Android applications.
,en, the CCs were used to be analyzed by the text mining
model to classify malware into different families.

Hu et al. [19] proposed a static malware detection
method called “MIGDroid.” ,e method extracted invo-
cation graphs from Android applications and then divided
them into subgraphs. By calculating threat scores of sub-
graphs, malicious code of applications can be found.

Niu et al. [20] built the opcode-level FCG of Android
applications and used the long short-term memory model to
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analyze malicious behaviors. ,e detection accuracy of the
method is 97% based on their dataset. Gao et al. [21] used the
invocator-invocator relationship of Android application’s
FCG to generate topological signatures. ,e malware de-
tection method based on the topological signatures was
designed and evaluated by 1249 malware and 49000 benign
applications.

Sun et al. [22] proposed a new graph-based Android
malware detectionmethod called “DroidSim.” DroidSim can
construct component-based control flow graph (CB-CFG)
by using APIs as nodes and control flow precedence order of
Android components as edges.,e evaluate similarity scores
of CB-CFGs were used for malware detection. In their ex-
periment, DroidSim achieved 96.6% detection accuracy on
121 benign Android applications and 706 malware.

Atici et al. [23] extracted static features from control flow
graph-based and used machine leaning classification to
identify malware.

2.2. Dynamic Structural Feature-Based Detection Methods.
John et al. [24] extracted the system call graph of the An-
droid application and used graph convolutional nets to
detect malware. ,e detection accuracy of their method is
92.3% on the experimental datasets with 2130 samples.

Zhang et al. [25] extracted the information of object
reference graphs from the execution processes of Android
applications to build an object reference information model.
,en, a two-step malware detection method was designed
based on the improved graph isomorphism algorithm.

Abdurrahman and Acarman [26] constructed API call
graphs of Android applications and then transformed them
into low-dimensional feature vectors. Finally, a deep neural
network-based method was designed to detect malware.

Yerima et al. [27] researched the generation process of
stateful events and designed a new method to improve the
code coverage in dynamic analysis for malware detection.

Lin et al. [28] extracted features from behavior depen-
dency graphs for machine learning classification process.
,en, a prototype system was implemented to identify
malware.

Xu et al. [29] proposed a new efficient representation of
system call graph. ,en, feature vector labels of the repre-
sentations were used and optimized to improve the classi-
fication ability of the SVM algorithm.

Hou et al. [30] extracted dynamic behavior features from
weighted directed graphs. ,en, a deep learning model was
applied to identify malware based on these features.

Although both static and dynamic methods can analyze
structure features, our method is proposed based on static
detection for the following two reasons: (1) static detection
can get a complete function call graph without missing
malicious subgraphs and (2) static detection does not need a
virtual running environment, which means that it can detect
a large number of viruses faster than dynamic detection.
Differently from the above research studies, our method
discards analyzing andmatching large-scale graph structures
directly. A new method which can iteratively construct
structural malicious features from a single node is designed.

It can quickly locate the malicious code generated by code
injection technology and identify variant viruses effectively.

3. Architecture Overview

,e architecture of our malware detection method is
depicted in Figure 1. ,e main steps are as follows:

(1) Decompile Process. ,e “AndroidManifest.xml” and
“.dex” files of the Android applications are used in
our method. ,us, Android applications whose ex-
ecutable file named Android package (APK) files are
decompiled by Androguard [31] to obtain these files.

(2) Static Information Collection. Several Python script
files are implemented on top of the Androguard tool.
,ey are used to collect static information from the
disassembled code files of step (1), including An-
droid applications’ methods, method call sequences,
permissions, and APIs. ,en, the FCG is constructed
based on the methods’ information. All these static
information is output to text files in a uniform
format, respectively.

(3) Structural Features Generation. By analyzing the per-
missions of malware and benign applications, we
choose the permissions that are usedmore frequently in
malware as sensitive permissions. ,en, two kinds of
malicious structural features are constructed. ,e first
one is a sensitive permission-based subgraph. It extracts
sensitive permissions’ relative APIs as initial nodes. ,e
method call sequences which contain these initial nodes
are used to construct structural features.,e second one
is the common subgraph of malware families. A nodes
similarity-based subgraph searching method is
designed. ,e method firstly searches the most similar
node of the graphs, and then its similar adjacent nodes
are searched based on the improved Kuhn–Munkres
(KM) algorithm [32]. ,is process will be iteratively
executed until the termination condition (introduced in
Subsection 4.3) is met. To improve the execution effi-
ciency, the maximum path length that contains the
initial node is 3. Once all structural features are gen-
erated, they are put together as a malicious feature set.

(4) Malware Detection. ,e application to be tested should
be decompiled and generate its static information as
step (1) and (2). ,e nodes similarity-based matching
process is also implemented between the application’s
FCG and the feature set to identify malware.

4. Malicious Subgraphs Generation

,is section introduces the details of the FCG and malicious
subgraph feature generation processes as well as the nodes
similarity-based matching method and improved KM
algorithm.

4.1. FCG Generation. An Android application implements
its operations based on methods and method call sequences.
,us, the function call graph contains the affluent behavior
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information of an application. As mentioned in the previous
section, our method constructs the function call graph by
implementing a Python script file on top of the Androguard.
,e Python script file needs to exhaustively search all
methods which are likely to be ignored by indirect calls.

,e first step is to get an Android application’s packages,
classes, and methods’ information from different objects of
decompiled files. In this process, Androguard will auto-
matically assign a numeric label to each method. ,ese
numeric tags are fixed, which means they are not changed
with multiple executions of decompiling operations. ,e
second step is to search all methods and store them as a
graph’s nodes in a node set. ,e third step is to apply a
depth-first searching process to find nodes’ all related nodes
and call relations. To finish this work, twomore node sets are
established to store nodes’ parent nodes and child nodes and
then continuously search the parent nodes of every node in
the parent node set, as well as the child nodes of every node
of the child node set. When all parent nodes and child nodes
are searched, all call sequences of a node are collected. At
last, all call sequences are joined based on the numeric labels
of nodes to construct the complete function call graph.

4.2. Sensitive Permission-Based Subgraph Extraction.
Android has set up a permission mechanism to control the
access behaviors of applications. It can limit the excessive
abuse of user privacy information and system resources by
application developers. For example, if a program wants to
obtain the information of Wireless Fidelity (WiFi) network
status, its request should be written in the “AndroidMani-
fest.xml” file, as follows:
<uses-permission android:

name� “android.permission.ACCESS_WIFI_STATE”
></uses-permission>

Permissions can be used both by malware and benign
applications. ,erefore, a malicious score is assigned to each
permission by calculating the frequency of occurrence of a

permission between malware and benign applications. ,e
top 20 permissions with the highest malicious score are
treated as sensitive permissions in our method. At the same
time, the APIs which are related to the sensitive permissions
can be found, as shown in Figures 2 and 3.

In the framework provided by Android, a lot of drivers
and functions are encapsulated in the bottom layer. Users
can invoke these drivers by calling the APIs in their user-
defined methods. ,us, the method call sequences which
contain these user-defined methods can be found and used
to construct sensitive permission-based subgraphs.

4.3. Generation of Common Subgraph of Malware Families.
In our method, the common subgraph is generated based on
the nodes similarity calculation process. Considering the
different definitions of similarity, there are different com-
putational processes to get the value of similarity, for ex-
ample, the use of graph isomorphism algorithms to evaluate
the similarity based on the graph’s structural features or
calculate the similar distances of string features which are
extracted from structural information and so on.

In Android malware detection, a large number of
malicious variants are generated by repackaging technolo-
gies. Although many of them also have been processed by
obfuscation technologies, they still have partial similarities
in internal structures. In addition, code injection technol-
ogies can inj[[parms resize(1),pos(50,50),si-
ze(200,200),bgcol(156)]]ct malicious code into various kinds
of benign applications. It makes completely unrelated ap-
plications implement similar attacks. ,is situation is par-
ticularly evident in the variants of the same malware family.

To find malicious code of applications, the nodes sim-
ilarity calculation process is proposed.

Suppose that a graph is defined as G � (V, E), where V

represents the node set andE represents the edge set. If there are
two graphs GA and GB, node va ∈ GA and node vb ∈ VB. vai is
the ith adjacency node of va, and vbi is the ith adjacency node of
vb. ,e similarity Simab of two nodes can be defined as follows:

Decompile

Malware families

APK files

Decompile Static
information

Static
information

Sensitive
permissions

APIs

FCGs

APIs

FCGs

Sensitive
permissions

Sensitive permission-
based subgraphs

Family common
subgraph

Sensitive permission-
based subgraphs

Structural feature
set

Subgraph matching
and malware detection

Figure 1: ,e architecture of our method.
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where Din
a and Din

b are the in-degree of nodes va and vb, Dout
a

and Dout
b are the out-degree of nodes va and vb, Δw(vi) is the

node similarity value between va and vb, S(VA, VB) is the
similarity value between the adjacency nodes of VA and VB,
and Eab is the optimal value of S(VA, VB). ,e calculation
process of Eab will be introduced in Subsection 4.4 in detail.
α and β whose values between (0, 1) are constant coefficients
are used to optimize the matching efficiency which can be
determined in the training phase.

According to the above definitions, our common sub-
graph searching method is designed as follows:

(1) Search different function call graphs of malware in
the same family, and find the most similar nodes as
initial nodes of the structural malicious feature.

(2) Continue to search initial nodes’ the most similar
adjacency nodes, and then add new-found nodes and
edges to the existing subgraphs. ,is process will be
iteratively executed once the values of 1/Δw(vi) or
Eab are less than the thresholds whose range is (0.9,
1). When the iterative process has been stopped, the
structural feature of a malware family is found.

4.4. Optimal Matching Strategy of Nodes. As mentioned in
the previous subsection, a node probably has many adja-
cency nodes to be matched. It makes the calculation of Eab a
multimatching problem. To find the optimal matching re-
sult, a new matching method is designed.

,e first step is to take a pretreatment. During the
subgraph searching process, once 1/Δw(vi) is less than the
threshold, our method will continue to calculate the value of
Eab. It is necessary to note that there are many adjacency
nodes which are leaf nodes. To reduce computational
complexity, the similarity value ΔL of these leaf nodes is
calculated as follows:

ΔL �
|x − y|

x + y
, (2)

where x is the number of leaf nodes of node va and y is the
number of leaf nodes of node vb. If ΔL is less than the
threshold whose range is (0.9, 1), the leaf adjacency nodes
will be deleted and will go to the next step. Otherwise, it
means VA and VB cannot be matched, and the subgraph
searching process will be terminated.

,e second step is to construct a bipartite graph
G′ � ((VA

′, VB
′), E′), where VA

′ is the adjacency nodes set of
va, VB
′ is adjacency nodes set of vb (VA

′ ∩VB
′ � ∅), and E′ is

edges set between VA
′ and VB

′.
As shown in Figure 4, vai is the ith adjacency node of va,

vbj is the jth adjacency node of vb, and ∃eij ∈ E′ represents a
possible connection between vai and vbj. ,e weight of eij is
w(eij). Equation (3) represents the total weight of a
matching WT.

WT � 

eij∈E′
w eij .

(3)

,us, if there are more than one matche, the max WT

(Wmax) can be treated as the optimal matching, as shown in
the following:

Wmax � max 

eij∈E′
w eij .

(4)

To get Wmax, the third step is to assign a weight w(eij) to
the edges of E′ as shown in Table 1.

Table 1 shows the edge-weightedmatrix of E′, where m is
the row number and n is the column number. If (m! � n),
our method will always make (m< n) and add (m − n)

virtual nodes whose value of w(eij) is 0. ,e edge-weighted
matrix generation process can be described in Algorithm 1.

According to the edge-weighted matrix, the maximum
weight Wmax of G′ can be calculated based on the improved
KM algorithm. ,e KM algorithm assigns each node a label
value and transforms the maximum weight finding process
into the complete match searching. Suppose that the label
value of vai is l(vai) and the label value of vbj is l(vbj), the
condition l(vai) + l(vbj)≥w(eij) should be met during the
whole execution of the KM algorithm.

Although the KM algorithm can find Wmax successfully,
the time complexity of KM is (O4). It can be found that the
efficiency of the algorithm is obviously reduced when the
number of nodes exceeds 1000 as shown in Figure 5. To solve
this problem, the KM algorithm is improved as follows:

(1) Calculate the label value of nodes based on edge’s
weight. Let w(eij) � l(vai) + l(vbj). In this step, let
l(vai) � max(w(eij)) and l(vbj) � 0.

[′android.permission.WAKE_LOCK′,′android.permission.WRITE_APN_SETTINGS′,
′android.permission.RECEIVE_BOOT_COMPLETED′, 
′android.permission.ACCESS_NETWORK_STATE′,′android.permission.READ_PHONE_STATE′,
′android.permission.WRITE_EXTERNAL_STORAGE′,′android.permission.INTERNET′,

′android.permission.MODIFY_PHONE_STATE′]

Figure 2: ,e permissions of “6a0bfabcc1cce2a5424313b34ca967fbc8f98bea.apk.”

READ_PHONE_STATE :
1 Lcom/xxx/yyy/MyService; -> onCreate()V (0×16) –––>

1 Lcom/xxx/yyy/MyService;–> onCreate()V (0×22) –––>
Landroid/telephony/TelephonyManager; –> getDevice() Ljava/lang/String;

Landroid/telephony/TelephonyManager; –> getSubscriberld() Ljava/lang/String;

Figure 3: ,e APIs related to READ_PHONE_STATE permission
of “6a0bfabcc1cce2a5424313b34ca967fbc8f98bea.apk.”
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Figure 4: ,e bipartite graph of adjacency nodes.

Table 1: Edge-weighted matrix of E′.

vb1 vb2 . . . vbn

va1 w(eij) . . . . . . w(eij)

va2 . . . . . . . . . . . .

. . . . . . . . . . . . . . .

vam w(eij) . . . . . . w(eij)

Input: Bipartite graph of adjacency nodes G′ � ((VA
′, VB
′), E′) and the weight of all adjacency nodes.

Repeat:
Choose ∃vai ∈ VA

′ and ∃vbj ∈ VB
′,

if (vai or vbj is not a virtual node)
if (w(vai) − w(vbj)≠ 0)
Calculate the weight of edge:
w(eij) � (w(vai) + w(vbj))/|w(vai) − w(vbj)|

Insert w(eij) into the edge-weighted matrix
else

w(eij) � 0
Insert w(eij) into the edge-weighted matrix

Until: Every edge is assigned a weight.
Output: ,e edge-weighted matrix.

ALGORITHM 1: Edge-weighted matrix generation.
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Figure 5: ,e execution time of our method on different sizes of applications.
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(2) Prepare for augmenting path searching of equal
subgraphs. Suppose thatM represents a perfect match
of the bipartite graph, the augmenting paths are
searched to find the optimal matching which makes
the sum of edges’ weights of M maximum. However,
the lack of required edges usually leads to the inef-
ficiency of augmenting path search. To solve this
problem, several improvements are taken as follows:

Firstly, adjust the label values of nodes. Let

l vai(  − η,

l vbj  + η,

η � min l′ vai(  + kl′ vaj  − w eij  ,

(5)

where vai ∈ VA
′, vbj ∈ VB

′, and vaj ∈ VB
′. l′(vai) is the

label value of vai where vai belongs to the searched
augmenting path. l′(vaj) is the label value of vaj

where vaj has not been in the searched augmenting
path yet. ,is change can make more nodes and
edges meet the condition l(vai) + l(vbj) � w(eij).
Secondly, define an array named “slack”; let
slack[i] �∞ before the augmenting path searching
each time. When w(eij) is searched, let
slack[i] � min(l′(vai) + l′(vbj) − w(eij)), where vai

belongs to the searched augmenting path. vbj has
not been in the searched augmenting path yet. ,is
change makes the algorithm never search the edge
repetitively until an augmenting path is successfully
found.

(3) Search the augmenting path by the Hungarian al-
gorithm to find M.

(4) If M is not found, change the label values of accessed
nodes as follows:

l vai(  − η′,

l vbj  + η′,

η′ � min(slack[j]),

slack[j]− � η′,

(6)

where j ∈ VB
′ and j has not been in the searched

augmenting path yet.
(5) Execute steps (3)-(4) repetitively until the perfect

matching of the equal subgraph is found.

According to the above steps, on the basis of the paths
that have been searched, only the newly added edges are
searched to ensure that each edge is searched once.

4.5. Malware Detection. When both sensitive permission-
based subgraphs and common subgraph of each family are
collected, our malicious feature set can be generated. ,e
detection result of a test application can be obtained by
matching its FCG with the feature set. ,e matching steps are
as follows. Firstly, find the similar nodes of structural features’
initial nodes in test application’s FCG. Secondly, continue to

match the initial nodes’ adjacent nodes according to the nodes
similarity calculation process which is introduced in Sub-
sections 4.3 and 4.4. ,e FCG can be judged to contain a
malicious structure if all nodes of amalicious structure feature
are successfully matched. At the same time, the malware
family to which the application belongs can be detected.
Otherwise, the application is judged to be safe.

In order to promote execution speed, the family feature
straining process is taken off-line.

5. Experiments and Evaluation

5.1. Dataset and EvaluationMetrics. To test the effectiveness
of our method more comprehensively, three malware
datasets and one benign dataset are collected. ,e first
dataset (dataset 1) is Genome Project which was collected by
Jiang and Zhou [33] in 2012. It contains 1247 malware
samples of 49 malware families. ,is dataset involves many
kinds of attack techniques such as repackaging, remote
control, personal information stealing, and update attack
techniques. ,e authors’ experimental results showed that
four famous commercial malware detection tools can only
achieve unsatisfied detection rate on this dataset (20–79%).

,e second dataset (dataset 2) is Drebin which contains
5560 malware samples of 179 families. Its malware samples
were collected from mobile application markets in Russia,
China, and so on [34].

,ese two datasets are chosen because of their high
frequency of use in many former works [11, 21, 24, 35–37].

Malware dataset 3 contains malicious apps collected
from the virus share [29] and Android malware dataset
(AndMal) [38] which contains 713 malware of 42 families.

,e benign apps are collected from Google Play Store,
360 application market [1, 33, 38], and so on. All of them are
checked by frequently used antivirus softwares McAfee and
Kaspersky to ensure their safety, as shown in Table 2.

Based on these datasets, the performance of detection
methods is evaluated by True Positives (TP), True Negatives
(TN), False Positives (FP), False Negatives (FN), accuracy, FPR,
TPR, recall, and precision. ,ey can be defined as follows.

,e row of Table 3 means the actual type of applications.
,e column means the prediction type of the detection
method.

Accuracy �
TP + TN

TP + FN + TN + FP
,

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

FPR �
FP

TN + FP
,

TPR �
TP

TP + FN
.

(7)

,e following experiment is organized into four parts:
firstly, the malware family identification ability of our
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method is compared with several former works in Sub-
section 5.2; secondly, the FPR of our method in malware
family detection is evaluated in Subsection 5.3; thirdly, a 3-
fold detection process is implemented to evaluate the de-
tection ability of our method on unknown malware in
Subsection 5.4; and finally, the runtime performance of our
method is discussed in Subsection 5.5.

5.2. Compare with Graph-Based Detection Methods. As
mentioned in Section 2, many research studies have applied
their malware detection experiments on Genome dataset.
,us, the detection ability of our method is compared with
three efficient former graph-based detection models and
Androguard tool in this subsection. ,e first method is
Dendroid [18]. Dendroid put a detailed analysis on CFGs of
Android applications and designed a string feature extraction
strategy. It successfully transformed the subgraph comparison
into text mining. By comparing the similarity of string fea-
tures, Dendroid can classify similar applications into the same
malware family.,e second one is “MIGDroid” [19], which is
also a subgraph analysis-based detection method. Differently
from Dendroid, MIGDroid calculated subgraphs’ threat
scores according to the sensitive features belonging to them.
By evaluating the threat scores, MIGDroid can identify
malware of each family. ,e third method is [23] (it is named
“CFG-based method” in this experiment). ,is method im-
proved the text mining model of Dendroid by adding ma-
chine learning classification into it.

Table 4 shows the detection rates among these former
works and ours. ,e experimental results indicate that
Androguard gets the worst detection rate because it is over-
reliant on signatures in malware detection. Without relative
signatures, it cannot identify malware even if the variants are
very similar to the existing malware. MIGDroid is more
easily influenced by the APIs. For example, the variants of
“zHash” family are added a lot of garbage code. ,ese
garbage codes have close connections with the rest normal
codes.,erefore, identifying which part of the garbage codes
is benign or malicious is difficult for MIGDroid. Dendroid
classifies malware into families based on CCs. However, the
CCs’ distribution is irregular. It means some families may
have a large number of CCs, but some families may have few.
At the same time, when families are similar to each other, the

classification performance of Dendroid may decline, such as
DroidKungFuX, BaseBridge, and AnserverBot. ,e CFG-
based method has good performance on the detection of
DroidKungFu family, but the average detection rate is lower
than Dendroid. Our method has the highest average de-
tection rate, which means it can locate the malicious
structural feature with high efficiency. However, the accu-
racy of our method is still reduced when it is used to detect
high similar families, such as DroidKungFu families.

5.3. 8e TPR and FPR Evaluation of Malware Family
Classification. In addition to the detection rate, TPR and FPR
are also important metrics. ,e TPR and FPR of our method
among malware families are evaluated in two parts. Firstly, the
identification result is evaluated by the 8 most closely related
malware families.,ey are BaseBridge (BB), AnserverBot (AB),
DroidKungFu (DK), GoldDream (GD), DroidDreamLight
(DDL), Pjapps (PJ), DroidDream (DD), Plankton (PK), and
Zsone (ZS). ,ese families are chosen because they may cause
higher FPR than other unrelated families [25].

Table 5 shows the confusion matrix of the family clas-
sification. ,e column represents actual families, and the
row represents the identification results. Experimental result
shows that the highest FPR is 3.2%. It only appears between
BaseBridge and AnserverBot since they contain the virus
variants of the same ancestor.

Secondly, 30 representative families of dataset 1 and
dataset 3 are selected to evaluate their FPR and TPR in
malware detection. Table 6 shows the FPR of our method on
each family. ,e experimental result shows that the highest
FPR is 3.8%, and the average FPR of these malware families
is 1.1%.

5.4. Evaluation with Unknown Applications. In this sub-
section, the detection ability of our method on the unknown
malware is evaluated. ,us, the experimental dataset is di-
vided into two different parts: 80 percent randommalware of
each family (6016 samples with 221 families of dataset
1–dataset 3) are chosen as the training set. ,e rest appli-
cations (1504 malware and 4000 benign samples) are chosen
as the unknown test set. In order to evaluate the stability of
our detection method, this dataset division process is exe-
cuted three times to get three different training sets and
unknown test sets. ,e detection result of each time (named
result 1, result 2, and result 3) is shown in Tables 7–9.

Tables 7–9 are the confusion matrixes of each detection
result. ,e row is the actual type of applications, and the
column is the prediction type of the detection method.
Table 10 provides the metrics comparison among result 1 to
result 3. It shows that the maximum difference of accuracy,
recall, and precision is 1%, 0.1%, and 2.1%, respectively. ,is
result indicates that the detection rate is stable, but it is still
affected by different training samples.

5.5. Runtime Performance. In this subsection, the runtime
performance of our method is evaluated. ,e execution
efficiency of our method is mainly affected by the size of the

Table 3: Matrix of metrics.

Malware Benign
Malware TP FN
Benign FP TN

Table 2: Information of dataset.

Name Sample
number

Family/category
number

Alias in this
paper

Genome
project 1247 49 Dataset 1

Drebin 5560 179 Dataset 2
AndMal 713 42 Dataset 3
Benign 4000 20 Benign dataset

8 Security and Communication Networks



Table 5: ,e confusion matrix for classification of 8 families (%).

BB AB DK GD DDL PJ DD PK ZS
BB 98.4 1.6 0 0 0 0 0 0 0
AB 3.2 96.8 0 0 0 0 0 0 0
DK 0 0 100 0 0 0 0 0 0
GD 0 0 0 100 0 0 0 0 0
DDL 0 0 0 0 100 0 0 0 0
PJ 0 0 0 0 0 100 0 0 0
DD 0 0 0 0 0 0 100 0 0
PK 0 0 0 0 0 0 0 100 0
ZS 0 0 0 0 0 0 0 0 100

Table 6: ,e FPR of 30 typical malware families of the dataset.

Family name TPR/FPR (%) Family name TPR/FPR (%) Family name TPR/FPR (%)
DroidDream 100/1.5 RogueSPPush 100/2 Koodous 100/0
DroidDreamLight 100/1 SndApps 100/2 Mobidash 100/2.2
Geinimi 100/1.4 zHash 100/0 RansomBO 100/0
jSMSHider 100/0 Dowgin 100/3.8 Svpeng 100/0
Plankton 100/1.3 Edwin 100/0 Koler 100/2.4
YZHC 100/0 Feiwo 100/0 Pletor 100/0
Zsone 100/0 Gooligan 100/2.5 PornDroid 100/2.3
Asroot 100/0 Kemoge 100/0 Charger 100/3.7
Bgserv 100/0 Fakemart 100/3 Jisut 100/0
KMin 100/0 Jifake 100/3.1 MazarBot 100/0
Average 1.1

Table 4: Comparison of detection rates among malware families.

Family Dendroid (%) MIGDroid (%) Androguard (%) CFG-based method (%) Ours (%)
ADRD 100 100 59.09 95.50 100
AnserverBot 96.70 100 0 98.93 96.80
BeanBot 100 100 0 62.5 100
Bgserv 100 100 0 88.9 100
DroidDream 100 100 93.75 93.75 100
DroidDreamLight 100 100 28.26 100 100
DroidKungFu1 88.24 97.06 0 97.05 100
DroidKungFu2 80 60 0 96.66 96.66
DroidKungFu3 92.56 99.35 0 100 100
DroidKungFu4 83.33 72.92 0 100 100
Geinimi 100 100 97.10 100 100
GoldDream 100 100 0 93.75 100
jSMSHider 100 100 0 100 100
Pjapps 100 72.40 41.38 97.78 98.27
Plankton 100 90 18.18 90.91 100
YZHC 100 100 95.45 95.45 100
Zsone 100 100 100 100 100
Asroot 100 50 0 37.50 100
BaseBridge 92.80 44.26 0 99.18 98.36
KMin 100 21.15 78.86 100 100
RogueSPPush 100 55.56 100 98.88 100
SndApps 100 0 100 100 100
zHash 100 0 0 90.91 100
Average 97.11 76.63 35.30 92.94 99.56

Table 7: ,e confusion matrix of result 1.

Malware Benign
Malware 1475 29
Benign 40 3960
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FCGs. ,us, the test dataset of this experiment is established
based on different sizes of applications’ FCGs. Each appli-
cation’s FCG size is represented by the number of nodes and
edges, which are divided into 10 levels, as shown in Table 11.

Figure 5 shows the execution time of our method on
these applications. Experimental result shows that the ex-
ecution time of ourmethod rises from 0.003 seconds to 0.524
seconds, whereas the execution time of the KM algorithm
rises from 0.006 seconds to 44.5 seconds. It indicates that the
efficiency of our method has been improved obviously.

6. Conclusion

In this paper, a new structural feature-based Android
malware detection method is introduced. ,e method can
automatically extract static features from applications and
generate FCGs and sensitive permissions. ,en, sensitive
permission-based subgraphs and the common subgraph of
each malware family are constructed as malicious features.
At last, unknown applications’ safety can be identified by
these malicious features. ,is method is proved useful from
the following three aspects. First, the family detection rate of
our method is evaluated by comparing with three former
works and Androguard. Experimental results indicate that
our method can get higher detection accuracy among many
representative malware families of our dataset. Second, the
detection ability of unknown malware is evaluated. ,ird,

the runtime performance of our method is evaluated by
different sizes of applications. All evaluation results indicate
that our method can achieve good performance on different
kinds of malware with various attack technologies.

Although our method is efficient, the experimental re-
sults also indicate that our method can be improved in many
ways. Specifically, the next work can be taken in the fol-
lowing two directions: (1) research robust defense methods
for malicious obfuscation technologies which canmodify the
code structures of malicious subgraphs and (2) design more
efficient models to store the expanding structural features.
,us, more efficient graph analysis models or algorithms
should be designed in future works. Moreover, more heu-
ristic features are needed to cope with the rapid improve-
ment of malicious attack technologies.
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fective and explainable detection of android malware in your
pocket,” in Proceedings of the Network & Distributed System
Security Symposium, San Diego, CA, USA, February 2014.

[35] S. Arzt, S. Rasthofer, C. Fritz et al., “FlowDroid,” ACM
SIGPLAN Notices, vol. 49, no. 6, pp. 259–269, 2014.

[36] M. Grace, Y. Zhou, Z. Qiang et al., “RiskRanker: scalable and
accurate zero-day android malware detection,” in Proceedings
of the 10th International Conference on Mobile Systems, Ap-
plications and Services, pp. 281–294, Istanbul, Turkey, June
2012.

[37] V. Rastogi, Y. Chen, and X. Jiang, “Catch me if you can:
evaluating android anti-malware against transformation at-
tacks,” IEEE Transactions on Information Forensics & Security,
vol. 9, no. 1, pp. 99–108, 2013.

[38] A. H. Lashkari, A. F. A. Kadir, L. Taheri et al., “Toward de-
veloping a systematic approach to generate Benchmark an-
droid malware datasets and classification,” in Proceedings of
the 2018 International Carnahan Conference on Security
Technology (ICCST), Montreal, Canada, October 2018.

Security and Communication Networks 11

https://gitee.com/alexbill/soot
https://gitee.com/alexbill/soot
http://code.google.com/p/androguard/
http://code.google.com/p/androguard/


Research Article
Social Network Spam Detection Based on ALBERT and
Combination of Bi-LSTM with Self-Attention

Guangxia Xu , Daiqi Zhou , and Jun Liu

School of Software Engineering, Chongqing University of Posts and Telecommunications, Chongqing, China

Correspondence should be addressed to Guangxia Xu; xugx@cqupt.edu.cn

Received 4 February 2021; Revised 15 March 2021; Accepted 24 March 2021; Published 8 April 2021

Academic Editor: Hao Peng

Copyright © 2021 Guangxia Xu et al. *is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Social networks are full of spams and spammers. Although social network platforms have established a variety of strategies to
prevent the spread of spam, strict information review mechanism has given birth to smarter spammers who disguise spam as text
sent by ordinary users. In response to this, this paper proposes a spam detection method powered by the self-attention Bi-LSTM
neural network model combined with ALBERT, a lightweight word vector model of BERT. We take advantage of ALBERT to
transform social network text into word vectors and then input them to the Bi-LSTM layer. After feature extraction and combined
with the information focus of the self-attention layer, the final feature vector is obtained. Finally, SoftMax classifier performs
classification to obtain the result. We verify the excellence of the model with accuracy, precision, F1-score, etc. *e results show
that the model has better performance than others.

1. Introduction

Online social network platforms (OSNs) provide users with
convenient communication and interactive tools, which can
instantly share various content related to life and work,
including text, pictures, and videos. Because of the support
of wireless communication and computer, OSNs have be-
come very popular than before [1]. However, a great quantity
active user and the convenient conditions for publishing
content have attracted a lot of spammers on OSNs. *e
release of spam by spammers has caused great troubles to
normal users and platforms. According to reports, spam that
had little or limited impact in the past can now take ad-
vantage of OSNs to cause a huge distributed impact [2].
OSNs disclose all basic user information and provide follow-
up functions, which enables spammers to easily and accu-
rately send spam to potential target users and promote
dissemination [3]. For example, a social platform message
embedded with a URL may spread to thousands of users
within a few minutes.

Spam is a kind of information actively sent by spammers,
and its purpose is to deceive, spread lies, and advertise for
profits [4]. Spam will cause problems such as resource

occupation, extended communication time, and bandwidth
waste [5]. A report showed that on most OSNs, the growth
rate of spam exceeded the rate of ordinary reviews [6]. It also
showed that 15% of spams contain links to malicious
content, pornography, or malware. Although a lot of related
research has been done, there are still a large number of
spams on social networks. And the spammer that manu-
factures and sends spam will disguise spam by observing the
platform filtering strategies. It shows that there are still
deficiencies in these methods.

In this paper, we mainly study a spam detection model in
the Sina Weibo social network. *is model combines
ALBERT and Bi-LSTM network based on self-attention
mechanism. *e contribution of this work can be sum-
marized as follows:

(i) In view of the huge amount of social network tweet
data, introducing the ALBERTmodel to embedding
the text to improve the efficiency of model classi-
fication while ensuring the accuracy of the model.

(ii) Aiming at the situation where spammer hides the
spam camouflage in the normal text, introducing
the Bi-LSTM to the spam tweet recognition method,
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which can fully consider the context and semantics
to capture the core of tweets text.

(iii) Because of the limited content of a single tweet
(mostly less than or equal to 140 characters), which
cannot provide a large amount of effective infor-
mation, introducing the self-attention mechanism
to the Bi-LSTM model to further obtain key words
that affect the classification results of tweet
characteristics.

*e rest of this paper is organized as follows. We present
background and related work in Sections 2 and 3, respec-
tively. Section 4 introduces the architecture and details of the
model. *e implementation of the experiment is described
in Section 5, and the results and analysis is discussed in
Section 6. Section 7 concludes this paper and makes an
outlook for future work.

2. Background

At present, there have been many related studies on the
spam detection in social networks. Among them, part of the
research has laid the foundation. Gupta et al. [7] conducted a
security survey on pervasive online social networks, mainly
exploring the trust management mechanism and anomaly
detectionmechanism of social network platforms, and raised
current problems in anomaly detection, among which spam
belongs to one. Branitskiy et al. [8] used machine learning
methods to process social network data in order to explore
the sensitivity of young generation to stimulating infor-
mation on social networks. *is research will help us dis-
tinguish between ordinary users and malicious users. Social
network-based relationship graph methods are usually
proposed when studying social networks, but the data are
huge and not easy to calculate. Kolomeets et al. [9] proposed
a reference architecture for storing and analysing graph data
and provided visualization. Xu et al. [10] proposed a
weighted algorithm for social network topology graphs,
which can help researchers find smaller communities. In
addition to the research on network topology, there is also a
certain research foundation on the content of social network
platforms. Jeong et al. [11] proposed a method to calculate
text similarity-based edge weights. Experiments show that it
can effectively find similar text data. Xu et al. [12] extracted
audio and text from videos on social networks and used
3DCLS (3D Convolutional-Long Short-Term Memory)
hybrid framework to analyse user emotions. In addition,
there have been many studies for spam detections. After
reviewing the relevant literature, it is found that the research
can be classified to 2 types: traditional machine learning
method and complex neural network method.

2.1. Traditional Machine Learning Method. Traditional
machine learning method has been widely used in spam
detection. *ese approaches build a classification model
based on the characteristic attributes of the spam text. Most
of these attributes include the number of URLs, key words,
etc. [13]. Amayri and Bouguila [14] applied SVM to spam
detection. *ey focused on the impact of SVM kernels. *e

results showed that string kernels are better than distance-
based kernels. Vangelis et al. [15] made many different
improvements to naive Bayes.*ey proposed five improved
models based on Naive Bayes (NB), including multivariate
Bernoulli NB, TF multinomial NB, boolean multinomial
NB, flexible Bayes, and multivariate Gauss NB. *e ex-
periments show that flexible Bayesian and multinomial NB
with Boolean attributes have a leading role. Soiraya et al.
[16] took advantage of the J48 decision tree to analyse the
Facebook message text. *ey detected the keywords, the
average number of words, the length of the text, and the
number of links contained in the information.*e accuracy
and recall rates of the research results were 61% and 63%,
respectively. Johnson et al. [17] compared traditional
machine learning algorithms with deep learning frame-
work algorithms and found that random forests has better
performance in text URL detection.

In addition to the classification model based on the
single method, researchers also try to combine multiple
methods to achieve better classification effect.*e authors in
[18] applied the Markov clustering (MCL) algorithm and
allocated the probability of each node in the network by
using the weighted graph as the input of the algorithm. In
[19], a hybrid machine learning spam detection model is
proposed based on support vector machine, and the ex-
periments were carried out on four language datasets (Ar-
abic, English, Spanish, and Korean). It showed that the
accuracy of the model was better than other algorithms.

2.2. Complex Neural Network Method. In recent years, the
model of deep neural network has shown strong ability in
the field of natural language processing. It includes word
representation learning, sentence and document represen-
tation, grammar analysis, machine translation, and senti-
ment classification. In the field of spam detection, many
methods have been proposed. Tien and Nur [20] explored an
artificial neural network language model to distinguish
different usersʼ short text writing styles, so as to distinguish
and identify users, and then detect spam users. Ma et al. [21]
established a microblog rumor detection system using LSTM
and GRU. Ruan and Tan [22] introduced a technique based
on three-layer back propagation neural network and feature
construction based on concentration. In [23], a text clas-
sification model based on word2vec is constructed to solve
the high-dimensional problem of traditional methods. In
addition, LSTM is added to extract the key information of
the text. Finally, this method is applied to the classification of
patent texts. Experiments show that the accuracy of clas-
sification is 93.48%. Luan and Lin [24] proposed a text
classification model called CNN-COIF-LSTM. *e experi-
mental results show that the combination of CNN and
LSTM has higher accuracy without activation function or its
variants. Recently, self-attention mechanism has attracted
peopleʼs attention and achieved state-of-the-art results.
Dong et al. [25] combined a self-interaction attention
mechanism with label representation and used the Bert
model to solve the problem of text feature extraction. In this
method, joint word representation and label representation
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are proposed to improve the efficiency of the model. Ex-
periments also prove the correctness of the method.

3. Related Work

3.1. BERT and ALBERT. BERT (bidirectional encoder rep-
resentations from transformers) was proposed by Devlin
et al. [26] of Google in 2018, and immediately it showed a
strong ability in the NLP field.*e structure of Bert is shown
in Figure 1.

BERT uses transformer [27] structure as the main
framework. It converts the distance of two words at any
position into one, which effectively solves the long-term
dependency problem in NLP. *e training process of BERT
includes two parts: MLM (masked language model) and NSP
(next sentence prediction). In the first part of experiment,
15% of the words were randomly masked, 80% of the words
were replaced by (mask), 10% were replaced by any other
words, and 10% were kept in the original state. In the second
part, the model randomly extracts two consecutive sen-
tences, 50% of which retain the extracted two sentences,
their relationship is labeled IsNext, the other 50% of the
second sentence is randomly extracted from the corpus, and
their relationship is labeled NotNext.

*e structure of ALBERTrefers to BERT, and it still uses
transformer and GELU activation function. However, at the
same time, there are some innovations compared with
BERT, including the following three points:

(1) Factored embedding parameterization: it reduces the
word embedding dimension of embedding layer and
adds a project layer between word embedding and
hiding layer. Suppose the size of thesaurus is L, H

represents the dimension of hidden layer, and the
dimension of word embedding is V.
*e calculation formula of the parameters of the
BERT model is

Pbert � L × H. (1)

*e calculation formula of the parameters of the
ALBERT model is

Palbert � L × V + V × H. (2)

In the ALBERT model, the dimension of word
embedding is the same as the hidden layer. When V

is large and V is far less than H, the number of
parameters will be reduced after factorization of
word embedding.

(2) Cross-layer parameter sharing: the parameters in
each layer of transformer are relatively independent,
including self-attention and full connection, which
will lead to a significant increase of parameters when
the layers increase. In order to decrease the number
of parameters and promote the stability of themodel,
ALBERT tries to share all the parameters.

(3) Inter-sentence coherence loss: ALBERT has changed
the NSP of BERT into a sentence order prediction
(SOP). In SOP, the construction of positive example

is consistent with NSP, but the negative example is to
reverse the two sentences.

(4) Dropout was canceled.

3.2. LSTM and Bi-LSTM. Although RNN can support
information persistence, it cannot achieve significant
effect for some complex scenarios. For example, we try to
predict the following: “I grew up in Sichuan I say “xxx”
fluently”. *e RNN will give a name of language for field
in, but the answer is wrong most of the time because the
word “Sichuan” that is helpful for prediction is too far
away. However, in the case of increasing the interval, we
will not be able to learn the information between them.
LSTM, a special RNN, was proposed by Hochreiter et al.
[28] in 1996, and it can stably learn long-term dependent
information. Having a chained network module is a
feature of all RNNs. In a normal RNN, this repeating
module has a very simple structure, such as a tanh layer.
*ere is the same structure in LSTM, but the internal of
the structure is different from RNN.*e difference is that
it has four modules that play different roles.

*e structure of LSTM includes input gate it, forgetting
gate ft, output gate ot, and cell state update vector ct. *e
structure of LSTM is shown in Figure 2.

*e forgetting gate at LSTM selects what information to
discard from the cellular state. *e formula of this part is as
follows:

ft � σ Wf · ht−1, xt  + bf , (3)

where Wf and bf represent the weight matrix and bias
matrix of forgetting gate, respectively. σ is the activation
function, ht−1 represents historical information, and xt is
based on the current input of new information to de-
termine which old information to forget. In this formula,
the output ht−1 of the previous stage is calculated and
combined with xt. *e formula will output a value be-
tween 0 and 1. 0 indicates that the old information is
completely discarded, and 1 means that the old infor-
mation is completely retained.
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Figure 1: *e structure of BERT.
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Choosing what sort of information to store in cell is the
main responsibility of input gate. *e input gate contains
two parts. In the first part, the sigmoid layer (input gate
layer) decides what value to update. In the second part, the
tanh layer will build a new candidate value vector Ct and put
it in the state. After the coefficients of the input gate and the
forget gate are obtained, the current cell state is updated.*e
formula is as follows:

it � σ Wf · ht−1, xt  + bf ,

Ct � tanh Wc · ht−1, xt  + bc( ,

Ct � ft ∗Ct−1 + it ∗ ∼ Ct,

(4)

where Wi and bi, respectively, represent the weight of the
input gate and tanh is the activation function.

*e output gate determines what information will be
output at the current stage. In the first step, it calculates a
sigmoid layer to decide for which section of the cell state will
be output. *en, we will get a value between −1 and 1
through the tanh layer and multiply it with the value of the
first step output. Finally, we only output the part that we
decided. *e formula is as follows:

Ot � σ Wo · ht−1, xt  + bo( ,

ht � ot ∗ tanh Ct( ,
(5)

where Wo and bo represent the weight matrix and the offset
matrix of the input gate, respectively.

Bi-LSTM is a combination of a forward LSTM and a
backward LSTM. *e common forward LSTM has a se-
quence of information processing. Usually, it only considers
the preceding text and ignores the following, so it cannot
synthesize the context information to output. *e Bi-LSTM
structure can obtain enough context information, and both
models have a common output layer, as shown in Figure 3.

3.3. Self-Attention Mechanism. In the process of spam de-
tection, we usually faced the situation about the number of
texts is limited, especially for the situation that the content

information of different usersʼ tweets varies greatly, it is
difficult to obtain more effective semantic information.
However, through the comparison, it is found that some key
words in tweets can help to identify the types of tweets more
quickly. For example, words such as “promotion” and
“discount” can help to quickly identify the advertising in-
tention of the product tweeted by spammers. At the same
time, different words play different roles in classification.
Extracting key words helps optimize the feature extraction
process. *e introduction of attention mechanism can in-
crease the efficiency and improve the classification accuracy.
Compared with the attentionmechanism, self-attention only
computes attention within the sequence, looking for the
internal connection of the sequence.*e calculation formula
is as follows:

Attention(Q, K, V) � Softmax
QK

T

��
dk

 V, (6)

where Q, K, V are three matrices obtained from the same
input and different parameters. First, calculate the multi-
plication of Q, K matrix and divide by

��
dk


. Finally, the

softmax operation is used to normalize the result into
probability distribution and multiply it by matrix V to get
the result. *e structure of self-attention is shown in
Figure 4.

4. The Proposed Model

In traditional spam detection tasks, it only needs to count the
malicious words. However, with the continuous optimiza-
tion of spam, spammer replaces malicious words with other
words, but it can transmit the same information. We need a
model which can better understand the sentence and pay
attention to the order of words in the sentence, and the
information expressed after they are related. ALBERT and
Bi-LSTM can better understand the short text information
and the association information between words. In the
model, we propose a hybrid model with ALBERT, Bi-LSTM,
and Self-attention. *e model uses ALBERT to extract and
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Figure 2: *e structure of LSTM.
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understand the semantic features of the original text for the
first time. Self-attention is combined with Bi-LSTM to detect
spam. Figure 5 shows the framework and steps of the model.

4.1. Embedding Layer. Before passing the data into the
model, we need to perform some preprocessing operations
on the data. For example, remove some stop words and
delete emoticons. *en, the embedding layer will serialize
the input preprocessed data and convert each word in the
text data into a corresponding number in the dictionary.*e

feature representation will be output through the multilayer
bidirectional transformer encoder.*e formula is as follows:

T � T1, T2, . . . , TN−1, TN( , (7)

where Ti represents the feature vector of the i word in the
text.

4.2. Bi-LSTM Self-Attention Layer. *e ALBERTmodel has
serialized the data and tried to understand the relationship
between words. However, to understand a short text is a
tough work for ALBERT. We use a combination of self-
attention and Bi-LSTM to perform spam detection. In this
layer, the text feature data output by the ALBERT layer will
be trained, and the text features will be input into the
forward LSTM and the backward LSTM, respectively; then,
two text vector representations will be obtained, which will
be calculated together to get the final output. Finally, we
perform SoftMax normalization on the output result to get
result.

5. Experiment

5.1.Dataset. *ere are two datasets for our experiment. One
of the datasets is microblogPCU. It comes from the uci
dataset website, which contains the userʼs basic attribute
information (such as gender, number of fans, and number of
followers) and the content posted by the user. In this paper,
we extracted part of the posted content data. In order to
simulate the real social network environment, we set the
ratio of the number of spam and nonspam to 2 : 8. *ere are
a total of 2000 data, including 1600 nonspam and 400 spam.

Another dataset is a self-collected Weibo dataset by us.
*e dataset contains the basic information and tweets of 985
users who have been labeled, of which 403 are marked
spammers and 582 are nonspammers. It contains 95,385
Weibo twitters in total. We randomly selected 1000 Weibo
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Figure 3: *e structure of Bi-LSTM.
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contents from spammer and nonspammer, respectively,
checked, and labeled each one.

5.2. Input Preparation. *e input to Bi-LSTM network is the
userʼs Weibo text, but the length of the text is inconsistent.
However, the network we built can only accept fixed length
text, so we first analysed the length of the input network text,
as shown in Table 1. We take 75% of the length quantile 80 as
the maximum length value of the input model. For texts with
length less than 80, we perform filling operation, and for
texts with length greater than 80, we clear the subsequent
text. In this way, the userʼs Weibo content will be retained
and will not produce excessively filled meaningless content.
And the model will also get enough text to extract semantic
information. *e processed text is then entered into the
model.

5.3. Evaluation Metrics. We calculate precision, recall, F1-
score, and accuracy to judge the performance of the model.
Accuracy is the probability of spam in the selected spam text,
recall rate is the probability of correctly predicting as spam,
F1-score is the harmonic mean of precision and recall, and
accuracy is the rate that the predicted correct text accounts
for the total text. *e formula is as follows:

precision �
TP

TP + FP
,

recall � TPTP + FN,

F1 − score � 2 × precision × recall precision + recall.

(8)

*e relationships among TP, FP, FN, and TN are given
in Table 2.

6. Results and Analysis

In this section, we use 2 datasets to verify the effectiveness of
the model and compared it with other approaches. *e
experimental results are presented in the form of Table 3 and
Figure 6 for dataset weiboData and Table 4 and Figure 7 for

dataset microblogPCU. In the experiment, we use logistic
regression, naive Bayes, and SVM combined with ALBERT
to construct the spam detection model, respectively, and
prove the superiority of LSTM neural network in this task.
*e results show that all the methods of constructing neural
networks using LSTM performance better than the tradi-
tional methods of machine learning. From Tables 3 and 4, it
shows the performance of the microblogPCU dataset is
better than the weiboData dataset, which may be related to
the ratio of spam to nonspam in the dataset.

Embedding layer Bi-LSTM layer

ALBERT

Attention

ht

Softmax layer Output

Nonspam

Spam

Figure 5: Spam detection model based on ALBERT and self-attention Bi-LSTM.

Table 1: Analysis of user tweet length.

Measurement method Value
Mean 58.5
Std 36.6
Min 7
25% of text length quantiles 27
50% of text length quantiles 54
75% of text length quantiles 80
Max 157

Table 2: Confusion matrix.

Predicted
Spam Ham

Actual Spam TP FN
Ham FP TN

Table 3: *e results of model experiments (weiboData).

Model Precision Recall F1
AB+ LR 0.868 0.829 0.848
AB+NB 0.810 0.814 0.811
AB+ SVM 0.846 0.835 0.840
W2V+Bi-LSTM 0.844 0.841 0.842
AB+Bi-LSTM 0.889 0.862 0.875
AB+ SA Bi-LSTM 0.903 0.863 0.882
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To select the leading model in word embedding,
word2vec (W2V) and Bi-LSTM are used to build the model.
In Figures 6 and 7, it can be seen that ALBERT+Bi-LSTM is
2%–4% ahead of word2vec + Bi-LSTM in precision and F1-
score.

Finally, the effectiveness of self-attention is proved by
comparing the AB + Bi-LSTM model and others. *e
experimental results are shown in Table 3. AB + SA Bi-
LSTM is all ahead of other comparison models in the
results and is 1% ∼ 2% ahead of AB + Bi-LSTM in
precision.

Figures 8 and 9 show the performance comparison of the
word2vec (W2V) Bi-LSTM, ALBERT (AB) Bi-LSTM, and
ALBERT+ self-attention (AB+ SA) Bi-LSTM. When the
dataset size is the same and the parameters are set to the
same value, the accuracy of the model rises with the increase
of epoch. Figure 8 shows that the accuracy of W2V Bi-LSTM
increases steadily with rounds before the epoch 10, fluctuates
between the epoch 10–28. *e accuracy of AB Bi-LSTM has
been fluctuating and rising. *e accuracy of the AB+ SA
LSTMmodel also increases with the increase of epoch and is
stable higher than the values of the other two models after
epoch 20. It can be seen from Figure 8 that the performance
of AB+ SA Bi-LSTM is not excellent when there are fewer
rounds. *is may be related to the self-attention mechanism
requiring more data features for reference. It is noticed that
along with the increase of training epoch, the model we
proposed gradually shows its superiority. Figure 9 shows
that the accuracy of the microblogPCU dataset with the
increase of epochs is close to the same as the weiboData
dataset. *e difference is that the AB+ SA Bi-LSTM model
leads the other two models when the epoch is 25 on the
microblogPCU.

Figures 10 and 11 show the accuracy of the model as the
amount of data raises, assuming that the training epoch is
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Figure 6: Comparison of model experiment results (weiboData).

Table 4: *e results of model experiments (microblogPCU).

Model Precision Recall F1
AB+ LR 0.865 0.821 0.842
AB+NB 0.817 0.826 0.821
AB+ SVM 0.861 0.842 0.850
W2V+Bi-LSTM 0.850 0.853 0.851
AB+Bi-LSTM 0.899 0.870 0.884
AB+ SA Bi-LSTM 0.912 0.891 0.901
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Figure 7: Comparison of model experiment results
(microblogPCU).
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fixed to a uniform size of 30. *e figures show that the
accuracy increases with the data size increasing. Figure 10
shows that the AB+ SA Bi-LSTM model leads the other
models at 1700 data volume, which shows that our proposed
model has better performance when the data volume is

larger. Figure 11 shows that the AB+ SA Bi-LSTMmodel on
the microblogPCU dataset always ahead of the other two
models, which proves that the model is more sensitive to the
quality of the dataset and outperforms other models on a
better-quality dataset.
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Figure 8: Accuracy as the number of epochs increases (weiboData).
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Figure 9: Accuracy as the number of epochs increases (microblogPCU).
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7. Conclusion and Future Work

*e detection of social network spam is a difficult task. *e
main problem in this field is that spammers have been
upgrading and iterating spam text based on detection
strategies, resulting in a decrease in the accuracy of detec-
tion. In response to this problem, we propose a detection
method that fully considers the contextual information of
text and, at the same time, take advantage of the self-at-
tention mechanism for the shortness of text. We compared
the difference between the machine learning methods with

Bi-LSTM. Experiments show that Bi-LSTM performs better
on spam detection task. At the same time, we also compared
the effect of word2vec and ALBERT applied to the model.
*e experimental results show that ALBERTperforms better
because it considers more context information. We also
proved the effectiveness of the self-attention mechanism in
the model through comparative experiments. In general,
according to the experimental results, our proposed model is
1% to 4% ahead of other models.

However, at the same time, the addition of the self-at-
tention mechanism increases the computational time and
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Figure 10: Accuracy as the data volume increases (weiboData).
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computational resources required by the model. In the fu-
ture, we will continue to explore how to improve the effi-
ciency of detection with the addition of a self-attention
mechanism.
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With the widespread application of new technologies, fine-grained authorization requires a large number of access control
policies. However, the existing policy retrieval method applied to a large-scale policy environment has the problem of low retrieval
efficiency. /erefore, this paper proposes an attribute access control policy retrieval method based on the binary sequence. /is
method uses binary identification and binary code to express access control requests and policies. When the policy is retrieved, the
appropriate group is selected through the logical operation of the access control request and the policy binary identification.
Within the group, the binary code of the access control request is matched with the binary code of all rules to find suitable rules,
thereby reducing the number of matching attribute-value pairs in the rule and improving the efficiency of policy retrieval.
Experimental results show that the policy retrieval method proposed in this paper has higher retrieval efficiency.

1. Introduction

/e rise and development of new technologies such as cloud
computing and the Internet of /ings provide us with
convenient data sharing, integrated computing, and other
services and improve the efficiency of data processing,
making full use of computing and storage resources. IoT
devices increasingly prefer to synchronize all data resources
to the cloud [1]. /ese resources contain a large amount of
user privacy data, but the protection of this information by
relevant agencies is not satisfactory [2]. Once such private
information is leaked, it may cause immeasurable losses to
individuals and organizations. For example, the private
information of nearly 100,000 Westpac customers was
leaked, and the data of 49 million Instagram users was
exposed./ese are all due to illegal access by illegal users and
unauthorized access to resources by legitimate users. In
recent years, as an effective means to prevent users from
illegally accessing resources, access control technology has
attracted the attention of domestic and foreign researchers.
/e object resources are protected by standardizing and
restricting access to the requestor by verifying the visitor’s
identity information and establishing appropriate policies.
/is ensures that legitimate users can access and use

resource services in complex network environments, while
preventing illegal users from stealing and abusing resources
and illegal access by legitimate users.

As the number of users increases and the access envi-
ronment changes dynamically, discretionary access control,
mandatory access control, and role-based access control [3]
are no longer suitable for the current dynamic and real-time
network environment due to their lack of dynamics and fine-
graininess. However, because of its fine-grained and flexible
nature, attribute-based access control (ABAC) [4] is an ideal
access control solution for application scenarios such as
cloud computing and the Internet of /ings. Although the
existing ABAC model has a relatively large advantage in the
expression and formulation of security policies, the appli-
cation of the ABACmodel to a computing environment with
a huge amount of information will have the problem of low
retrieval efficiency. According to the related theories of
ABAC and XACML (extensible Access Control Markup
Language), when a user initiates a request to access object
resources, the policy decision point will call related attributes
to analyze and match all policies. /is means that the
evaluation of XACML-based access control policies needs to
traverse all policies to make judgments, and attribute
matching requires comparing all attribute information of the
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access control request with the attribute information of the
rules in the policy set. All the above information matching
includes string matching and numerical comparison. Only
when all the attribute information of this rule matches the
attributed-based access request (AAR) will the subject be
granted the privilege to access the object. In addition, when
the last attribute of the rule is detected, the rule is found to be
inappropriate. If there are too many such rules, it will cause a
waste of retrieval time.

/is paper proposes a method of attribute access control
policy retrieval based on binary sequence to improve the
efficiency of policy retrieval. /e rest of this paper is or-
ganized as follows: Section 1 describes the related research
based on attribute access control. Section 2 introduces the
related theories of ABAC. Section 3 describes the retrieval
method of attribute access control policy based on the binary
sequence. Section 4 focuses on the experiments and analysis.
Finally, Section 5 presents the conclusion.

2. Related Work

ABAC is an access control model that allows or denies user
access based on the access control policy formulated by the
administrator. /e successful deployment of an attribute-
based access control model requires two key parts./e first is
a well-defined policy description language, and the second
requires an effective policy retrieval method for attribute-
based access control. A good policy description language
helps prevent cloud platform resource data leakage and
unauthorized access, and an effective policy retrieval method
can ensure that access control requests are responded to in a
time when they arrive. Regarding how to define a good
access control authorization policy description language,
scholars have studied different access control models and
application scenarios and proposed a universal access
control policy language XACML [5], a graph-based appli-
cation for web services policy visual description language
[6], and policy description language RestPL [7] suitable for
RESTful interface and so on. Among them, the most
commonly used is XACML, which is suitable for ABAC
models, but in actual cloud deployment, each enterprise
prefers its own policy description language. In order to make
the policy language suitable for different access control
models, Luo et al. [8] proposed a metamodel-based access
control policy description language PML and imple-
mentation mechanism PML-EM. /e policy description
language supports multiple access control models such as
RBAC and ABAC and has better flexibility. Matthew et al.
[9] proposed a rule-based ABAC policy mining algorithm
for the moderate problem of privilege. /is algorithm can
generate the least privilege ABAC policies that balance
between underprivilege and overprivilege assignment errors.

For some large organizations, the scale of ABAC policies
is getting bigger and bigger, and the number of users making
access requests at the same time is also increasing./erefore,
effective retrieval of these policies is essential for real-time
response to user access control requests and directly affects
user experience. On how to effectively retrieve these policies,
researchers have achieved some results. /ese research work

can be roughly divided into two categories./e first category
is an improvement of the policy retrieval method based on
the XACML standard for the policy access control language,
and the second category is an improved policy retrieval
method based on the next-generation access control NGAC
[10] standard.

Since XACML’s policy description language was pro-
posed in 2003, there have been many studies on how to
improve the efficiency of policy retrieval. In the retrieval
process of the traditional policy retrieval method, when
there is an access control request, all policies need to be
traversed. If there are policy redundancy and conflicts,
XACML supports four combination algorithms which are
(1) permit-override, (2) deny-overrides, (3) first applicable,
and (4) only-one-applicable [11]. Li et al. [12] proposed a
retrieval method with a priority policy for access control.
/is method establishes an associated policy table for each
access object, adopts the optimization principle of space for
time, and has high retrieval efficiency. However, when the
number of access objects is huge, this method needs to
establish a large number of policy tables, and it is relatively
difficult to establish and maintain the policy tables. Zhou
et al. [13] proposed a policy retrieval method based on a
prefix-based tag, which adds binary prefixes based on policy
attributes to narrow the scope of policy retrieval. /is re-
trieval method does improve retrieval efficiency. However,
when the access control policy matches the attribute name of
the access request, this prefix calculation causes a waste of
time. In response to this problem. Liu et al. [14] added binary
identification based on the attribute access control policy
and then introduced a policy decision tree at the attribute
value level to improve retrieval efficiency. /is method has
good scalability, but it has certain limitations when there are
many attributes. Huang et al. [15] conducted research on the
basis of [13], grouping according to the first three subject
attribute values of the policy prefix and further narrowing
the search scope of the policy to improve retrieval efficiency.

It is mentioned in the next-generation access control
standard [16] that the policy decision point is responsible for
retrieving the rules that meet the access control request in
the access control policy. When performing policy retrieval,
it is necessary to compare the attribute information of the
access control request with the attribute information of each
rule in the access control policy until a matching rule is
found. /is is undoubtedly time-consuming. To this end,
Nath et al. [10] proposed a data structure called PolTree,
which uses two variants, PolTree and N-PolTree, to store
ABAC policies and reduce the number of attribute-value
pair comparisons during policy retrieval. /erefore, the
retrieval efficiency of the policy is improved.

Most of the policy retrieval methods mentioned above
need to match the attribute value of the access control re-
quest with the corresponding attribute value of each access
control rule when performing the policy retrieval. If every
time the last attribute value of the rule is detected, it is found
that it does not match the access control request, which will
cause a waste of retrieval time. /erefore, this paper con-
siders the processing of rule attributes and attribute values
and proposes a new policy retrieval method. /is method
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performs binary identification on the policies, groups them
according to the binary identification, forms several policy
groups, and performs binary coding on the policies. When
accessing, first, we perform binary identification and
encoding on the access control request. /en, through the
logical operation of AAR and policy, the appropriate group
is selected to filter out a large number of irrelevant policies.
Finally, the binary code value of the access control request is
logically operated with the binary code value of the rule in
the group to avoid a single match of the attribute infor-
mation in the policy and improve the retrieval efficiency.

3. ABAC Model

3.1. ABAC Policy Model. ABAC is an access control model
that decides whether to grant the subject access to the object
based on whether the attribute information of the subject,
object, environment, and privilege attributes conforms to
the established access control policy. We refer to [4, 17] to
make the following definitions of ABAC.

Definition 1 (ABAC). ABAC can be abstracted as a quadruple
(S, O, E, P). /e Subject (S) represents a person or some
nonhuman entity (a device that can initiate an access request),
S� {s1, s2, s3,...,sn}. Objects (O) are usually resources that are
requested to be accessed by the subject O� {o1, o2,o3,. . .,om}.
/e environment (E) represents the context state when the visit
occurs, which includes the location and time when the subject
initiates the visit, E� {e1, e2, e3,. . ..ej}. Privilege (P) indicates the
operations that the subject will performon the object, including
read, write, and modify. P� {p1, p2, p3, . . .,pk}. Among them, n,
m, j, and k are all greater than or equal to 1.

Definition 2 (attribute). Attributes are used to describe the
characteristics of the subject, object, environment, and
privilege. Attributes are represented by attribute-value pairs.
We use SA, EA, OA, and PA to represent the subject at-
tribute, object attribute, environment attribute, and privilege
attribute, respectively. Attr(SA), Attr(OA), Attr(EA), and
Attr(PA) represent the value range of subject attribute,
object attribute, environment attribute, and privilege attri-
bute, respectively. Avsa, Avoa, Avea, and Avpa represent the
attribute-value pairs of the subject, object, environment, and
privilege, respectively, namely, two-tuples (SA, attr(SA)),
(OA, attr(EA)), and (PA, attr(PA)).

Definition 3 (policy). ABAC policies are represented by
attributes, and attribute values can be divided into discrete
and continuous types. /e access control policy is defined as
(permit, deny) ← (Avsa, Avoa, Avea, Avpa).

Access control rules stipulate the attribute information
that users must have when they want to access a particular
resource. It is the basic unit of policy and the smallest policy
execution unit p� {r1,r2,r3,...,rk}.

3.2. ABAC Process. /e access control mechanism is
composed of four key parts, which are mainly responsible
for the retrieval and management of policies, and the

management of attributes. /ey cooperate with each other
to complete the authorization process for access control
requests. /e four key service sites shown in Figure 1 are
Policy Administration Point (PAP), Policy Information
Point (PIP), Policy Decision Point (PDP), and Policy
Enforcement Point (PEP). According to the types of op-
erations performed by the ABAC system, it can be divided
into two stages: the preparation stage and the execution
stage [17]. /e dotted line in Figure 1 is an extension of the
original access control model. BI is binary identification;
BC is binary coding. BI and BC are both for access control
requests and policies. /e functions of these two modules
will be described in Section 3.

4. Attribute Access Control Policy Retrieval
Method Based on Binary Sequence

4.1. Build Policy and Attribute AARs Based on Binary
Identification. Binary identification of ABAC policies and
AARs is as follows./is method counts all the attributes that
appear in the access control policy set and arranges the
attributes in a specific order of subject, object, environment,
and privilege. Moreover, the values of the subject, object,
environment, and privilege attributes are also arranged in a
certain order to ensure the validity and uniqueness of the
binary identification. Attributes are divided into category
attributes and noncategory attributes [18]. Category attri-
butes refer to some decision information attribute values,
usually including {permit, deny}; each rule has only one
decision attribute. Noncategory attributes refer to the at-
tribute information that needs to be measured to make a
decision, including subject attributes, object attributes, en-
vironment attributes, and privilege attributes. Binary
identification and encoding are for noncategory attributes.

On cloud computing and Internet of /ings platforms,
users request services through their respective terminal
devices [19]. /erefore, we can construct the attribute in-
formation shown in Table 1 and use attribute information to
construct ABAC policies (as shown in Table 2). /e di-
mension of the binary identifier is the number of non-
directory attributes; that is, the total number of all attributes
in the access control policy is the number of bits of the binary
identifier. For example, the maximum number of non-
category attributes in a single rule in Table 2 is 6, so 6 binary
bits are used to encode the policy.

As mentioned in Section 2, ABAC’s access control
process is divided into a preparation phase and an execution
phase. In the preparation phase, PAP needs to perform
binary identification for each rule in the policy set. When
performing a policy retrieval, only binary identification of
the access control request is required, and then, a logical
AND operation is performed with the binary identification
of the policy. When the operation result is consistent with
the binary identifier of the access control rule, other attri-
butes of the rule are checked; that is, it is judged whether the
attribute of the access control request conforms to the at-
tribute information of the rule. In order to further reduce the
policy retrieval time, grouping is carried out according to the
binary identification of ABAC policy. As shown in Figure 2,
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the root node represents all rule information of the policy
set. Each node except the root node of the first level rep-
resents a group. Rules with the same binary identifier are in
the same group, and rules with different identifiers are in
different groups. /e number of rule groups is determined
by the complexity of the policy. If the complexity is n, the
rule set can be divided into 2n-1 groups at most.

/e attributes of the access control rule represent the re-
quirements for the access control request; that is, to successfully
match the access control rule, the access request needs to have
the attributes and attribute values required by the rule. /is
means that the matching of access control requests and rules is
not a completely consistent match. In fact, the access control
policy only detects the attributes required by the rules in the
access request, and the additional attributes in the access

request do not affect the success of its matching. Assuming that
an access control request is (SA_Role� “student,” SA_trust�

“low,” OA_type� “personal,” OA_trust� “low,”t EA_Network
� “public,” PA_permisssion� “delete”), according to the
matching rules, R2 in Table 2 matches the access control
request.

4.2. Binary Encoding of Attribute Information. Binary
identification and grouping of ABAC policies can limit the
scope of the policy to several groups that conform to the
binary identification. A large number of irrelevant rules
can be filtered out, thereby shortening the time for policy
retrieval. However, when retrieving in this group, it is
necessary to match the value of each attribute of each rule
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Figure 1: ABAC framework.

Table 1: Attribute combination.

SA OA EA PA
SA_Role SA_trust OA_type OA_trust EA_Network PA_permission
Student Low Personal Low Home Delete
Teacher Middle Common Middle Work Read
Admin High High Public Write

Table 2: Policy set.

Rule attr(SA) Attr(OA) Attr(EA) Attr(P) Decide Binary identification
R1 Student ˅ low Personal ˅low Home Delete Permit 111111
R2 Low Personal ˅ low Public Delete Deny 011111
R3 Student Low Work Delete Deny 100111
R4 Student Low Home Delete Permit 100111
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with the corresponding value of the access control request
and check whether the access control request satisfies the
rule. /e worst case is that every time the last attribute of
the rule is detected, the rule does not match, which will
cause a waste of time. If there are too many such rules, it
will take too long to retrieve the policy. For this reason, we
propose to binary code the access control policy of each
group. In this way, only the binary code based on the
attribute access control request and the binary code based
on the attribute access control policy need to be logically
operated to make an authorization decision, and there is
no need to judge each attribute value of each rule in the
policy set. /erefore, this retrieval method saves the time
of policy retrieval and improves the efficiency of policy
retrieval.

/e attribute value based on attribute access control
consists of two types, namely, discrete attribute value and
continuous attribute value. For example, the value range of
the attribute value of the subject attribute SA_Role men-
tioned above is {student, teacher, admin}, which is a discrete
attribute value. In a specific access control environment, it is
necessary to specify users to access resources in a certain
interval, which requires setting continuous attributes. /e
process of mapping discrete attribute values and continuous
attribute values into a binary sequence is called binary
encoding of attribute values.

4.2.1. Discrete Attribute Value Coding. /e values of discrete
attributes are independent of each other, and the range of
values can be represented by enumeration. We use dummy
variable encoding to encode discrete attribute values, and
dummy variable encoding uses a smaller dimension to
represent the value of the attribute. If there are M types of
discrete variables, the dummy variable coding can represent
M possible values using only the M-1 dimension.

Definition 4 (attribute encoding dimension). Different
subjects, objects, environments, and privilege entities have
different attributes, and different attributes have different
attribute values. NUM (si), NUM (oi), NUM (ei), and NUM
(pi) represent the number of attributes owned by si, oi, ei, and

pi, respectively. NumV (NUM(sai)), NumV(NUM(oai)),
NumV(NUM(eai)), and NumV(NUM(pai)) represent the
number of attribute values owned by subject attribute name
sai, object attribute name oai, environment attribute name
eai, and permission attribute name pai, respectively. /e
dimension VsiVoi

, Vei
, and Vpi

required to encode subject si,
object oi, environment ei, and privilege pi can be identified as

Vsi
� 

n

i�0
NumV Num sai( (  − Num si( , (1)

voi
� 

m

i�0
NumV Num oai( (  − Num oi( , (2)

Vei
� 

c

i�0
NumV Num eai( (  − Num ei( , (3)

Vpi � 
d

i�0
NumV Num pai( (  − Num pi( , (4)

where n, m, c, and d are the number of attributes contained
in si, oi, ei, and pi. /e dimension of the binary identifier
required by the encoding rule is Vtotal � Vsi + Voi + Vei + Vpi.
Assuming that si has two attributes, sa1 and sa2, the value
range of sa1 is {sa1v0, sa1v1, sa1v2,v}, and the value range of
sa2 is {sa1v0, sa1v1,v}, and the dimension required to en-
code si is 4 + 3 – 2� 5.

Definition 5 (attribute encoding rules). Arrange the attri-
bute names of all attributes in a specific order, and the
attribute values contained in the attributes also need to be
arranged in a specific order to form a large attribute array. If
a specific attribute value appears in the rule, the corre-
sponding position is set to 1.

If the subject, object, environment, and privilege attri-
butes appear in a rule at the same time, the attributes of the
rule are arranged in a specific order of subject, object, en-
vironment, and privilege attributes. If the attribute value
haivj appears in the rule, the Pth position of Vtotal is set to 1
according to

R1 R2 ... Rn

Policyset(Avsa1, Avsa2, Avoa1, Avoa2, Avea1, Avpa1)

Ri Rj... ...Rk Rm

Ra ... Rg Rd Rf... Re ... Rt
... ...

...

Rc ... Ru

001111 011101 100111 101101

Lack of Avsa1 Lack of Avsa2

Lack of Avsa2 Lack of Avea1 Lack of Avsa2 Lack of Avea1 

011111 101111

Figure 2: Policy set grouping.
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P �

NumV Num sa1( (  + .... + NumV Num sai−1( (  + j haivj ∈ SA,

Vsi
+ NumV Num oa1( (  + .... + NumV Num oai−1( (  + j haivj ∈ OA,

Vsi + Voi + NumV Num ea1( (  + .... + NumV Num eai−1( (  + j haivj ∈ EA,

Vsi + Voi + Vei
+ NumV Num pa1( (  + .... + NumV Num pai−1( (  + j haivj ∈ PA.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

/e encoding of subject si according to the encoding
rules is shown in Table 3.

4.2.2. Continuous Attribute Coding. For continuous attri-
bute values that cannot be enumerated, we first discretize
them and then encode them. As shown in Figure 3, assuming
that the attribute named sa3 is a continuous attribute, the
discretization process of sa3 is as follows.

(1) Traverse all the rules, divide the value range of sa3,
remove duplicate attribute values, and arrange them
in ascending order. Suppose we get{sa3v1, sa3v2,...,
sa3vn}.

(2) Remove the smaller attribute value that obtains the
same access privileges of the same object in the rule,
and keep the largest attribute value. For example, if
the attribute values sa3v1, sa3v2, and sa3v3 have read
privilege for the same object resource content at the
same time, sa3v1 and sa3v2 are deleted and sa3v3 is
retained. Assume that the set of these largest attri-
bute values is {sa3v3, sa3v9,..., sa3vn}.

(3) Set labels L1, L2,...,Lm with sa3v3, sa3v9,..., sa3vn as the
thresholds, respectively, where m is the number of
elements in {sa3v3, sa3v9,..., sa3vn}. /e value ranges
of L1, L2,..., Lm are {0, sa3v3}, {sa3v3, sa3v9},..., {sa3vg,
sa3vn}.

(4) Use L1, L2,...,Lm to replace the attribute value of sa3 in
the rule.

After the continuous attribute value is converted to the
discrete attribute value, the encoding method is completely
consistent with that of the discrete attribute, and the de-
scription will not be repeated here.

4.3. Analysis of Policy Retrieval Method Based on Binary
Sequence. We make the following definitions for the re-
trieval rules of the binary sequence-based policy retrieval
method.

Definition 6 (group selection principle). Perform a logical
AND operation based on the binary identification of the
attribute access control request and the group number of the
rule grouping. If the calculation result is consistent with the
group number, the group is a suitable group; otherwise,e the
group is not suitable.

Definition 7 (rule selection principle). Perform logical AND
operation based on the binary code of the attribute access
control request and the rule binary code. If the result is
consistent with the binary code of the rule, the rule is the rule

to be found; otherwise, the access control request does not
comply with the rule.

In order to further describe the policy retrieval method
mentioned in this article, we take the policy set in Table 2 as
an example, select the attribute values in Table 1 to construct
the attribute-based access control request, aar1 � {SA_role�

student, SA_trust� low, OA_trust� low, EA_Network� -
work, PA_permission� delete}, and complete the retrieval
process.

In the access control preparation phase, the preparation
work that PAP needs to complete is as follows: the results of
the binary identification and coding of the rules in Table 2
according to the coding rules proposed in Section 4.2 are (R1,
111111, 10010010100100100), (R2, 011111, 00010010100001
100), (R3, 100111,10000000100010100), and (R4,100111,
10000000100100100). /e group numbers of R1 and R2 are
111111 and 011111, respectively. /e group number of R3
and R4 is 100111, and they are in the same group.

/e access control execution phase is divided into two
phases: processing the attribute-based access control request
and retrieving the rule set. Processing of access control
requests is as follows: the result of the binary identification of
aar1 according to the binary identification principle pro-
posed in Section 4.1 is 110111; according to the encoding
method mentioned in Section 4.2, the result of the binary
encoding of aar1 is (aar1, 10010000100010100).

Retrieve the rule set: the binary identification of aar1 and
the group number AA are logically ANDed according to the
principles defined in Definition 6, namely, 110111 and
111111� 110111≠111111, indicating that aar1 does not meet
the attribute combination requirements of the group. Query
the group with the group number 011111, that is, 110111 and
011111� 010111≠011111, so aar1 does not meet the attribute
combination requirements of the group, and the group is
filtered out. Query the rule group with the group number
100111, 110111, and 100111� 100111, indicating that this
groupmeets the requirements, which needs further retrieval.
/e result of logical AND operation between the binary code
of the R3 rule and the binary code of the access control
request is equal to the binary code of the rule, that is,
10000000100010100 and 10010000100010100�1000000010
0010100. According to Definition 5, this rule meets the
requirements. Because R3’s decision attribute is deny, the
decision result of the PDPwill be to deny this access, and this
policy retrieval ends. /e specific policy retrieval process is
shown in Figure 4.

In the preparation phase, PAP performs binary identifi-
cation and coding on all access control policies and groups them
according to the binary identification. When there is an access
control request, the PEP obtains the attribute information from
the PIP to construct the AAR and performs binary
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identification and encoding of the AAR. /e PDP selects a
group from the rule group to make a logical AND operation of
its binary identifier and the binary identifier of the access
control request and judges whether the result is equal to the
binary identifier of the AAR. If they are not equal, then the
binary identification of the next group is judged. If they are
equal, make the binary code of each rule in the group and the
binary code of the access control request do a logical AND
operation, and judgewhether it is equal to the binary code of the
rule. If they are equal, it indicates that the rule is the rule to be
searched; otherwise, the binary code of the next rule in the
group is logically operated.

/e core Algorithm 1 of the attribute access control
policy retrieval method based on binary sequence is as
follows.

5. Experimental Results and Analysis

In order to evaluate the efficiency of the retrieval method
based on the binary sequence policy, this paper uses the C++

language to write the test code in Qt Creator on the Win10
platform and uses MATLAB as the data analysis tool. Eval-
uating the retrieval method proposed in this paper requires a
large number of ABAC policies and AARs. Unfortunately,
due to the confidentiality of the access control policy, we
cannot obtain real industry data. /erefore, referring to the
attribute information mentioned above, a simple policy and
AAR generator were implemented, and 4000 policies and
2000 AARs were generated. In order to ensure the validity of
binary identification, we refer to the data classification
method in [18] to standardize policies and access control
requests. /e experiment in this paper uses these data as the
basis to test the efficiency of the binary sequence-based at-
tribute access control strategy retrieval method in terms of
policy preprocessing, policy evaluation time, and total
strategy retrieval time. At the same time, in order to ensure
the generality of the test results, the data obtained in the
following experiments are the results of performing 10 ex-
periments and averaging them. /e experimental environ-
ment is as follows: CPU: 11th Gen Intel(R)Core(TM)i5-

Table 3: Binary encoding of attributes.

Subject attribute value range Binary code
attr(sa1)� {sa1 � sa1v1}˅attr(sa2)� {sa2 � sa1v0} 01010
attr(sa1)� {sa1 ≠ sa1v1}˅attr(sa2)� {sa2 � sa2v0} 01101
attr(sa1)� {sa1 � { sa1v1, sa1v2 }˅attr(sa2)� {sa2 � sa2v0} 01110
attr(sa1)� {sa1 � sa1v1} 00010
attr(sa2)� {sa2 � sa2v0} 01000

The sa3 attribute is 
processed in an ascending 

manner

{sa3v1, sa3v2, ..., 
sa3vn}

Set threshold

{sa3v3, sa3v9, ..., 
sa3vn}

Set label range

{0, sa3v3}, 
{sa3v3, sa3v9}, ..., 
{sa3vg, sa3vn}

L1, L2, ..., Lm

Figure 3: Continuous attribute discretization process.
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Figure 4: Policy retrieval mechanism based on the binary sequence.
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1135G7@2.40GHZ 2.42GHz,RAM:16.00GB; Qt Creator
3.3.0(opensource) based on Qt 5.4.0(MSVC 2010, 32 bit),
MATLAB version: 8.6.0.267246 (R2015b).

SG-PRM and AG-PRM in the following experiments refer
to the prefix-based policy retrieval method mentioned in [13]
and the attribute grouping-based access control policy retrieval
method mentioned in [15]. B–S-PRM refers to the strategy
retrieval method proposed in this article. Experimental com-
parisons are based on the same access control policy and access
control request. Policy complexity refers to the number of
attribute key-value pairs contained in each rule in the policy.
/e complexity of the policy used in all experiments is 6.

5.1.PolicyPreprocessingTime. /e policy preprocessing time
is completed in the preparation phase of the access control
framework diagram in Figure 1, mainly deploying policy
attributes. /e policy preprocessing time of the policy re-
trieval method proposed in this paper refers to the time that
PAP adds binary identification, grouping, and coding to
each rule in the policy set. SG-PRM performs binary
identification of the policy in the policy preprocessing stage.
AG-PRM performs binary identification and grouping of
policies in the policy preprocessing stage. It can be seen from
Figure 5 that when the number of policies is set to 500, 1000,
1500, 2000, and 2500, the retrieval time of B–S-PRM, SG-
PRM, and AG-PRM policies all increases with the increase of
the number of policies. Among them, the policy

preprocessing time of the AG-PRM and SG-PRM policy
retrieval methods is relatively close and lower than that of
the B–S-PRM policy retrieval method. /is is because the

Input: AAR
Output: the decision
//: Binary identification and encoding of AAR

(1) Init(AAR.policy_groupbinary);
(2) Init(AAR.policy_code);
(3) for(i� 0;i<AAR.policy_groupbinary.size(); i++) do
(4) if(AAR[i]) exist then
(5) AAR.policy_groupbinary.setposition(p)� 1;
(6) end if
(7) end for
(8) for(j� 0; j<AAR.policy_code.size(); j++) do
(9) if(AAR[j].attrvale) exit then
(10) a� getposition(AAR[j].attrvale);
(11) AAR.policycode.setposition(a)� 1;
(12) end if
(13) end for

//policy retrieval
(14) for(k� 0; k<Group.size; k++) do//
(15) if (Group[k].groupbinary&AAR.groupbinary)� �Group[k].groupbinary) then
(16) for(g � 0; g<Group[k].size; g++) do
(17) if (Group[k].ruleset[g].policycode&AAR.policy_code� � (Group[k].ruleset[g].policycode) then
(18) Dodecide();
(19) break;
(20) end if;
(21) continue;
(22) end for;
(23) continue;
(24) end if
(25) end for

ALGORITHM 1: Policy retrieval algorithm based on binary identification.
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Figure 5: Policy preprocessing.
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policy retrieval method proposed in this paper adds a binary
encoding process to the first two policy retrieval methods.
However, the preprocessing of the attribute-based access

control strategy occurs in the preparation phase of the access
control system./erefore, the policy retrieval method in this
article does not affect the user’s real-time experience.
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Figure 6: Changes in policy evaluation time. (a) /e number of policies is 2000. (b) /e number of policies is 2500. (c) /e number of
policies is 3000.
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5.2. Policy Evaluation Time. Policy evaluation refers to the
completion of the PDP in the execution phase in Figure 1. It
mainly refers to the process of PDP retrieval in accordance
with the rules of the AAR. Figures 6(a)–6(c) show the change
of the policy evaluation time when the number of AARs
increases under the condition of different numbers of
policies./e policy complexity of this set of experiments is 6.
/e number of policies is 2000, 2500, and 3000, respectively.
SG-PRM performs a logical OR operation between the prefix
of the access control request and the prefix of the policy in
the policy retrieval phase, and the result of the operation is
consistent with the prefix of the policy and then matches
whether the attribute information matches. AG-PRM per-
forms attribute-based grouping of policy sets to reduce the
scope of policy retrieval. It can be seen from Figures 6(a)-
6(c) that under different access control policy conditions, as
the number of access control requests increases, the policy
evaluation time of these three policy retrieval methods
gradually increases. Among them, the policy evaluation time
of the strategy retrieval method (B–S-PRM) proposed in this
paper shows a downward trend as the number of policies
increases. When the number of strategies is 3000, the
evaluation time of the BS-PRM strategy is about half of that
when the number of strategies is 2000, and the fluctuation
range of the policy evaluation time is gradually reduced,
while the policy evaluation time of the other two policy
retrieval methods has not changed significantly. /e strategy
evaluation time of SG-PRM fluctuates between 4 and 32ms,
the policy evaluation time of AG-PRM fluctuates between 4
and 27ms, and the B–S-PRM fluctuates between 1 and 11. It
can be seen that the retrieval time of the policy retrieval
method proposed in this paper is more stable, and the policy
retrieval efficiency of B–S-PRM is about 3 times that of SG-
PRM and AG-PRM. /is shows that the policy retrieval
method proposed in this paper can be applied to high policy
environments.

5.3. Total Retrieval Time. /e total retrieval time based on
the attribute access control policy includes the time for PEP
to process AAR and the time for PDP to evaluate the policy.
As shown in Figures 7 and 8 , the total number of policies is
3000. /e complexity of this set of experimental policies is 6.
With the increase in the number of access control requests,
the processing time of the three policy retrieval methods for
access control requests has gradually increased and is close
to linear growth. /e processing time of the policy is all
milliseconds. Among them, the policy retrieval method
proposed in this paper takes about twice the processing time
of access control requests than SG-PRM and AG-PRM. /is
is because, in the process of access control, SG-PRM adds a
prefix to the access control request, BS-PRM needs to binary
code and identify the policy, and AG-PRM only needs to add
the group identification and prefix identification to the
access control request. However, it can be seen from Figure 8
that although the strategy retrieval method proposed in this
article has a slower processing time for AAR in PEP, its total
retrieval time has dropped significantly. Among them, the
policy retrieval efficiency of B–S-PRM is about 4 times that

of SG-PRM and 3.5 times that of AG-PRM. As the number
of access control requests increases, the policy retrieval
method proposed in this paper has more advantages and the
strategy retrieval time becomes more stable. Because when
the policy increases, unlike the other two policy retrieval
methods, the attribute access control policy retrieval method
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based on binary sequence does not traverse the attribute-
value pairs in the rule but chooses the appropriate grouping
to perform logical operations on the binary code in the
group./erefore, the retrieval efficiency is greatly improved.

To sum up, although the policy retrieval method pro-
posed in this paper takes longer than the other two policy
retrieval methods in policy preprocessing time, the policy
retrieval time is significantly shortened and the retrieval
efficiency advantage is obvious. With the increase of the
policy scale, the retrieval time of the policy retrieval method
proposed in this paper has not changed significantly. In the
deployment of attribute-based access control in cloud
computing and Internet of /ings environments, when a
user’s access control request comes, this method can shorten
the user’s waiting time and respond to the user’s access
control request in real time.

6. Conclusions

With the rise of cloud computing and Internet of /ings
technologies, today’s computing environment is becoming
more and more massive and dynamic, with a huge scale of
users and resources, and real-time changes in the access
environment of subject and object. ABAC is widely used as
an effective technology to protect object resources. Users
want to get the privilege to access object resources in a
relatively short time. However, the existing retrieval
methods based on attribute access control policies have
certain deficiencies when applied to large-scale data. To solve
this problem, this paper proposes an attribute access control
policy retrieval method based on the binary sequence. /is
method uses one-hot and dummy variable encoding
methods to perform binary identification and encoding of
AAR and policies and group the policies according to the
binary identification. AAR’s binary identification and group
binary identification perform a logical AND operation to
select groups that meet the requirements and filter out a
large number of irrelevant policies. /en, the binary code of
the AAR and the binary code of the rules in the group do
logical operations to select the appropriate rules, which
reduces the process of matching the attributes of the rules in
the policy set with the AAR attributes. /e experimental
results also verify that the policy retrieval method proposed
in this paper has lower policy retrieval time and higher
retrieval efficiency. [20]
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Due to the complexity of the social network server system, various system abnormalities may occur and in turn will lead to
subsequent system failures and information losses. )us, to monitor the system state and detect the system abnormalities are of
great importance. As the system log contains valuable information and records the system operating status and users’ behaviors,
log data in system abnormality detection and diagnosis can ensure system availability and reliability. )is paper discloses a log
analysis method based on deep learning for an intrusion detection system, which includes the following steps: preprocess the
acquired logs of different types in the target system; perform log analysis on the preprocessed logs using a clustering-based
method; then, encode the parsed log events into digital feature vectors; use LSTM-based neural network and log collect-based
clustering methods to learn the encoded logs to form warning information; lastly, trace the source of the warning information to
the corresponding component to determine the point of intrusion.)e paper finally implements the proposed intrusion detection
method in the server system, thereby improving the system’s security status.

1. Introduction

)e development and rise of social networks have changed
our way of life, realized the interconnection between
people, accelerated information dissemination speed, and
changed social communication. While enjoying the con-
venience that social networks bring to our lives, we also
need to protect information. If there is a social network
security issue, our personal information will be stolen. )e
data stored in social network servers and the services
provided are themselves potential targets for various at-
tacks. Due to their diversity and particularity, these attacks
may have disastrous consequences. In this context, social
network server security has become a major challenge, and
research in this area is also increasing. )e development of
various tools and mechanisms ensures that the safety level
is improved and meets modern life requirements. )ese
methods include the IDS (intrusion detection system). )e
IDS is a tool used to detect network attack attempts and is
used to identify abnormal activities and behaviors

designed to interfere with the normal operation of the
system [1].

Various logs are generated during the operation of the
host system. )e logs record the status of the computer
during operation and various operations performed by the
system. )ey are an excellent resource of information for
online data monitoring and anomaly data detection.
)erefore, the audit of system logs can be used as the host, an
essential means of anomaly detection. )ere are already
various security audit systems in the market, such as log
audit systems and IDS. )ese systems can implement log
collection, auditing, and abnormal behavior mining func-
tions [2]. However, in the actual use, due to the differences in
logs and the single backwardness of log auditing methods,
these systems are often only suitable for specific types of
hosts, and the abnormal behaviors that can be detected are
not comprehensive and accurate.

Data mining capabilities have been further improved
with AI and machine learning development, and research
results based on machine learning into log auditing continue
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to appear. However, for different host systems and processes,
the types of logs generated are inconsistent. Traditional
machine learning detection methods need to use different
feature extraction methods for different types of logs, and
users must have professional background knowledge to
better extract logs’ characteristic information. In reality, the
types and grammar of logs are constantly updated, and a
certain method cannot be directly applied to multiple sys-
tems, and it takes much workforce to update and match.)e
relatively advanced one is to use deep learning for anomaly
detection. )e increasing amount of system log data is
sufficient for the deep learning model to perform learning
processing. When the parameters are appropriate, there is
almost no need to extract features manually, and the deep
learning model can complete log detection well.

For this purpose, in this paper, we propose a log analysis
method based on deep learning and apply it in the IDS to
ensure the server’s security. Figure 1 shows the scenario of
attackers and defenders using the IDS. )e attackers on the
Internet will use various ways to intrude the social network
server and then leak the users’ privacy.)e IDSmonitors the
operating conditions of the social network servers in ac-
cordance with certain security policies and discovers as
much as possible various attack attempts, attack behaviors,
or attack results to ensure the confidentiality, integrity, and
availability of network system resources [3]. )e proposed
method in this paper will ensure the users’ privacy for the
social network. )is paper’s main work is to form a log
parser, build the feature extraction neural network, and
finally implement the IDS.

)e rest of this paper is organized as follows. Section 2
summarizes the related work and emphasizes log analysis
and AI methods. Section 3 proposes the deep learning
methods for the IDS. Section 4 shows the experiments and
results. Finally, Section 5 concludes the paper.

2. Related Works

2.1. Social Networks’ Security. )e social network is a
platform for human beings to transmit information and
conduct social conversations on the Internet. Many
researchers show that, with the rapid development of social
networks, the way of information exchange between
Internet users has also undergone tremendous changes,
and social networks play a more unceasingly important role
in people’s everyday life [4]. People can follow the latest
developments of friends and celebrities on Sina Weibo or
get other people’s attention by sharing information on
WeChat Moments. Social networks provide users with the
following main functions:

(1) Creating and sharing user information which is
public or semipublic within a certain scope

(2) Providing a list of users who can be contacted and
provide users with a communication platform

(3) Online chatting, making friends, video sharing,
blogs, online communities, music sharing, adding
comments, etc.

(4) Providing open interfaces for application plug-in
development

Simultaneously, social networks face increasingly serious
security threats and have become key targets of attacks on
the Internet. In order to actualize the purpose of information
exchange and public communication, people have the will
and capacity to put their information in public on various
social network websites [5]. Without privacy protection and
corresponding technical awareness, the safe use of social
network websites will not be guaranteed. Coupled with the
lack of relevant safety technology, laws, and regulations,
safety hazards have gradually become prominent. We must
attach great importance to the security of social networks
[6].

Statistics and research on international relevant state
departments of social networking security issues show as an
application in the form of a computer network, security
issues, social networks, and traditional computer network
security problems have many similarities [7]. However, due
to the openness of social networks, in addition to various
traditional network information security threats, such as
viruses, vulnerabilities, and Trojan horses, social networks
also need to face many attacks against their characteristics
[8]. It can be divided into three categories: user privacy and
data security risks associated with leak triggered, the pro-
liferation of spam and security risks caused by cyberattacks,
Internet rumors and public opinion network security
threats, and other security risks caused [9].

)e security solutions of social networking sites can be
implemented through appropriate technical means and
management measures, and the effects of different tech-
nologies or management on security protection are minimal.
)e technical methods are as follows [10]. 1. Identity the
authentication scheme. 2. Social network identity encryption
scheme. 3. Data security management. 4. )ey grouped data
access control. )e construction of social network security
management measures includes the following aspects: 1.
strengthen the construction of website security; 2.
strengthen users’ awareness of data protection; 3. strengthen
supervision of third parties; 4. strengthen legal supervision.

2.2. Deep Learning Algorithm for Security. Developments in
information technology have required newer and better
methods to analyze how these information systems work.
Various machine learning methods study the principles of
the device. Deep learning is treated as advanced technology
and widely deployed in multiple embranchments, including
pattern recognition, natural language processing, and net-
work security. Due to the corresponding increment in the
production of data, the ordinary machine learning methods
deployed in the field of cybersecurity are gradually unable to
work for intrusion detection in the network systems [11].
)erefore, the use of deep learning methods for big data
analysis is an innovation that attempts to study the patterns
of network connections to detect unauthorized access to
computer networks.

Primarily, the system operates according to known
principles, including two machine learning methods:
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probabilistic and deterministic [12]. )e deterministic ma-
chine learning method employs a small sample dataset and
analyzes them to find any regular pattern deviation. IT
experts will then evaluate this information and develop
models for classifying the data and processing the results.
Usually, the information in the model is compared with the
baseline. )erefore, any abnormal data beyond the average
level is deemed to be invasive [13].

Besides, the probabilistic method of machine learning
takes another big progress because it can evaluate the pat-
terns involved in the evaluation, and these patterns may not
be able to get rid of deterministic analysis [14]. )e whole
system depends on the cluster detecting any strange char-
acters related to the data. )e system depends on the un-
supervised operation, where the whole system operates
independently, generating the map, and ultimately analyzes
any abnormal behavior by the same machine, so this method
is more effective because the evaluation is conclusive. To be
precise, 90% of the problems can be solved by conservative
estimate [15].

Deep learning has also recently gained attention because
of its advantages. )is method is dynamic because the
system is predictable and can adapt to generated data. It is
worth noting that this method uses the output of the top-
down method and uses it as the input of the bottom-up
method [16]. )e model also uses linear models to extract
features, and these linear models are used as essential
functions of layers. )ese layers depend on each other to
form a more in-depth system architecture [17].

2.3. Security Application for the Intrusion Detection System.
Under the constant development of web technology, the web is
used more and more widely. )e frequency with which

malicious hackers attack a website is usually proportionate to
the websites’ value. Even if the website’s value is comparatively
insignificant, it will face malicious test attacks by “script
kiddies” or tests on various large-scale vulnerability scanners,
just like a saying in the security industry: “there are only two
kinds of people in the world, one knows that they have been
hacked, and the other I do not know if I was hacked” [18].

At this time, the log analysis of the website is critical. As
the role of the management manager, operation staff, and
maintenance technician of the website, if they are not on to
the real-time security status of the server, they will become
the type of “unknown whether they were hacked” and result
in losses. Of course, there is another situation where hacking
caused economic losses [19]. At this time, we will also
conduct log analysis and other emergency measures to try to
recover the loss. In short, two of the most direct and most
apparent purposes are to implement security log analysis.
Self-security events occur on the server to understand,
followed by an emergency analysis and evidence collection
[20].

)e development of deep learning technology has
promoted the progress of intrusion detection research. It can
use the hierarchical structure to achieve unsupervised
functional learning and data pattern classification. )e feature
extractors and classifiers can be integrated into a framework
without the need for security experts to extract features [21]
manually. Deep learning methods can efficaciously deal with
traffic data of the large-scale network. Compared with shallow
traditional machine learning methods, it has higher efficiency
and detection rate, but its training process is more complex,
and the model’s interpretability is poor.

At present, the IDS based on deep learning solves the
following problems: (1) the abnormal traffic data in the
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Figure 1: )e scenario of attackers and defenders using the IDS in the social network server.
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network is far less than the category imbalance problem of
normal traffic data [22]; (2) the network data volume is large,
the feature dimension increases, and the shallow machine
learning technology is challenging to match. Massive high-
dimensional data is detected, and it is challenging to extract
nonlinear features from the data [23]; (3) improve the al-
gorithm itself.

For the above problems, the current work is summarized
as follows: (1) if an imbalanced dataset is used to build an
intrusion detection model, it will seriously impact detection
accuracy. Two methods are usually used to solve the im-
balance problem in the data. )ey are a solution at the
algorithm level (cost function method) and a solution at the
data level (undersampling and oversampling methods) [24].
Some studies have used these two methods to deal with the
imbalance of data categories in the IDS, but most research
works have not considered the data imbalance. With the
emergence of GANs with strong generation capabilities in
recent years, new ideas have been provided to solve data
category imbalance. GAN can solve this problem by gen-
erating new data. )erefore, the problem of data category
imbalance is still currently studied as one of the hot issues
[25]. (2) Most deep learning algorithms such as AE, DBM,
DBN, LSTM, and CNN [26] have been used to solve this
problem. In the deep learning comparison experiments cited
in the article, it can be found that the detection accuracy of
deep learning methods is usually excellent Traditional
machine learning techniques, such as naive Bayes, decision
tree, random forest, and support vector machine [27], reflect
the effectiveness of deep learning detection methods [28].
However, some evaluation indicators such as the detection
accuracy of binary classification and multiclassification
problems based on deep learning IDS research still need to
be improved [29]. For example, based on the accuracy of the
multiclassification problem on the KDDTest + test set in the
NSL-KDD dataset, the accuracy is roughly in the range of
79%–85%, while the accuracy of the multiclass problem on
the KDDTest-21 test set is roughly 60%–69% [30]. Within
the scope, there is still room for improvement. (3) Some
studies have improved the deep learning algorithm to im-
prove the model detection ability, such as using the SVM to
replace the softmax function to improve the detection ability
of the GRU model [31] and using a genetic algorithm to
optimize the network structure of DBN [32].

3. System Description and Methodology

3.1. System Architecture. Each log line is generated by the
output statement of the source code. For example, the log
print statement of a process is printf (“accepted password for
%s from %s port %d ssh,” user, host, and port), and then,
during the running of the program, it may generate a log
sentence: “17 Nov 2020 19 :12 : 48 combo sshd (pam) [1241]:
accepted password for root from 10.21.234.33 port 8888 ssh.”
)e logs printed by a source code are of the same type, and
their codes are called log keys.

Adjacent or similar logs have a high degree of relevance.
A log often depends on the previous logs. When a log breaks
this logic, it means that an abnormal log execution path has

occurred. )us, we can regard the log execution sequence as
a multiclassification problem [33]. )e total number of log
keys is certain. We regard it as K. In the training phase, we
input the typical log execution sequence to generate a
multiclassifier model. In the testing phase, we input the
history of the most recent log key, and the output is the
probability distribution of a log key.When the error between
the sequence prediction result and the actual result is large,
we can consider the log to be abnormal.

Figure 2 describes the procedure of the IDS. )e input is
a sequence of log data, and the output is the probability
value. )e log parser will parse the log data into the ap-
propriate form and feed it to the neural network.

3.2. Principle of Log Parser. Logs can be divided into log keys
and log parameters. Wemust first separate the two and parse
the logs into the structure. )e complete process of parsing
logs is as follows (Algorithm 1).

3.3. Handling Feature Extraction. After the log parsing is
completed, we have obtained the structured log of the
system, but, at this time, the log key is only in the form of a
string, and the parameter list elements are also strings, which
cannot be directly used as the input of the deep learning
model, so we need to use it characterized as a feature vector
in the digital form. )e feature extraction process converts
the string into quantifiable numbers, thereby constructing a
feature vector matrix. We use two different characterization
methods for log keys and parameters due to their different
formation methods and expressive meanings. Figure 3
shows the flow chart of the feature extraction.

3.3.1. Log Key Encoding. Since the log is output by the
program’s code or process, the code is constant, so the type
of the output log is also constant, and the number is often
not very large. )erefore, for the log key, it is directly coded
using sequential numbers. For example, for log keys
K1, K2, andK3, we directly characterize them as
1, 2, and 3.

3.3.2. Log Parameter Encoding. Unlike the log type, the
parameter value is not generated by the template but dy-
namically generated according to the actual situation during
the system operation, so it often has great uncertainty. )e
string type of the parameter value will be many and various.
In many cases, the direct use of simple integer permutation
codes will cause the linear length to be too large.

My approach is to extract all parameter lists, perform
parameter preprocessing, and remove all punctuation marks
and special characters. Because these characters are not used
as criteria for parameter abnormalities, they may affect
characters’ accuracy. )en, all the parameter strings are
recomposed to form a token list, the tokenizer module under
the deep learning library Keras is used to process the strings,
and the fit_on_texts method is used to learn the text dic-
tionary, which is the mapping relationship between the
corresponding words and numbers. Statistics such as word
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Figure 2: )e flowchart of the IDS using LSTM.

Input: log input
Output: sequence output

(1) Initialization (log object, log template, line number list)
(2) Store all log objects to map
(3) Read log by STREAM
(4) Traverse the map to find the largest common subsequence
(5) if matching object is found then
(6) GOTO Line 11
(7) else
(8) GOTO Line 10
(9) end if
(10) Initialize the line of log into the list map
(11) Update the line log
(12) Update the template
(13) GOTO Line 3

ALGORITHM 1: Log parser.

Log key Log parameter

Sequential order assignment
Remove punctuation and 

symbol 

fit_on_texts

texts_to_sequences

Feature vector

17 November, 2020 19:12:48 combo sshd (pam)[1241]:
accepted password for root from 10.21.234.33 port 8888 ssh

Figure 3: )e flow chart illustrates the procedure of feature extraction.
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frequency of parameter values. )en use the
texts_to_sequences function of the text.Tokenizer module to
convert the parameter text to a number, and use 0 to pad
sequences of different lengths to the same length.

3.4. Anomaly Detection Scheme. Given a small number of
regular log key sequences, and then, input the LSTM model
for training. A detection model is obtained. When the
system is running normally, the log sequence generated by
the system is collected, a log key sequence is obtained after
log analysis and feature extraction, and then the LSTM
model is used to predict the possibility of a log key after the
sequence. )e next log in the situation has a greater
probability of probability distribution; then, this log is
considered a regular log. Otherwise, it is judged to be
abnormal.

LSTM is a special type of RNN to avoid long-term
dependence through deliberate design. Storing information
for a long time is the default behavior of LSTM. All recurrent
neural networks have chain repeating modules of neural
networks. Different from the single neural network layer of
RNN, there are four network layers in LSTM, and they
interact in a very special way [34]. )e LSTM core unit
function process is shown in Figure 4, and the whole steps of
the process are described as follows (Algorithm 2).

)e first step of LSTM is to select what information to
abandon from the cell state. )is decision is made by the
S-shaped network layer called the “forget gate layer.” It
receives ht−1 and xt, and the output value is between 0 and 1
for each number in the cell state Ct−1. 1 means “accept this
completely,” and 0 means “ignore this completely:”

ft � σ Wf · ht−1, xt  + bf . (1)

)enext step is to determine which information needs to
be stored in the cell state. )is is divided into two parts. In
the first part, an S-shaped network layer called the “input
gate layer” determines which information needs to be
updated. In the second part, a tanh network layer creates a
new candidate value vector-Ct, which can be used to add to
the cell state. In the next step, we combine the above two
parts to generate an update to the state:

it � σ Wi · ht−1, xt  + bi( ,

Ct � tanh WC · ht−1, xt  + bC( .
(2)

Now, update the old cell state Ct−1 to Ct. )e previous
steps have already decided what to do, and we just need to do
it. We multiply the old state by ft to forget what we decided
to forget. )en, we add it ∗ Ct, which is the new candidate
value, which is scaled proportionally according to the
updated value we decide for each state:

Ct � ft ∗Ct−1 + it ∗ Ct. (3)

Finally, we need to calculate the output value.)e output
depends on our cell state, but will be a “filtered” version.
Firstly, we run the S-shaped network layer to determine
which parts of the cell state can be output.)en, we input the

cell state into tanh (adjust the value between −1 and 1) and
multiply it with the output value of the S-shaped network
layer so that we can output the points we want to output:

ot � σ Wo ht−1, xt  + bo( ,

ht � ot ∗ tanh Ct( .
(4)

In the training phase, the model needs to find an ap-
propriate weight distribution so that the ultimate output
data of the LSTM sequence generates the required labels and
outputs it along with the input in the training dataset. In the
training procedure phase, each input and output use the
gradient descent method to find the minimum loss to update
these parameters’ weights. )e input is a log sequence, and
the output is the log key value immediately following this log
sequence. In training, the loss function used by the log key is
categorical cross-entropy loss, and the parameter uses the
mean square loss to measure the error.

In the detection stage, we use a layer containing x LSTM
blocks to predict the output of an input sequence w and add
each log key of w to the LSTM block corresponding to this
layer. We use multiple hidden layers, and the previous
hidden state will be used as the input in the next layer’s core
blocks, turning the model into a deep neural network, and
the input layer will come from all log key types K. )e n logs
are encoded as one-hot vectors. )e output layer uses a
standard polynomial logistic function (standard multino-
mial logistic function) to convert the output into a proba-
bility distribution function. When the model predicted log
key and the actual log key have an enormous difference,
which exceeds the threshold we defined, it is determined that
the log has an abnormal execution path.

)e model architecture of anomaly detection based on
the LSTM is shown in Figure 5. )e figure’s top shows an
LSTM module, and the repeated LSTM blocks make up the
entire architecture. Each LSTMmodule will record a state as
a fixed-dimensional vector. )e LSTM module’s state from
the previous time step and its external input St−i will be used
as the next LSTM module’s input to calculate the new state
and output. )is method ensures that the log information in
the log sequence can be passed to the next in an LSTM block
[35].

Figure 4 shows a sequence of the core blocks that form an
expanded form of the cyclic pattern. Each block retains a
hidden state Ht − i and a state vector Ct−i, both of which are
transferred to the next block, thus initializing its state. For
each log key data in the input sequence w, we use an LSTM
core block. )erefore, a layer is composed of h-expanded
LSTM core blocks. In an LSTM core block, the input mt−i

and the output Ht−i−1 of the previous block can be
determined:

)e degree to which the previous unit state Ct−i−1 is
retained in the state Ct−i

How the current layer input and previous layer output
affects the state

)e establishment of the output Ht−i
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LSTM is determined to use a combination of gate
functions. )ese functions resolve the state by influencing
the state reserved by the previous LSTM block, the previous
block’s output information, and the current block’s input
information flow. A set will learn the parameters of each gate
of weights.

4. Result and Analysis

To solve the security problem of social network servers, we
propose an IDS based on log analysis. )e proposed method
in this paper is composed of log analysis, feature extraction,
and classification detection. )e feature extraction part uses

⊙ ⊙

⊙

Input gate Output gate

Cell

Forдet gateft

Ct

it Ot

Siдmoid Siдmoidxt ht

Figure 4: )e function process of the LSTM core unit.

Input: input sequence
Output: prediction

(1) while BatchNotFinished do
(2) InitializeParameters(normal_log, sequence_window, num_layers, hidden_size)
(3) Connect the previous hidden state with the current input −>combine
(4) Put the combineinto forget layer, DELETE irrelevant data
(5) Create a candidate layer using combine<−cell state
(6) combine − >input layer, decide candidate layer data
(7) Calculate the vector using forget, candidate and input layers
(8) Calculate the current output
(9) Update the new hidden state
(10) end while
(11) Output the prediction

ALGORITHM 2: Anomaly detection.
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Figure 5: )e detection model using LSTM.
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the LSTM neural network so that the IDS can better extract
the feature information hidden in the log and achieve better
detection results. )is section will analyze the dataset,
evaluation method, and experimental results.

)e HDFS audit log (audit log) reflects the user operations
on HDFS. )e detailed information includes the operation’s
success or failure, user name, client address, operation com-
mand, and operation directory. For each user’s operation, the
NameNode will organize the information in the form of key-
value pairs into a log in a fixed format and then record it in the
audit.log file. )rough the audit log, we can view various
operating conditions of HDFS in real time, track various
misoperations, and do some indicator monitoring.

)e dataset uses the public HDFS log dataset. )e HDFS
data contains 11,175,629 log messages, which are Hadoop
logs collected from the Amazon EC2 platform, and are
marked as normal or abnormal by experts in the relevant
field [36]. )e parsed dataset is shown in Table 1.

4.1. Numerical Standardization. First, calculate the average
value and average absolute error of each attribute:

xk �
1
n



n

i�1
xik,

SA �

��������������

1
n



n

i�1
xik − xk)

2
.


 (5)

)ereinto, xk stands for the average value of the attribute
k, Sk stands for the average absolute error of the attribute k,
and xik stands for the attribute k of the record i. )en,
standardize each data record:

Zit �
xit − xi

St

. (6)

)ereinto, Zik stands for the attribute k of the record i

after standardization.

4.2. Numerical Normalization. Normalize each value after
standardization to the section [0, 1]:

x
∗

�
x − xmin

xmax − xmin
. (7)

)ereinto, xmax stands for the maximum value of the
sample data, and xmin stands for the minimum value [37].

4.3. TF-IDF TermWeighting. In the large text corpus, some
words appear very many, and they carry a small amount of
information. We cannot directly use these words’ frequency
in the classifier, which will reduce the terms that we are
interested in, but the frequency is minimal. We need to
further re-weight the feature frequency of the feature into a
floating-point number to facilitate the classifier’s use. )is
step is completed by TF-IDF conversion [38].

If a word is more common, the denominator is larger,
and the inverse document frequency is smaller and closer to

0. )e reason for adding 1 to the denominator is to avoid the
denominator being 0 (that is, all documents do not contain
the word). )e operator log means taking the logarithm of
the obtained value:

tf ij �
ni,j

knk,j

,

idf i � log
|D|

j: ti ∈ dj 



.

(8)

A high word frequency in a particular document and a
low word frequency in the entire document collection can
produce a high-weight TF-IDF. )erefore, TF-IDF tends to
sift through universal words and keep meaningful words.
)at is, TF-IDF is actually tf ∗ idf .

4.4. Word2Vec. )e training process of word2vec is to train
an external neural network to map each word in the training
set to a vector space of a specified dimension [39].

)e basic unit of word2vec vectorization is words. Each
word is mapped to a vector of a specified dimension, and all
words form a word sequence (sentence) to become a vector
matrix (the number of words x in the specified word2vec
embedding dimension). However, the input required by the
machine learning algorithm is a one-dimensional tensor.
)erefore, we also need to perform feature processing using
the word vector table to perform feature encoding on the
original corpus via the TF-IDF method.

Precision and Recall rate are used in this paper as
indicators:

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
.

(9)

TP. True Positive relates to the num of correctly
classified as malicious
TN. True Negative relates to the num of correctly
classified as benign
FP. False Positive relates to the num of mistakenly
classified as malicious
FN. False Negative relates to the num of mistakenly
classified as benign

F1 − Score �
2∗Precision∗Recall
Precision + Recall

. (10)

)eF1 − score is defined as the weighted harmonic mean
of the test’s precision and recall [40]. )e calculation of the
F1 − score takes into account the precision and recall of the
test. )e precision, also known as a positive predictive value,
is the proportion of positive results that really indicate a
positive. )e recall rate (also called sensitivity) is the ability
to test to identify a positive result to correctly obtain an
accurate positive rate. )e F1 − score can reach the best
value, that is, the precision and recall rate are 1. )e worst
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F1 − score means that the lowest precision and lowest recall
rate should be 0.

)e test environment is shown in Table 2, and the pa-
rameters’ description is shown in Table 3.

)e parameter normal_log and sequence_window rep-
resent the sensitivity of the IDS, and the adjustment of these
two parameters is the core mission of the experiment. )e
parameter num_layers and hidden_size reflect the perfor-
mance of the IDS, and the adjustment should both consider
the effect and overhead. )e following parameter values
normal_log � 10, sequence_window � 10, num_layers � 2,
and hidden_size � 64 are used by default to train the deep
learning model. normal_log represents the range of normal
conditions in the prediction output (the threshold of the
normal logs), sequence_window is the sequence window
size, and num_layers and hidden_size represent the number
of hidden layers and the size of hidden layers in the LSTM
model. Each of the four parameters will be adjusted in these
experiments; with the target parameter’s adjustment, the
other three parameters will remain in the default value. To
evaluate the model, the F1 − score and the all-around per-
formance should be concerned. Increasing the value of
sequence_window, num_layers, or hidden_size will increase
the model’s complexity, increasing the training cycle and
system overhead. Variable adjustments are taken as the
parameters, and the results are as follows.

In Figure 6, the compared parameter is the normal_log,
which refers to the several top numbers of the prediction
output sequence.)e range of this parameter chooses from 6
to 12 because the performance will be deficient when the
value is under 6, and the overhead will be high when the
value is above 12. It can be concluded from the figure when
the parameter is 11, the F1 − score reaches the highest point
and slightly decreases when the parameter is over 11. In
Figure 7, the compared parameter is the size of the
sequence_window, which refers to the length of the input
sequence, )e range of this parameter chooses from 6 to 13

for the reason of the efficiency and cost. In the experiment,
the F1 − score is both at a high point when the parameter is 9
and 13. However, the precision and recall are closer when the
parameter is 13. )erefore, the sequence_window value
should be 13.

In Figure 8, the compared parameter is the amount of the
hidden layers (num_layers), which relates to the increase of
the neural network’s resolution and complexity.)e range of
this parameter chooses from 1 to 5 concerning the balancing
of the profit and cost. It can be concluded from the figure
that the F1 − score and the performance of the model be-
come more balanced when the parameter is 2. In Figure 9,
the compared parameter is the size of each hidden layer
(hidden_size), which represents the amount of the node
units in the hidden layer. )e value of this parameter is
according to the convergence, scale of the input and output
layer, and the training samples. Here, we tested from 16 to
512 nodes of each hidden layer, and the figure indicates that
the F1 − score has already reached a higher point when the
value of this parameter is 64. And, when the parameter
increases from 64, the indicator does not vary much, but the
overhead of the system increases obviously.)us, it comes to
the conclusion that the parameter should be 64 in this
experiment.

In conclusion, the model achieves the best performance
when normal_log � 11, sequence_window � 13, num_layers
� 2, and hidden_size � 64.)e further comparative study
showed that the proposed method has better performance
than other deep learning algorithms and traditional machine
learning algorithms. )is paper selects MLP [41], RBM [42],
SVM [43], and naive Bayes algorithms [44] for comparative
analysis, uses comprehensive F1-score indicators for com-
parison, and uses training samples of different magnitudes.
As shown in Figure 10, the algorithm proposed in this paper
achieves a more accurate recognition rate than traditional
machine learning algorithms and has better results than
ordinary deep learning algorithms.

Table 1: Parsed log structure.

Type Data
Date 17 November, 2020, 19 :12 : 48
Module Combo
Process sshd (pam)[1241]
Log content Accepted password for root from 10.21.234.33 port 8888 ssh
Log key Accepted password for ∗ from ∗ port ∗ ssh
Parameter list (“root,” “10.21.234.33,” “8888”)

Table 2: Hardware and software environment.

No. Type Description
1 OS and version Ubuntu 20.04
2 Experiment platform Tensorflow 2.0
3 CPU Intel Core-i7 9700K
4 Units of CPU 8 cores 8 threads
5 Memory DDR4 32GB
6 Graphics card GTX1070 8GB
7 Storage 2 TB Nvme SSD

Security and Communication Networks 9
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Figure 6: Scores with normal_log variation.
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Figure 7: Scores with sequence_window variation.

Table 3: Parameters’ description.

No. Parameter Description Adjustment range
1 normal_log )e threshold of the normal logs 6–13
2 sequence_window )e detection window size 6–13
3 num_layers )e number of hidden layers 1–6
4 hidden_size )e number of memory units 32–512
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5. Conclusion and Future Works

Social networking sites are often faced with server security
risks. )e exposure of social network servers to the ubiq-
uitous Internet environment leaves massive attacks every-
where. Applying deep learning-based log analysis methods,
IDSs can detect potential cyber-attacks and prevent the
social network server from being unsecured. )is paper first
analyzes the features of social network servers and sum-
marizes the security issues existing in social network servers.
Afterwards, the solution to the security issue was discussed,
and the social network website server security protection was
selected as the entry point, and the existing protection so-
lutions were summarized. After comparing and analyzing
the advantages and disadvantages, a log detection scheme
based on deep learning is proposed to protect social network
servers.

In this paper, a security log analysis method based on the
IDS is proposed by using deep learning algorithms. )e
proposed IDS has three parts: log parser, feature extraction,
and anomaly detection. )e log analysis method combines
deep learning algorithms with traditional black and white
lists, rule matching, and statistical strategies to complement
each other’s advantages. Traditional analysis methods have
good identification capabilities for known and common
attack behaviors, while deep learning algorithms have an
adaptive ability to detect unknown and new attack behaviors
and distinguish different types of attacks. )e performance
of deep learning is better, and the overhead is lower. In the
experiments, the proposed method is proved to have a
significant improvement on the detection capabilities, which
has a preferable f1 − score than other comparative methods.
Nevertheless, this paper mainly focuses on classical datasets
and algorithms but has not made further comparisons with
new datasets and algorithms. More datasets and algorithms
will be employed in the future work to conduct experiments,
and the proposed scheme will be optimized.

Data Availability

)e HDFS data used to support the findings of this study
have been deposited in the Wei Xu repository (https://
github.com/logpai/loghub/tree/master/HDFS).
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[35] M. Sundermeyer, R. Schlüter, and H. Ney, “LSTM neural
networks for language modeling,” in Proceedings of the
?irteenth annual conference of the international speech
communication association, Portland, OR, USA, September
2012.

[36] W. Xu, L. Huang, A. Fox, D. Patterson, and M. I. Jordan,
“Detecting large-scale system problems by mining console
logs,” in Proceedings of the ACM SIGOPS 22nd symposium on
Operating systems principles, pp. 117–132, Big Sky, MT, USA,
October 2009.

[37] M. Zhong, Y. Zhou, and G. Chen, “Sequential model based
intrusion detection system for IoTservers using deep learning
methods,” Sensors, vol. 21, 2021.

[38] J. Ramos, “Using tf-idf to determine word relevance in
document queries,” in Proceedings of the first instructional
conference on machine learning, pp. 133–142, Washington
D.C., USA, August 2003.

[39] Y. Goldberg and O. Levy, “Word2vec explained: deriving
Mikolov et al.’s negative-sampling word-embeddingmethod,”
2014, https://arxiv.org/abs/1402.3722.

[40] R. Joshi, “Accuracy, precision, recall & f1 score: interpretation
of performance measures,” 2016.

[41] P. Barapatre, N. Tarapore, S. Pukale, and M. Dhore, “Training
MLP neural network to reduce false alerts in IDS,” in Pro-
ceedings of the 2008 International Conference on Computing,
Communication and Networking, pp. 1–7, Dalian, China, July
2008.

[42] M. Mayuranathan, M. Murugan, and V. Dhanakoti, “Best
features based intrusion detection system by RBM model for
detecting DDoS in cloud environment,” Journal of Ambient
Intelligence and Humanized Computing, vol. 23, pp. 1–11,
2019.

[43] J. Wang, X. Hong, R. R. Ren, and T. H. Li, “A real-time
intrusion detection system based on PSO-SVM,” in Pro-
ceedings of the 2009 International Workshop on Information
Security and Application (IWISA 2009), p. 319, Busan, Korea,
August 2009.

[44] S. Mukherjee and N. Sharma, “Intrusion detection using naive
bayes classifier with feature reduction,” Procedia Technology,
vol. 4, pp. 119–128, 2012.

Security and Communication Networks 13

https://arxiv.org/abs/1402.3722


Research Article
Towards Revealing Parallel Adversarial Attack on Politician
Socialnet of Graph Structure

Yunzhe Tian ,1 Jiqiang Liu ,1 Endong Tong ,1 Wenjia Niu ,1 Liang Chang ,2

Qi Alfred Chen ,3 Gang Li ,4 and Wei Wang 1

1Beijing Key Laboratory of Security and Privacy in Intelligent Transportation, Beijing Jiaotong University, Beijing, China
2Guangxi Key Laboratory of Trusted Software, Guilin University of Electronic Technology, Guilin, China
3University of California, Irvine, CA, USA
4Australia Centre for Cyber Security Research and Innovation, Deakin University, Geelong, Australia

Correspondence should be addressed to Endong Tong; edtong@bjtu.edu.cn and Wenjia Niu; niuwj@bjtu.edu.cn

Received 16 October 2020; Revised 25 January 2021; Accepted 26 February 2021; Published 9 March 2021

Academic Editor: Zhe-Li Liu

Copyright © 2021 Yunzhe Tian et al. /is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Socialnet becomes an important component in real life, drawing a lot of study issues of security and safety. Recently, for the
features of graph structure in socialnet, adversarial attacks on node classification are exposed, and automatic attack methods such
as fast gradient attack (FGA) and NETTACK are developed for per-node attacks, which can be utilized for multinode attacks in a
sequential way. However, due to the overlook of perturbation influence between different per-node attacks, the above sequential
method does not guarantee a global attack success rate for all target nodes, under a fixed budget of perturbation. In this paper, we
propose a parallel adversarial attack framework on node classification. We redesign new loss function and objective function for
nonconstraint and constraint perturbations, respectively. /rough constructing intersection and supplement mechanisms of
perturbations, we then integrate node filtering-based P-FGA and P-NETTACK in a unified framework, finally realizing parallel
adversarial attacks. Experiments on politician socialnet dataset Polblogs with detailed analysis are conducted to show the ef-
fectiveness of our approach.

1. Introduction

With the development of Internet and IT technology, an
emerging cyber space [1], which refers to the global network
of interdependent information technology infrastructures,
telecommunications networks, and computer processing
systems, is covering most aspects of our daily life nowadays.
In such space, as a highly important and detailed repre-
sentation, various emerging social networks (e.g., Facebook,
Twitter, WeChat, and TikTok) are greatly pushing the new
revolution of network interconnection and interdepen-
dence, as well as the social relations and information
propagation [2, 3].

Social network is called socialnet in short. Due to the
popularity, billions of socialnet users share their personal
data and connect with friends and family through various
devices and applications. Since the socialnet can be

abstracted to a simple kind of graph with features of nodes
and edges, many researchers have contributed their efforts to
study socialnet and corresponding services based on graph-
and workflow-related approaches [4–8]. One of the most
frequently applied tasks on graph data is node classification,
the goal of which is to predict the labels of the remaining
nodes when given a single large graph and the class labels of
a few nodes [9]. For example, we can utilize node classifi-
cation to predict the political labels of politician such as
Liberals and Conservatives, according to their socialnet
interactions.

For node classification in recent years, the graph con-
volutional network (GCN) [10, 11], a kind of graph neural
network (GNN) [12, 13] based on deep learning, has shown a
great potential. Unfortunately, such GCN also opens a new
door for cyber attacks. Adversarial attacks against GCN are
discovered, through few edge perturbations of addition or
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deletion, and they are uneasy to notice [14]. Furthermore,
automatic attack methods are developed to explore effective
perturbations including constraint and nonconstraint per-
turbations. Constraint perturbation refers to the edge per-
turbation satisfying specific requirements such as node
degree distribution of graph [15]. Nonconstraint perturba-
tion means a free perturbation. Accordingly, fast gradient
attack (FGA) [16] and NETTACK [17] are typical non-
constraint and constraint methods, respectively. /e above
methods enable per-node attacks, as well as multinode at-
tacks in a sequential way. However, due to the overlook of
perturbation influence between different per-node attacks,
the above sequential method does not guarantee a global
attack success rate for all target nodes, under a fixed budget
of perturbation. Figure 1 shows the differences between
sequential and parallel attacks in a motivating example. For
the No. 1, 2, and 3 nodes, the attack goal is to change their
class labels through changing graph structure with pertur-
bations, including edge addition and edge deletion. We can
see that, due to removing the edges from efforts of edge
addition in attack of No. 1 node, No. 2 and No. 3 node
attacks of sequential attack waste edges perturbations and
cause No. 1 node attack to fail with a global attack success
rate of 2/3, while the parallel attack considers perturbation
influence and has a higher attack success rate with a lower
budget.

In this work, we are the first to performmultinode attack
in a parallel way by integrating two methods P-FGA and
P-NETTACK in a unified attack framework. Based on
nonconstraint FGA, we redesign a new loss function in
P-FGA, which employs CW-loss [18] to replace CE-loss. For
P-NETTACK, we utilize the maximum sum of surrogate loss
as new objective function to support parallel attack.
Moreover, we apply a node filtering mechanism to
P-NETTACK and P-FGA, which filters out those nodes that
are successfully attacked from target node set. After
extracting common perturbations, we also provide a random
supplement of perturbations to fill the budget.

We experiment on politician socialnet dataset Polblogs [19]
of 1222 nodes and 16714 edges, showing the effectiveness of our
approach. We find that our approach can achieve a high attack
success rate (ASR) of 71.5% at the lowest perturbation budget of
1/5 dsum (dsum is the sum of the degrees of all target nodes), that
is over 15% higher than that of NETTACKor FGA, still keeping
a satisfied test statistic of 0.005. /e filtering mechanism can
greatly improve ASR, with nearly 20% average increment. We
summarize our contributions as follows:

(1) We give the very first attempt to propose amultinode
parallel adversarial attack framework on node clas-
sification in socialnet of graph structure, based on
considering perturbation influence between per-
node attacks.

(2) Node filtering-based nonconstraint P-FGA and
node filtering-based constraint P-NETTACK are
proposed, and we integrate them into a unified
multinode parallel attack framework, through
constructing intersection and supplement mech-
anisms of perturbation.

(3) We evaluate our approach empirically on real dataset
of politician socialnet Polblogs. Based on parallel
attacking on the graph of 1222 nodes and 16714
edges, we reveal and verify the effectiveness of our
approach compared to sequential attacks in terms of
attack strength and attack stealthiness.

/e rest of the paper is structured as follows: Section 2
introduces the preliminaries and problem definition. Section
3 proposes a multinode parallel attack framework. Section 4
reports our experiments and evaluations on the politician
socialnet dataset Polblogs. In Section 5, we discuss the re-
lated works. Finally, Section 6 concludes the work of this
paper.

2. Preliminaries and Problem Definition

2.1. Graph Structure of Socialnet. In real socialnet, one
person can have an interaction with others by operations like
the following: commenting, reposting, etc. Such interaction
can be quantified and qualified, varying from different
measurements. For simplicity, we assume that we just use an
undirected unweighted edge to denote an interaction exis-
tence, constructing graph structure of socialnet (See Fig-
ure 2). Moreover, we simply assume that one node only has
one classification label, and we do not focus onmultiple free-
label user profile or granularity-based hierarchical user
profile [20] in attack scenarios of this paper. /us, for a
socialnet graph, we have a triple G � (V, C,A) including
node set V, label set C, and adjacent matrix A, in which
V � v1, v2, . . . , vn , C � c1, c2, . . . , cn  (|V| � |C| � n), and
A is shown as follows:

A �

a11 · · · a1n

⋮ ⋱ ⋮

an1 · · · ann

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, aij ∈ 0, 1{ }. (1)

2.2. GraphConvolutional Network. As a kind of GNN, GCN
is an extremely powerful neural network architecture for
deep learning on graphs to produce useful feature repre-
sentations of nodes in networks. Given a G � (V, C,A), we
can partially delete some node’s label (ci � null) to obtain a
new G′ � (V, C′,A). /e goal of node classification is to
learn a function Z, which maps each node v ∈ V to one class
(| ci � null |�0).

We use a two-layer GCN to approximate the function Z:

Z � fθ(A,X) � softmax Aσ AXW(1)
 W(2)

  , (2)

where A � D− (1/2) A D− (1/2), A � A + IN is the adjacent
matrix A of the input graph G′ with self-loops added via the
identity matrix IN, Dii � jaij is the degree matrix of A, and
X is a matrix of node feature vectors. For the graph whose
nodes do not have feature attributes, X can be set to an
identity matrix IN. W(1) and W(2) are the trainable weight
matrices of the first and second layers, respectively, and σ(·)

is a ReLU activation function. For the semisupervised node
classification, the optimal parameters θ � W(1),W(2)  are
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learnt by minimizing the cross-entropy loss over all labeled
examples:

L(θ;A,X) � − 
v∈Vl

ln Zv,cv , (3)

where Vl ⊆V is the set of nodes with labels, namely, training
set, cv is the given true label of node v, and Zv,cv

is the
probability of assigning class cv to node v.

2.3. ProblemDefinition. Given the attack target set Vt ⊆V in
G′ and perturbation budgetΔ, multinode attack onGCN can
be regarded as the following optimization problem:

A∗ � argmax
A∗


v∈Vt

sign max
c≠cv

Zv,c − Zv,cv
  , (4)

s.t.

u<v

auv − a
∗
uv


≤Δ, (5)

u ∈ Vt∨v ∈ Vt, where a
∗
uv ≠ auv, (6)

where max
c≠cv

Zv,c − Zv,cv
> 0, sign(·) � 1, else sign(·) � 0.

Formula (4) shows the objective function, aiming to find
the optimal adjacent matrix. When the sum of misclassifi-
cation for all target nodes is maximum, it means a most
successful multinode attack. Formulas (5) and (6) show the
constraints that should be satisfied. Formula (5) requires that
the number of edge perturbations be no more than Δ (a
predefined constant). Formula (6) has the constraint that
any edge perturbation must be linked to a target attack node.

3. Multinode Parallel Attack Framework

Our multinode parallel attack framework is shown in Fig-
ure 3. Firstly, given an original graph G′ � (V, C′,A) as

defined in Section 2.1, we train a GCN for node classification
task, and we obtain C, in which all nodes are labeled with
prediction, and record G into testing result as ground truth.
/en, given a target node set Vt ⊆V, we utilize P-FGA and
P-NETTACK to perturb the original graph, attacking target
nodes in Vt. In each iteration of nonconstraint P-FGA
method, based onGCN-gradient information of the adjacent
matrix A, we select the pair of nodes (vi, vj) of maximum
absolute value of gradient to perform perturbation (edge
deletion or edge addition), generating a new adversarial
graph Gadv

P− FGA by the generator. In each iteration of con-
straint P-NETTACK, to ensure keeping the perturbations
unnoticeable and preserving the important structural
characteristics, we firstly compute the candidate perturba-
tion set Cpert to ensure the similar node degree distribution
after perturbation execution. /en, according to our rede-
signed objective function, from candidate perturbation set,
we greedily select the optimal perturbation (vm, vn), which
obtains the highest objective score, generating a new
adversarial graph Gadv

P− NETTACK by the generator.
In the filtering mechanism, after each perturbation of

P-FGA or P-NETTACK, the new predicted labels should be
compared with the testing result to determine the attack
effect. For those nodes that are successfully attacked, such
mechanism filters them out from target node set Vt to form a
new target node set Vt

′, ignoring those nodes in the next
gradient/objective function computation and perturbation
selection. Such process is repeated until the perturbation
budget Δ is reached. DP− FGA and DP− NETTACK are pertur-
bation sets based on P-FGA and P-NETTACK, respectively.
To integrate DP− FGA and DP− NETTACK and generate unified
perturbations, we provide an intersection mechanism to
extract common perturbations and a perturbation supple-
ment mechanism to fill the perturbation budget Δ. Finally,
the integrated perturbation set Dcomb is used to realize ef-
fective multinode parallel adversarial attacks.

Attack success rate = 2/3
Edge perturbations = 6

Attack success rate = 3/3
Edge perturbations = 4

Sequential attack 

Parallel attack

Edge removal
Edge addition

No. 1 node attack
by two edge additions

No. 2 node attack
by one edge removal

and one edge addition 

No.3 node attack
by one edge removal

and one edge addition

Class 1 node
Class 2 node

3 2

1

3 2

1

3 2

1

3 2

1

3 2

1
3 2

1

Figure 1: Differences between sequential and parallel attacks in a motivating example.
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3.1. P-FGA Method. In our P-FGA, to adapt to the multi-
node attack, we redesign a new loss function Lmulti for attack
target set Vt, which employs CW-loss [18] to replace CE-loss
and takes all target nodes into consideration (see equation
(7)).

Lmulti � 
v∈Vt

max
c≠cv

ln Zv,c − ln Zv,cv
  . (7)

Following the gradient-based idea of original FGA, based
on the new loss function Lmulti for multinode attack, we
firstly calculate the partial derivatives with respect to the
element aij of adjacency matrix A and further obtain gra-
dient matrix GM, and its element gij can be calculated by

gij �
zLmulti

zaij

. (8)

Considering that the adjacency matrix is symmetric and
its gradient matrix should also be symmetric, thus, we have

ĝij � ĝji �

gij + gji

2
, i≠ j,

0, i � j,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

gij � ĝij × − 2 · aij + 1  ,

(9)

where gij forms GM. A bigger value of multinode loss
function Lmulti corresponds to worse prediction results for the
target nodes inVt. And edge perturbations along the direction
of the gradient can make the loss increase more faster locally.
/at is, for a positive gradient gij, adding the edge between
the pair of nodes (vi, vj) can increase the loss. Similarly, for a
negative gradient gij, deleting the edge also increases the loss.

However, since the adjacent matrix A is binary discrete
and aij ∈ 0, 1{ }, not all edges can be perturbed along the
direction of the gradient. For example, for a pair of nodes
(vi, vj) who have positive/negative gradient (i.e.,
(gij > 0/gij < 0)) and meanwhile are connected/discon-
nected (i.e., (aij � 1/aij � 0)), we cannot further add/delete
the edge along the direction of the gradient. /us, we design
equation (9); for a positive gradient gij, when aij � 0, gij is
positive; when aij � 1, gij is negative. Similarly, for a neg-
ative gradient gij, when aij � 1, gij is positive; when aij � 0,
gij is negative. Only the positive gij enables the addition/
deletion of the edge along the direction of the gradient./en,
for edge addition or deletion, we pick the optimal edge
(vm, vn), vm ∈ Vt ∨ vn ∈ Vt, with the maximum gmn, and the
adjacent matrix A is updated to A′ by changing the cor-
responding value (amn and anm) to a different binary value
(see equation (10)).

amn
′ � anm
′ � 1 − amn. (10)

/e pseudocode for P-FGA is given in Algorithm 1.

3.2. P-NETTACK Method. In constraint P-NETTACK, we
use test statistic Λ(G′, Gadv) to determine whether our
generated adversarial graph Gadv � (V, C′,A′) and original

graphG′ � (V, C′,A) have similar node degree distribution
of pow-law distribution p(x)∝ x− α, in which p(x) denotes
the probability of certain degree x, and α refers to scaling
parameter. /e test statistic Λ can be calculated based on the
following formulas.

αG � 1 + DG′


 · 
di ∈ DG′

log
di

dmin − (1/2)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦

− 1

, (11)

l DG′(  � DG′


 · log αG′ + DG


 · αG′ · log dmin

+ αG′ + 1(  
di∈DG
′

log di, (12)

Λ G′, G
adv

  � − 2 · l DG′
⋃

DGadv  + 2 · l DG′(  + l DGadv(  .

(13)

In equation (11), dmin is the minimum degree that a node
has to be considered in the power-law test, and
DG′ � dG′

v |v ∈ V, dG′
v ≥ dmin  is the multiset containing the

list of node degrees, where dG′
v is the degree of node v in G′

[21]. Equation (12) is used to evaluate the log-likelihood
l(DG′) for the sample DG′ [22]. /en, we can get final test
statistic by equation (13). Similar to NETTACK, we only
accept adversarial graph Gadv whose degree distribution
fulfils Λ(G′, Gadv)< 0.004 and thus obtain the candidate
perturbation set Cpert. In our P-NETTACK, the edge per-
turbations in Cpert must be linked to an attack target node.

To efficiently select the optimal perturbation from Cpert,
NETTACK utilizes a linear surrogate model Z′ to approx-
imate the nonlinear GCN model Z by removing the acti-
vation function σ(·). Z′ is calculated as follows:

Z′ � softmax AAXW(1)W(2)
  � softmax A2XW .

(14)

In our P-NETTACK, given an attack target set Vt, we
utilize the sum of single surrogate losses for each v ∈ Vt as
the new surrogate loss to support multinode attack:

Lmulti A;X,W, Vt(  � 
v∈Vt

max
c≠cv

A2XW 
v, c

− A2XW 
v, cv

 ,

(15)

where [A2XW]vt,c
is the value of class c given to the node vt

by the surrogate model. /e multinode scoring function that
evaluates the multinode surrogate loss obtained after add-
ing/deleting an edge e � (i, j) ∈ Cpert is defined as

smulti e;A, Vt(  ≔ Lmulti A′;X,W, Vt( , (16)

whereA is updated toA′ by aij
′ � aji
′ � 1 − aij. Following the

greedy approximate scheme in NETTACK, during each
iteration, we select the optimal perturbation that has the
highest value of multinode scoring function from the can-
didate perturbation set Cpert to execute. /e above processes
including candidate perturbation computation, determining
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optimal perturbation, and perturbation execution are re-
peated until the perturbation budget Δ is reached. /e
pseudocode for P-NETTACK is given in Algorithm 2.

3.3. FilteringMechanism. In this part, we propose a filtering
mechanism that filters out target nodes that are successfully
attacked from the target node set. After each perturbation,
by the filtering mechanism, we obtain a filtered attack target
set Vt
′, which is used in the next iteration. If there are no

nodes in Vt
′, which means that all target nodes have been

attacked successfully, and we reset the attack target set Vt
′ to

the original attack target set Vt. /e pseudocode for filtering
mechanism is given in Algorithm 3.

3.4. Intersection and Supplement Mechanism. In this section,
we construct intersection and supplement mechanism of per-
turbations. Given the perturbation sets DP− FGA and
DP− NETTACK under a fixed perturbation budgetΔ, we first utilize
intersection mechanism to extract their common perturbations
Dcomb. In general, the number of common perturbations is less
than perturbation budget Δ. /us, we should provide a per-
turbation supplement mechanism to fill the budget.

User 

Interaction

Figure 2: Illustration of socialnet graph.

GCN-based
gradient computation

Perturbation selection

Graph convolutional network
(GCN) Prediction result

Filter

Perturbation execution

Node label
comparison

Node filtering

Candidate perturbation
computation 

Determining optimal
perturbation 

Perturbation execution

Original graph

G
enerator

G
enerator

Unified perturbation
generation

Intersection

Supplement

Testing result

Class 1 node
Class 2 node

Data flow
Unlabeled node

Parallel adversarial attack framework
Attack target

GCN-based node classification 

P-NETTACK
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Figure 3: /e parallel adversarial attack framework against GCN-based node classification.
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We denote DP− NETTACK′ as the set consisting of the
perturbations in DP− NETTACK but not in Dcomb. Similarly,
DP− FGA′ contains the perturbations in DP− FGA but not in
Dcomb. Δ′ is the difference between Δ and the number of
Dcomb. Besides, we use a supplementary factor k to control
the proportion of supplementary perturbations from
DP− NETTACK′ . Specially, we randomly select [k · Δ′] and Δ′ −
[k · Δ′] perturbations from DP− NETTACK′ and DP− FGA′ , re-
spectively, and add them to the Dcomb, forming the final
unified perturbation set. /e pseudocode for intersection
and supplement mechanism of perturbations is given in
Algorithm 4.

4. Experiments

4.1. Dataset and Environment. We use the well-known
politician socialnet Polblogs [19] as our experimental dataset

to evaluate our methods. /e basic statistics are summarized
in Table 1, and only the largest connected component is
considered. We randomly choose 20% nodes in the dataset
as the labeled nodes for training. /e testing set consists of
the rest of the unlabeled nodes.

We also give our experimental environment configu-
ration in Table 2.

4.2. Target Parameters and Baselines. Our GCN as an attack
target is constructed based on the program on the Github
(https://github.com/tkipf/gcn). We train all models for a
maximum of 200 epochs using Adam [23] with a learning
rate of 0.01. We initialize weights using the initialization
described in Glorot and Bengio [24] and accordingly (row-)
normalize input feature vectors.

We compare our proposed attack method with com-
prehensive state-of-the-art adversarial attack methods

Input: G′ � (V, C′,A), attack target set Vt, perturbation budget Δ
Output: perturbation set DP− FGA

(1) Train the GCN model Z on original graph G′
(2) Initialize A(0) � A
(3) Initialize perturbation set DP− FGA
(4) for h � 1 to Δ do
(5) //GCN-based Gradient Computation
(6) Calculate multi-node target loss function Lmulti � v∈Vt

max
c≠cv

ln Zv,c − ln Zv,cv
 

(7) Construct GM
(h− 1)

based on the A(h− 1):
g

(h− 1)
ij � (zLmulti/za

(h− 1)
ij ), g

(h− 1)
ij � g

(h− 1)
ji �

g
(h− 1)
ij + g

(h− 1)
ji /2 i≠ j

0 i � j
 ,

g(h− 1)
ij � g

(h− 1)
ij × (− 2 · a

(h− 1)
ij + 1)

(8) //Perturbation Selection
(9) Select e∗ � (vm, vn) where vm ∈ Vt∨vn ∈ Vt, having the maximum g(h− 1)

mn

(10) //Perturbation Execution
(11) Obtain the adjacency matrix A(h) by a(h)

mn � a(h)
nm � 1 − a(h− 1)

mn

(12) Generate a new adversarial graph G(h) � (V, C′,A(h))

(13) Add e∗ to DP− FGA
(14) end
(15) return DP− FGA

ALGORITHM 1: Parallel fast gradient attack (P-FGA).

Input: G′ � (V, C′,A), attack target set Vt, perturbation budget Δ
Output: perturbation setDP− NETTACK

(1) Train the surrogate model Z’ on original graph G′ to obtain W
(2) Initialize A(0) � A
(3) Initialize perturbation set DP− NETTACK
(4) for h � 1 to Δ do
(5) Construct the valid candidate perturbations set Cpert

Λ(G′, G(h))< 0.004 and vi ∈ Vt∨vj ∈ Vt

where (vi, vj) ∈ Cpert, G(h) � (V, C′,A
(h)) and a

(h)
ij � a

(h)
ji � 1 − a

(h− 1)
ij

(6) Select e∗ � (vm, vn) of the maximum multi-node scoring function value in Cpert
e∗ � (vm, vn) � arg max

e∈Cpert

smulti(e;A(h− 1), Vt)

(7) Obtain the adjacency matrix A(h) by a(h)
mn � a(h)

nm � 1 − a(h− 1)
mn

(8) Generate a new adversarial graph G(h) � (V, C′,A(h))

(9) Add e∗ to DP− NETTACK
(10) end
(11) return DP− NETTACK

ALGORITHM 2: Parallel NETTACK (P-NETTACK).
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including FGA and NETTACK. We use codes of the
baselines provided by their authors.

(i) FGA [16] extracts the gradient of pairwise nodes
based on the adversarial network and then selects
the pair of nodes with maximum absolute link
gradient to realize the attack and update the
adversarial network.

(ii) NETTACK [17] designs adversarial attacks based
on a static surrogate model and greedily selects the
optimal perturbation through preserving the key
structural features of a graph.

(iii) Random attack randomly perturbs the edges re-
lated to target nodes.

5. Evaluations

5.1. Evaluation Metric

5.1.1. Attack Success Rate (ASR). ASR is the ratio of the
number of successfully attacked nodes to the total number of
target nodes, which can be calculated as follows:

ASR �
nsucc

Vt



, (17)

where nsucc denotes the number of successfully attacked
nodes and Vt is the attack target set.

5.1.2. Average Attack Speed (AAS). AAS refers to average
running time of each attack, and it can be calculated as
follows:

AAS �
ttotal
Δ

, (18)

where ttotal denotes the total attack time on target set Vt, and
Δ is the perturbation budget.

5.1.3. Test Statistic Λ. Test statistic Λ is used to evaluate
attack stealthiness (see equation (13)), which measures the
structural difference between original graph and adversarial
graph. A smaller Λmeans that the degree distribution of the
adversarial graph is more similar to the original graph’s, and
thus, the perturbations are more unnoticeable.

Input: perturbed graph Gadv � (V, C,A′), attack target set Vt, node classification model Z
Output: filtered attack target set Vt

′
(1) Initialize Vt

′ � Vt

(2) for each ] ∈ Vt do
(3) Predict the label of ] in Gadv by Z
(4) if cv of ground truth is not equal to prediction result then
(5) Remove v from Vt

′ //filtering
(6) end
(7) if |Vt

′| �� 0 then
(8) Vt

′ � Vt //reset
(9) return Vt

′

ALGORITHM 3: Filtering mechanism.

Input: DP− FGA, DP− NETTACK, supplementary factor k, perturbation budget Δ
Output: Dcomb

(1) Execute the intersection of DP− FGA and DP− NETTACK to obtain Dcomb
Dcomb � DP− FGA ∩DP− NETTACK

(2) if |Dcomb|<Δ then
(3) Obtain DP− NETTACK′ � DP− NETTACK − Dcomb
(4) Obtain DP− FGA′ � DP− FGA − Dcomb
(5) Calculate Δ′ � Δ − |Dcomb|

(6) Randomly add [k · Δ′] perturbations from DP− Nettack′ to Dcomb
(7) Randomly add [Δ′ − k · Δ′] perturbations from DD− FGA′ to Dcomb
(8) return Dcomb

ALGORITHM 4: Intersection and supplement mechanism.

Table 1: Dataset statistics of Polblogs.

Nodes Edges Classes Maximum degree Minimum degree Average degree
1222 16714 2 351 1 27.4
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5.2. ASRAnalysis. In our experiments, each attack target set
consists of five target nodes, and all of them are from the test
set that has been classified correctly in original graph. We
divided the perturbation budgets into five levels according to
the sum of degrees of all target nodes in the attack target set
Vt, i.e., Δ ∈ (1/5)dsum , (2/5)dsum, (3/5)dsum, (4/5)dsum,
(5/5)dsum}.

As we can see from Table 3, for each Δ, we compare ASR
among P∗, P-NETTACK (k� 1), P-FGA (k� 0), NETTACK,
FGA, and Random Attack, in which P∗ is the best value of
our unified approach. From Algorithm 4, we know that if
k� 1, our unified method can be simplified as P-NETTACK;
and if k� 0, our unified method can be simplified as P-FGA.
P∗ has the highest ASR values of 0.715, 0.880, 1, and 1 at Δ1,
Δ2,Δ4,Δ5, respectively. When there is a quite low budget Δ1,
the ASR of P∗ is over 15% higher than that of NETTACK or
FGA. P-NETTACK (k� 1) and P-FGA (k� 0) have ex-
tremely close values for all budget Δ. Figure 4 shows the
visual comparison in Table 3.

In Table 4, we can see that, for Δ1, Δ2,Δ3, our approach
achieves highest ASR values of 0.715 (k� 0.5), 0.880 (k� 0.7),
and 0.987 (k� 0.8), respectively. At Δ4,Δ5, for many k
settings, ASR values can reach 1. For example, at Δ4, ASR� 1
when k� 0.1, 0.2, 0.3, 0.4, 0.5, 0.7. Figure 5 shows the detailed
ASR variation along with k increment.

5.3. Test Statistics Λ Analysis. As we can see from Table 5,
P-NETTACK (k� 1) has the lowest Λ values of 0.003, 0.005,
0.005, and 0004 at Δ1, Δ2,Δ4,Δ5, respectively. Although
P-NETTACK (k� 1) and NETTACK have the same con-
straint mechanism, theΛ values of P-NETTACK (k� 1) are
always lower than those of NETTACK. For P-FGA (k� 0)
and FGA, which have not enforced the constraint, the Λ
values are extremely higher and continue increasing with the
increment of Δ. Figure 6 shows the visual comparison in
Table 5.

In Table 6, we can see that, for all Δ ∈ Δ1,Δ2,Δ3,Δ4,Δ5 ,
with the increment of k, the test statistics Λ keep decreasing,
towards better results. Figure 7 clearly shows the Λ variation
along with k increment.

5.4.AASAnalysis. As we can see from Table 7, P-NETTACK
is the most time-consuming adversarial attack method, with
an average of 11.17s of each attack. Since the candidate
perturbation set of P-NETTACK is larger than that of
NETTACK, the AAS of P-NETTACK is much higher than
that of NETTACK. Instead, P-FGA and FGA have extremely
close AAS values, 0.17s and 0.14s, respectively.

5.5. Filtering Mechanism Analysis. In Table 8, we can see
that, for all Δ ∈ Δ1,Δ2,Δ3,Δ4,Δ5 , the filtering mechanism
can greatly improve ASR, with nearly 20% average incre-
ment. And for P-FGA, the ASR values at Δ2 are higher than
those of P-FGA (without filtering) at Δ5. /us, we can see
that the filtering mechanism plays a quite important role for
P-NETTACK and P-FGA.

6. Related Work

6.1. Politician Socialnet Analysis. In the last few years, social
media has become an important political communication
channel, attracting a lot of studies. Adamic and Glance [19]
analyzed the political blogosphere over the period of two
months preceding the US Presidential Election of 2004,
measuring the degree of interaction between liberal and
conservative blogs and revealing many interesting differ-
ences between the two communities such as linking patterns
and discussion topics. Caton et al. [25] presented a Social
Observatory, which focused on public Facebook profiles of
187 German politicians from five federal parties, observing
how they interacted with constituents, measuring sentiment
difference between the politicians and their followers, and
analyzing online speech patterns of different parties. Stieglitz
and Dang-Xuan [26] proposed a social media analytics
framework in political context, aiming at continuously
collecting, storing, monitoring, analyzing, and summarizing
politically relevant user-generated content from different
social media to gain a deeper insight into political discourse
in social media.

However, few studies focus on the security analysis of
politician socialnet including politician label classification
from the perspective of adversarial graph attack. In com-
parison, we focus on studying security issues of politician
socialnet based on graph structure, targeting a GCN model
for politician label classification. Interestingly, politician
socialnet is highly vulnerable, and the attack cost is quite
cheap only by deleting few existing interactions or adding
few new interactions. As an important communication
bridge between politicians and citizens, the security analysis
of politician socialnet should be highly valued.

6.2. Adversarial Attack on Graphs. Recently, some studies
have investigated the adversarial attack on neural networks
for graph structure. Zügner et al. [17] first revealed the
existence of adversarial attack against GCN in node clas-
sification task, by slightly modifying graph structure or node
attributions to lead to misclassification of a target node. Dai
et al. [27] studied test-time nontargeted adversarial attacks
on both node classification task and graph classification [28]
task based on reinforcement learning. In addition to white-
box attack scenario, they also extended their attack method
into practical black-box and restricted black-box attack
scenarios. Zhang et al. [29] systematically investigated the
vulnerability of knowledge graph embedding for the first
time. By adding or deleting facts in the knowledge graph,
they destroyed the relation prediction model based on
representative knowledge graph embedding methods

Table 2: Experimental environment configuration.

Experimental environment Environmental configuration
Operating system Windows 10
CPU 2.4GHz intel core i5
Memory 16GB
Hardware 500G
Software Python 3.6
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including TransE [30] and RESCAL [31], which is also the
first investigation on adversarial attack for heterogeneous
graph. Chen et al. [16] explored the adversarial attack on
both node classification task and community detection task
[32] based on GCN-based gradient information.

However, most works about adversarial attack on node
classification only focus on the per-node attack, aiming to
achieve misclassification for a target node. Although, for
those per-node attack methods, the multinode attack can be
performed in a sequential way, the perturbation influence of
different per-node attacks is overlooked. In comparison, our
parallel attack method, which considers all target nodes and
perturbation influence at the same time, is better for mul-
tinode attack. In addition, as the first to propose the parallel
attack on graph structure, our work can provide an

inspiration for adversarial attack on other tasks in a parallel
way, such as parallel adversarial attack on prediction of
multiple links.

In addition to the benefits mentioned above, the main
drawback of our method is that it is time-consuming, es-
pecially the P-NETTACK (see Table 7), due to the reason
that, at each iteration, more candidate perturbations are
taken into computation compared with sequential per-node
attack. One of the solutions is developing more computa-
tionally efficient test statistic function and scoring function.
On the other hand, proposing a perturbation filtering
mechanism to reduce the size of multinode candidate
perturbations set is also an effective way. In addition, our
method does not consider the constraints of attributed
graphs [33], such as attribution-based node similarity

Table 3: ASR comparison between P∗, P-NETTACK, P-FGA, NETTACK, FGA, and Random Attack.

Perturbation budget P∗ P-NETTACK (k� 1) P-FGA (k� 0) NETTACK FGA Random attack
Δ1 � 1/5dsum 0.715 (k= 0.5) 0.710 0.715 0.453 0.480 0.0
Δ2 � 2/5dsum 0.880 (k= 0.7) 0.867 0.874 0.857 0.877 0.024
Δ3 � 3/5dsum 0.987 (k� 0.8) 0.963 0.953 0.995 0.985 0.025
Δ4 � 4/5dsum 1 0.993 1 0.992 0.992 0.012
Δ5 � 5/5dsum 1 0.992 1 1 1 0.01

1.0

0.8

0.6

0.4

0.2

0.0
∆1 ∆2 ∆3 ∆4 ∆5

0.715 0.71 0.715

0.453
0.48

0.88 0.8670.8740.857

0.957
0.9630.953

0.993 0.992 0.9920.9920.995 0.985

0.877

1.0 1.0 1.0 1.0 1.01.0

P*
P-NETTACK
P-FGA

FGA
NETTACK

Random attack

Figure 4: ASR comparison under different perturbation budget Δ.

Table 4: ASR variation under different supplementary factor k.

Perturbation budget Δ k� 0.1 k� 0.2 k� 0.3 k� 0.4 k� 0.5 k� 0.6 k� 0.7 k� 0.8 k� 0.9
Δ1 � 1/5 dsum 0.705 0.713 0.706 0.711 0.715 0.703 0.695 0.698 0.697
Δ2 � 2/5 dsum 0.864 0.874 0.878 0.865 0.86 0.879 0.880 0.867 0.878
Δ3 � 3/5 dsum 0.958 0.967 0.962 0.978 0.982 0.983 0.973 0.987 0.978
Δ4 � 4/5 dsum 1 1 1 1 1 0.997 1 0.997 0.997
Δ5 � 5/5 dsum 1 1 1 1 1 1 0.997 0.998 0.998
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Table 5: Test statistics Λ comparison between P∗, P-NETTACK, P-FGA, NETTACK, and FGA.

Perturbation budget Δ P∗ P-NETTACK (k� 1) P-FGA (k� 0) NETTACK FGA
Δ1 � 1/5 dsum 0.005 0.003 0.035 0.008 0.022
Δ2 � 2/5 dsum 0.006 0.005 0.100 0.013 0.091
Δ3 � 3/5 dsum 0.005 0.007 0.147 0.017 0.126
Δ4 � 4/5 dsum 0.005 0.005 0.166 0.016 0.134
Δ5 � 5/5 dsum 0.006 0.004 0.204 0.014 0.156
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Figure 6: Test statistics Λ comparison under different perturbation budgets Δ.
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constraint [34] and attribution cooccurrence constraint [17].
Parallel multinode adversarial attack on attributed graph
and Heterogeneous Information Network (HIN) [35] still
needs further exploration.

7. Conclusions

In this paper, we propose a multinode parallel adversarial
attack framework on node classification in socialnet of
graph structure, based on considering perturbation in-
fluence between per-node attacks. /rough redesigning

new loss function and objective function for non-
constraint and constraint perturbations, respectively, and
constructing intersection and supplement mechanisms of
perturbation, we integrate nonconstraint P-FGA and
constraint P-NETTACK into a unified attack framework.
Based on politician socialnet Polblogs of 1222 nodes and
16714 edges, we evaluate attack success rate, test statistics,
and average attack speed for our approach. Our approach
shows a high attack success rate of 71.5% at the lowest
perturbation budget of 1/5 dsum, keeping a satisfied test
statistic of 0.005.

Table 6: Test statistics Λ variation under different supplementary factors k.

Perturbation budget Δ k� 0.1 k� 0.2 k� 0.3 k� 0.4 k� 0.5 k� 0.6 k� 0.7 k� 0.8 k� 0.9
Δ1 � 1/5 dsum 0.033 0.026 0.018 0.017 0.014 0.011 0.008 0.006 0.005
Δ2 � 2/5 dsum 0.092 0.059 0.050 0.035 0.026 0.020 0.010 0.008 0.006
Δ3 � 3/5 dsum 0.124 0.098 0.081 0.045 0.033 0.021 0.019 0.006 0.005
Δ4 � 4/5 dsum 0.138 0.110 0.077 0.066 0.035 0.027 0.017 0.011 0.005
Δ5 � 5/5 dsum 0.160 0.120 0.101 0.080 0.051 0.028 0.019 0.013 0.006
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Figure 7: k influence on test statistics Λ value among different perturbation budgets Δ.

Table 7: AAS comparison between P-NETTACK, P-FGA, NETTACK, and FGA.

Methods AAS (second)
P-NETTACK 11.17
P-FGA 0.17
NETTACK 1.30
FGA 0.14

Table 8: Filtering influence on ASR of P-NETTACK and P-FGA.

Perturbation budget Δ P-NETTACK P-NETTACK (without filtering) P-FGA P-FGA (without filtering)
Δ1 � 1/5 dsum 0.710 0.45 0.715 0.551
Δ2 � 2/5 dsum 0.867 0.662 0.874 0.653
Δ3 � 3/5 dsum 0.963 0.736 0.953 0.721
Δ4 � 4/5 dsum 0.993 0.818 1 0.759
Δ5 � 5/5 dsum 0.992 0.887 1 0.813
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/is work severs as a first step to take security analysis on
multinode parallel adversarial attack in politician socialnet.
It is expected to inspire a series of follow-up studies, in-
cluding but not limited to (1) adversarial attack on pre-
diction of multiple links; (2) more concrete defense design
and implementation.
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Anomaly-based Web application firewalls (WAFs) are vital for providing early reactions to novel Web attacks. In recent years,
various machine learning, deep learning, and transfer learning-based anomaly detection approaches have been developed to
protect against Web attacks. Most of them directly treat the request URL as a general string that consists of letters and roughly use
natural language processing (NLP) methods (i.e., Word2Vec and Doc2Vec) or domain knowledge to extract features. In this
paper, we proposed an improved feature extraction approach which leveraged the advantage of the semantic structure of URLs.
Semantic structure is an inherent interpretative property of the URL that identifies the function and vulnerability of each part in
the URL. )e evaluations on CSIC-2020 show that our feature extraction method has better performance than conventional
feature extraction routine by more than average dramatic 5% improvement in accuracy, recall, and F1-score.

1. Introduction

Web attack still is one of the largest IT security threats with
many types of Web attacks (e.g., SQL injection, cross-site
scripting, and Web-shell) in the rapid development of 5G,
IoT, and cloud computing. Web-based applications provide
various services, such as e-commerce, e-government, e-mail,
and social networking, for individuals and organizations
[1, 2]. Users usually store their sensitive data on these ap-
plications. )e importance and sensitivity of the Web-based
application make it into an attractive target for attackers.
Defending Web-based applications from attacks is a chal-
lenging task because cyber-defence is asymmetric warfare as
the attackers have great advantage than defenders [3]. )e
intrusion detection system continuously identifies attacks

relying on the up-to-date signature or model, while attacker
only needs a single vulnerability for victory. Unknown at-
tacks, specifically Zero-day, are difficult to identify by the
signature-based intrusion detection system and can cause
great damage to individuals and organizations.

To detect unknown attacks, a great number of anomaly-
based intrusion detection methods have been proposed by
researchers in recent years. )e anomaly detection method
can detect unknown attacks by identifying their abnormal
behaviours that obviously deviate from the normal behav-
iours which have been modelled in the training phase [4, 5].
No matter which specific algorithm (i.e., support vector
machine, hidden Markov model, and random forests) was
used to profile the normal behaviours, feature extraction is
essential to the anomaly-based detection model. )e widely
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used feature extraction methods can be classified into two
types: expert knowledge-based models and NLP-based
models as follows:

(i) In expert knowledge-based approaches, researchers
design a set of handcrafted rules to describe the
normal or malicious behaviour of HTTP request,
such as whether exits sensitive keyword, the length of
each value, and whether contains special character
[6, 7]

(ii) In NLP-based approaches, researchers extract con-
tiguous sequences of n characters from the URL
[8–11]

Although these methods have achieved a good perfor-
mance, they roughly treat HTTP request URL as a general
string that consists of letters and pay average attention to
each character.

Semantic structure is a knowledge that is comprised of
a set of information entities, such as the deserving Web
resource, number and sequence of logical parts, and the
property of each logical part (trivial or salient) [12]. A
resource is a function that provides a type of interaction
for users by Web application. Consider an e-commerce
application, the function can be register, login, view
products, or order products. In general, URLs requesting
same resource (or function) have the identical semantic
structure although the values of logical parts are variable.
In a request URL, each logical part plays different roles.
Salient logical parts are mostly be used to indicate
requesting resource. Values of these parts are stationary or
only have a few numbers of values. On the contrary, trivial
logical parts are always used to deliver users’ input
payloads to the server-side program, such as username,
page number, delivery address, or product ID.

To the best of our knowledge, the utilization of semantic
structure for feature extraction has not been investigated.
We see a good reason to believe that the insights gained in
the semantic structure carry over to feature extraction. In
general, the attacker always manipulates the values of trivial
logical parts to attack the Web-based application. On the
contrary, the values of salient logical parts are rarely be used
to launch attacks. )us, we should pay more attention to the
values of trivial logical parts rather than pay average at-
tention to every logical parts in intrusion detection.

In our preliminary work [13], we introduced an anomaly
detection method based on the semantic structure. However, it
has some limitations in HTTP request imbalance. Hence, in
this paper, we proposed an improved feature extraction ap-
proach that efficiently uses the semantic structure. )is ap-
proach helps the anomaly-based detection model pay more
attention to sensitive trivial parts which are more likely used by
the attacker to launch attacks. Amethod that can automatically
learn semantic structure by observing training dataset is
proposed in this paper. We further eliminate the request
imbalance by using skeleton structure to improve the accuracy
of the semantic structure. Request imbalance is a serious
problem which is caused by the fact that some functions are
requestedmore frequently than others, such as viewing product

function is more likely to be requested than ordering product
function. )e evaluation results show the anomaly-based de-
tection models with the semantic structure outperform other
models that were built with conventional feature extraction
procedure.

To learn the semantic structure and use it to help build a
detection model, we first define a notion of skeleton
structure for the URL and classify URLs into several sub-
groups based on their skeleton structure.)en, we propose a
statistical-based algorithm to learn the semantic structure
from each group, respectively, and then combine these
independent semantic structures into an entire semantic
structure. Pattern-tree which is proposed by Lei et al. is used
to encode the semantic structure [12]. After that, we build
the anomaly-based detection model for each trivial logical
part by observing their values. Finally, we introduce how to
detect anomaly attacks based on the semantic structure and
the built detection model.

Based on the semantic structure, the anomaly detection
model can pay more attention to detect the values of trivial
logical parts. )us, the detection model using semantic
structure is more sensitive and precise to detect attacks.

)e contributions of this paper can be summarized as
follows:

(i) An enhanced feature extraction approach is pro-
posed for Web anomaly detection. )is approach
takes the advantage of semantic structure to pay
more attention to trivial logical parts which are
more vulnerable than salient parts. Compared with
conventional feature extraction methods, the sig-
nificant innovation is that we treat the URL as a
combination of meaningful logical parts rather than
meaningless string that consists of letters.

(ii) We proposed a notion of skeleton structure which is
used to eliminate the request-imbalance problem.
)is method can improve the accuracy of the
learned semantic structure.

(iii) We evaluate our approach on CSIC-2010 dataset
[14]. Experimental results show that the semantic
structure is vital to improving the performance of
the anomaly-based intrusion model.

)e rest of this paper is organized as follows. In Section
2, we introduce the related work focusing on anomaly-based
detection and semantic structure. )e framework of our
approach and the details of how to learn semantic structure
are separately introduced in Sections 3 and 4. )e method
that to build the anomaly-based detection model for each
trivial logical part is described in Section 5. In Section 6, we
illustrate how to use semantic structure and the built de-
tection model to detect attacks. In Section 7, we report the
simulation environment and experiment results. Finally, we
draw conclusions and future points in Section 8.

2. Related Work

Since anomaly-based intrusion detection was firstly intro-
duced in 1987 by Denning [15], research in this area has been
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rapidly developed and attracted lots of attention. A great
number of methods have been proposed by researchers in
recent years. According to the types of algorithms that used
to build the detection model, the anomaly-based WAF can
be categorized into statistics, data mining, machine learning,
and deep learning-based. No matter which specific algo-
rithm is used, feature extraction always is an important part
of building the anomaly-based detection model. )e feature
extraction methods can be widely divided into expert
knowledge-based and NLP-based.

In the field using expert knowledge to extract features
fromURLs, Cui et al. proposed a feature extraction approach
which extracts 21 features from HTTP request based on
domain knowledge to describe the behaviour of HTTP re-
quest [7].)en, they train a random forest (RF) classification
model based on these features to classify HTTP request as
normal and anomaly. Niu and Li extracted eight features
with good classification effect to augment the original data
[16]. Tang et al. proposed an approach that extracts be-
haviour characteristics of SQL injection based on the
handcrafted rules and uses the long short-term memory
(LSTM) network to train a detection model [17]. And,
authors combined expert knowledge with N-gram feature
for reliable and efficient Web attack detection and used the
generic-feature-selection (GFS) measurement to eliminate
redundant and irrelevant features in [18, 19]. Zhou and
Wang proposed an ensemble learning approach to detect
XSS attack [20].)e ensemble learning approach uses a set of
Bayesian networks which is built with both domain
knowledge and threat intelligence. More recently, Tama et al.
proposed a stack of the classifier ensemble method which
relies on the handcrafted features [21]. All these authors
extract features mostly based on their expert knowledge.
)ese handcrafted features have achieved a good perfor-
mance in these datasets. However, there exists a strong
difference between the network environments or the be-
haviours of Web applications. )ese selected features that
perform well in one training dataset may not perform well in
other Web applications.

To address the problem of expert knowledge-based
feature extractions, lots of researchers use natural language
processing (NLP) and neural network (NN) to automatically
learn the significant features and build a powerful anomaly
detection model. Kruegel et al. proposed an anomaly de-
tection system forWeb attacks, which takes advantage of the
particular structure of HTTP query that contains parameter-
value pairs [22, 23]. In this paper, authors built six models to
detect attacks in different aspects such as attribute’s length,
character distribution, structural inference, token finder
attribute presence or absence, and attribute order and
separately output the anomaly probability value. )e request
is marked as malicious if one or more features’ probability
exceeds the defined threshold. Cho and Cha proposed a
model which uses Bayesian parameter estimation to detect
anomalous behaviours [24]. PAYL is proposed byWang and
Stolfo which uses the frequency of N-grams in the payload as
features [25]. Tian et al. used continuous bag of words
(CBOW) and TF-IDF to transform the HTTP request into
vector [26, 27]. Both are the popular algorithms for text

analysis in the field of NLP. Wu et al. exploited word em-
bedding techniques in NLP to learn the vector representa-
tions of characters inWeb requests [28]. Tekerek used bag of
words (BOW) to produce a dictionary and convert HTTP
request as a 200×170×1 matrix [29]. If the payload matches
an entry in the dictionary, the label is set to 1 that is rep-
resented with white pixel in image; if it does not, it is set to 0
that is represented with black pixel in image. )en, Tekerek
used the conventional neural network (CNN) to learn the
normal pattern of HTTP request and detects attacks. All
these authors focus their efforts on solving the problem of
how to build the behaviour models that can significantly
distinguish abnormal behaviour from normal behaviour
without a lot of human involvement. )ey ignore the se-
mantic structure of HTTP request and treat the URLs as a
general string that is comprised of letters and extract features
directly from these URLs.

No matter using expert knowledge-based feature ex-
traction methods or N-gram-based methods, the anomaly
detection model will pay average attention to every letter or
logical part. )us, these models are taking the negative ef-
fects of some redundant letters or useless logical parts. )us,
it is necessary to use semantic structure to help the model
pay more attention to those vulnerable logical parts.

To the best of our knowledge, there are few Web in-
struction detection methods that use the semantic structure
of URLs. However, in other research areas, some researchers
had taken advantage of it. Lei et al. proposed a concept of
pattern-tree to learn the semantic structure of URLs [30].
)ey proposed a top-down strategy to build a pattern-tree
and used statistic information of the values of logical parts to
make the learning process more robust and reliable. Yang
et al. further proposed an unsupervised incremental pattern-
tree algorithm to construct a pattern-tree [31]. Our approach
that is used to learn semantic structure is inspired by these
works. However, in our approach, we take account of the
negative effect of request imbalance that wildly exists inWeb
applications and we introduce a concept of skeleton to
eliminate request imbalance.

3. Framework and Definition

Without loss of generality, we mainly analyse the HTTP
requests using the GETmethod in this paper. Although we
focus on GET requests here, our method can be extended to
other methods easily by converting users’ data to the pa-
rameter-value pairs format that is similar to GET.

As shown in Figure 1, our approach is composed of three
steps. In the learning step, we eliminate the request-imbalance
problem, learn separate semantic structure from each subgroup,
and merge these independent subsemantic structures into an
entire semantic structure. )en, in the building anomaly-based
detection model step, we build models for each trivial logical
part by observing its values. In the detection step, the method
that classifies new HTTP request as normal or abnormal based
on the semantic structure and learned model is proposed.

Before introducing our model, we first define the
training dataset of URLs as U � u1, u2, . . . , um , in which ui

is the ith request URL. According to HTTP protocol [32],
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each request URL u can be decomposed into several com-
ponents (e.g., scheme sch, authority auth, path path, op-
tional path information component opinfo, and optional
query string query) by delimiters like “:,” “/,” and “?.”
Components before “?” are called static parts (e.g., scheme,
authority, path, and opinfo), and the rest of components
(e.g., query) are called dynamic part. path can be further
decomposed into a collection of parameter-value parts, also
called logical parts, according to its hierarchical structure
like pvpath � (p1, v1), (p2, v2), . . . , (pn, vn) , where vi is the
ith segment value in path split by “/” and pi is the index of vi

represented as “path-i.”. )e dynamic part query is usually
used to transmit the values submitted by end-users to the
server-side program. query can further be decomposed into
a collection of parameter-value parts or logical parts like
pvquery � (p1, v1), (p2, v2), . . . , (pn, vn) , in which pi is the
name of the ith parameter in query split by “?” and vi is the
corresponding value of the ith parameter. Finally, we
combine pvpath and pvquery into a parameter-value collection
pv.

However, the confusion between the function of logical
parts in path and query proposes a challenge to determine a
logical part is trivial or salient. Path path not only identifies
the requesting resource but also sometimes contains the
values submitted by end-users. query also can contain the
identifier that indicates the requesting resource. Especially,
the rapid development of search engine optimization (SEO)
aggravates the confusion problem [33, 34].)us, we propose
a top-down method to infer the function and semantic of
each logical part in path and query and learn the semantic
structure. )is method will be introduced in detail in the
next section.

4. Learn Semantic Structure Information

Our method can automatically learn semantic structure in
three major steps: eliminating request-imbalance problem,

learning semantic structure form each subgroup, and
merging all independent part semantic structures into an
entire semantic structure.

4.1. Eliminating Request-Imbalance Problem. As noticed
before, request imbalance presents a major challenge of
learning semantic structure accurately. For example, in an
e-commerce website, users are more likely to choose and
order products compared with register or login.)us, logical
parts contained in choose and order functions are requesting
more frequently than others and have more appearance
frequency than others. )us, these logical parts are more
likely determined as salient even if it is trivial.

As we all know, each URL has its basic structure (e.g.,
scheme, authority, depth of path, number, and sequence of
logical parts in query). URLs which request same resource
have same basic structure. )us, we can split URLs into
several subgroups based on their basic structures. For a Web
application, the scheme and authority are mostly invariant.
And thus, in this paper, we mainly use the priorities of path
and query to divide URLs into subgroups.

To spilt URLs into subgroups, we firstly extract pvpath
and pvquery for each URL u. )en, we construct a hash key
using the size of pvpath and the parameter sequence of pvquery
to split URLs into subgroups. )e URLs with the same size
and parameter sequence are classified into one subgroup. As
shown in Figure 2, we split URLs showed in Table 1 into four
subgroups according to their basic structure. After that, we
can separately learn semantic structure from each group.

Splitting URLs in subgroups cannot change the fact that
there has a request-imbalance problem. However, we can
limit the imbalance between URLs to the imbalance between
subgroups and ensure the URLs in each subgroup are re-
quest-balance. )us, this method eliminates the impact of
the request imbalance on the accuracy of the learned se-
mantic structure.

Training
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New request

Subgroup 1

Subgroup n
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pattern-tree 1

Sub
pattern-tree n

CombineGrouping by
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Build on
each

logical part… …

Figure 1: )e framework of the improved feature extraction approach.
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4.2. Learn Semantic Structure and Construct Pattern-Tree.
)e crucial thing in learning semantic structure is to de-
termine the logical part whether is trivial or salient. In this
section, we will introduce the method about learning se-
mantic structure in detail.

According to our observation, different logical parts (or
components) play different roles and have distinct different
appearance frequencies. In general, salient parts denoting
directories, functions, and document types only have a few
numbers of values, and these values have high appearance
frequencies. In contrast, trivial parts denoting parameters
such as usernames and product IDs have quite diverse
values, and these values have low appearance frequencies.

)us, we proposed an approach to determine the
property of the logical part based on its entropy and the
number of distinct values. )e entropy for a logical part is
defined as H(K) � 

V
i�1 − (vi/N)log(vi/N), where V is the

number of distinct values of this part, vi is the frequency of
the ithvalue, and N is the number of total values. We de-
termine the logical part whether is trivial according to the
following equation:

logical part i �
trivial, others,

salient, if H(k)< λ log V orV,
 (1)

where λ ∈ [0, 1] and c ∈ N are two hyperparameters to
control the sensitivity of the learned semantic structure.

As shown in Algorithm 1, we proposed a top-down
algorithm to recursively split the URLs into subgroups and
build a pattern-tree in the meantime. We determine the
logical part whether is salient or trivial according equation
(1) in each splitting process. Values are reserved in V∗ if the
logical part is salient. Otherwise, values will be generalized as
“∗” and V∗ is set as {‘∗’}. ∗ is a wildcard character that
represents any characters. According to the values in V∗, we
can split URLs into subgroups. )en, we further determine

the next logical part as salient or trivial on each subgroup
recursively. )is determining and splitting process is re-
peated until the subgroup is empty. Finally, we learn a
pattern-tree Ni form subgroup Ui. Each path from the root
to leaf in this tree is a piece of semantic structure infor-
mation. Each node in the pattern-tree represents a logical
part of the URL. And, the type of node is identified by to its
value.

After applying the construct pattern − tree algorithm to
each subgroup, we finally get several independent pattern-
trees. )en, we can merge these independent pattern-trees
into an entire patten-tree that describes the whole semantic
structure of Web application. Figure 3 shows the processing
of learning semantic structure and constructing pattern-tree.
)ere are four pattern-trees separately learned on U1, U2,
U3, and U4 using the construct pattern − tree algorithm.
)en, we merge these four independent trees into an entire
pattern-treeT as shown on the right.)e entire pattern-tree
describes the whole semantic structure and is used to build
the anomaly detection model and detect attacks.

)e entire pattern-tree can be retrieved using parameter-
value collection KV. For example, for a request URL
“/question/search?q� docker,” we retrieve a path on pat-
tern-tree according to parameter-value collection
pv � (path1, question), (path2, search), (q, docker) .
Firstly, we examine the first parameter-value pair
(path1, question) on pattern-tree. If the parameter-value
pair exists, it indicates that this parameter-value pair is valid
and we further examine the next parameter-value pair on the
corresponding child-tree. Otherwise, we replace the value of
this parameter-value pair with “∗” and re-examine it. )is
process is repeated until all parameter-value pairs in pv are
examined or subtree is null or parameter-value pair not
exists. For this request URL, the successful retrieval path is
shown in Figure 3 and is marked with the red dash arrow.
)is path shows that the semantic structure is “/question/

Split datasetOriginal dataset

Splitting

Figure 2: An example that illustrates the processing of splitting. By using this method, we divide those four types of URLs (as shown in
Table 1) into four subgroups. Each URL in subgroups has the same basic structure and requests the same resource. )us, the URLs in each
subgroup are balanced.

Table 1: Four examples of URL and each URL represents a type of HTTP requests.

No. URL Parameter sequence Semantic structure
1 /question/search?q� docker Path 1, Path 2, q question/search?q� ∗

2 /question/top?q�windows server &page� 10 Path 1, Path 2, q, page question/top?q� ∗&page� ∗

3 /user/news?page� 1 Path 1, Path 2, page /user/news?page� ∗

4 /teams/create/Linux Path 1, Path 2, Path 3 /teams/create/∗

Parameter sequence is the parameter-sequence extracting from pvpath and pvquery. Semantic structure is the semantic structure information of each type of
HTTP requests. )e “∗” in semantic structure denotes the corresponding part is trivial, and other symbols mean the corresponding segments are salient.
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search?q� ∗ ,” where the parameter q is trivial and the value
of parameter q is more vulnerable than others.

5. Build Anomaly Detection Model

As mentioned earlier, the values of trivial logical parts
change frequently and depend on users’ input. Values of
these trivial logical parts are mostly crafted by attackers to
attack Web application. )us, in anomaly detection, we can
pay more attention to trivial logical parts to improve the
accuracy and efficiency of the detection model.

We firstly split HTTP request URLs U into several
subsets U1, · · ·, and Un according to pattern-treeT, where n

is the number of semantic structure pieces in pattern-tree
(also is the number of paths from the root to leaves). )e
subset Ui has the following characters:

(i) ∀u ∈ Ui, u has the same semantic structure
(ii) ∀i≠ j, Ui ∩Uj � ∅

(iii) U1 ∪U2 ∪ · · · ∪Un � U

We further extract the value of each trivial part from a
URL u and combine them as a vector vtrivial � v1, . . . , vq ,
where vi is the value of ith trivial logical part. Furthermore,
we combine vtrivial of each u in Ui as a m × q matrix Ptrivial, as
shown in equation (2), where m is the numbers of URLs in
Ui. )e jth column [v1j, v2j, . . . , vmj] is the value of jth trivial
part for all URLs in Ui:

Ptriviali �

v11 · · · v1q

⋮ ⋱ ⋮

vm1 · · · vmq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2)

We build anomaly-based intrusion detection models for
each logical part by observing the corresponding column
values in Ptriviali. Finally, each node of pattern-tree that
represents a logical part maps a detection model. )e entire

Trivial logical parts

Root node

Salient logical parts

End

Path 1 Path 1

Path 2

Path 2

Path 2

Path 2 Path 2
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NamePath 2
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Path 1 Path 1

Search Top Now Term

Question Question User Create Search Top Now Term

Question User Create

Page
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∗

∗

∗ ∗
∗
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∗

Figure 3: )e processing of learning semantic structure and constructing pattern-tree. We first separately learn semantic structure and
construct pattern-tree on each subgroup.)en, we merge these independent semantic structures into an entire pattern-tree which describes
the whole semantic structure of Web application. )e entire pattern-tree is used in building the anomaly detection model and detecting
malicious.
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anomaly detection model M of this Web application is
composed of several submodels m11, . . . , m1q1

, . . . , m21, . . . ,

m2q2
, . . . , mnqn

}, where mij is built by observing the values of
jth column in Ptriviali.

)e specific algorithm used to build the anomaly-based
detection model is beyond the scope of this paper. Our
method can integrate with any anomaly-based detection
algorithm to build more precious model for detection
attacks.

6. Detect Malicious Attacks

In this section, we will introduce the approach to detect
malicious attack according to the pattern-tree T and
anomaly-based detection model M. )e URL is detected in
the following two levels. (a) Semantic structure level: we
retrieve the URL on pattern-treeT to determine whether the
new request matching the exiting semantic structure; (b)
Value level: we then detect the values of each trivial logical
part whether is anomaly using the corresponding learned
anomaly-based detection model M. As long as the new
request does not follow the existing semantic structure or
any value of trivial logical parts, it will be classified as an
anomaly. Otherwise, we determine it as benign.

More specifically, we first convert the URL u into pa-
rameter-value collection pv before detecting the HTTP
request. )en, we retrieve pattern-tree T using pv. We
simultaneously detect the value of trivial logical part whether
is abnormal in the retrieve process. If a value is determined
as an anomaly, we stop further retrieving and directly report
this HTTP request as abnormal. If the URL of new request
does not fit the expectation of T (e.g., there exists any
parameter-value pair that has not examined when a null
subtree is reached, and the subtree is not null after all pa-
rameter-values pairs are examined), we report the HTTP
request as abnormal. Only if the new request satisfies both
the semantic structure and anomaly-detection model, we
classify it as normal.

7. Experiments

To evaluate the effectiveness of our approach, we imple-
mented a prototype of our proposed method sketched in
Figure 1. )e components are implemented in Python and
Scikit-learn 0.23. And, the dataset used in evaluation ex-
periments is CSIC-2010 [14].

7.1. Experimental Settings

7.1.1. Dataset Description. CSIC-2010 is a modern Web
intrusion detection dataset introduced by the Spanish Na-
tional Research Council which includes two classes: normal
and anomalous. It contains thousands of Web requests
automatically generated by creating traffic to an e-commerce
Web application using Paros proxy and W3AF. )e dataset
consists of three subsets: 36,000 normal requests for training,
36,000 normal requests, and 25,000 anomalous requests for
testing. )ere are three types of anomalies in this dataset:
static attack that requests for the hidden (nonexistent) re-
source, dynamic attack that craftily modifies the value of
logical part to attack Web application, and unintentional
illegal request that does not follow the normal semantic
structure; however, it has no malicious payload. )e dataset
consists of HTTP requesting for several resources with two
request methods: GET and POST.

7.1.2. Metrics. )ere are numbers of performance metrics
that can be used to evaluate the performance of the anomaly
detection system. )e most commonly used metrics in this
field are precision, recall, F1-score, and accuracy (ACC). In
this paper, we also use these metrics to evaluate our
approach:

(i) Precision is defined as the number of true positives
divided by the number of true positives plus the
number of false positives given as follows:

precision �
true positives

true positives + false positives . (3)

(ii) Recall is defined as the percentage of positive cases
you caught given as follows:

recall �
true positives

true positives + false negatives
. (4)

(iii) F1-score is the harmonic mean of precision and
recall taking both metrics into account given as
follows:

F1 � 2∗
precision∗ recall
precision + recall

. (5)

(iv) Accuracy measures in percentage form where in-
stances are correctly predicted given as follows:

accuracy �
true positives + true negatives

true positives + false positives + true negatives + false negatives
. (6)

8. Results and Discussion

)ehyperparameters λ and c play significant role to control the
accuracy of pattern-tree. With the best λ and c, the learned
pattern-tree achieves an appropriate tradeoff between the size
and integrity. With the increase in λ or c, the policy to

determine logical part whether is trivial or salient is getting
more tolerant and more parts are determined as salient.

To choose the best λ and c, we trained several pattern-
trees with different parameters λ from 1 to 9 with step 1 and
c from 0.1 to 0.9 with step 0.1 on all GETmethod URLs in
training dataset. As shown in Figure 4, it is obvious that with
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the increasing of c, the number of semantic structure pieces
encoded in T is increasing rapidly. )e cause of this phe-
nomenon is that c pays more significance than λ in con-
trolling the tolerance of determining a logical part whether is
trivial. )e solid blue line in Figure 4 is the ground true
number of resources in this Web application. In this paper,
we chose hyperparameter λ as 0.3 and c as 3.

To demonstrate how semantic structure helps to build a
more precise anomaly-detection model, we compared the
distribution of length feature which is separately extracted
with and without using semantic structure. Length feature is
a common feature to measure the length of value and is
widely used in many anomaly detection types of research.

Figure 5 shows the comparison of these two distribu-
tions. )e probability distribution and kernel density

estimation (KDE) of the original length feature observed
from all URLs are shown in Figure 5(a). In contrast,
Figure 5(b) shows the probability distribution and KDE
which are observed from an example logical part. It is ob-
vious that the distribution shown in Figure 5(a) is more
regular than Figure 5(b) and is further easy to be profiled by
the anomaly-based detection model. )is experiment shows
that the semantic structure has significant point to improve
the learning ability and accuracy of the detection model.

Finally, we further implemented an experiment to
demonstrate that the semantic structure can extremely
improve the performance of the detection model. We
construct two types of models. One is using the conventional
routine that directly extracts the features on the dataset using
the feature proposed in [7] and trains the anomaly detection
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model. Other is trained within the semantic structure. )e
specificmachine learning algorithms used in this experiment
are random forest, decision tree, support vector machine,
and K-neighbours. )e hyperparameters of these models are
not tuned but only used the default parameter value ini-
tialized in Scikit-learn.

Table 2 shows the comparison results. It is obvious that
the performance of the detection model is briefly enhanced
by using semantic structure. In random forest, decision tree,
and K-neighbour-based detection model, the F1-score has
considerable average 5% improvement. Especially in the
support vector machine-based model, F1-score has dramatic
13% improvement. )e significant improvements in pre-
cision, recall, F1-score, and accuracy in different machine
learning algorithms strongly suppose the importance of
semantic structure.

As highlight earlier, there exist three types of anomalies
in CSIC-2010. Our anomaly detection model can efficiently
perform detection than traditional models. In conventional
scenarios, no matter static attacks, dynamic attacks, or
unintentional attacks, the anomaly detection model has to
inspect each value or character in the requesting URL.
However, in our method, most of static and unintentional

attacks can be detected by semantic structure because these
URLs seriously violate the learned semantic structure (e.g.,
the value of salient logical part that has not observed in
training dataset presents and there still exits pair that has not
been inspected in kv when semantic structure tree has
reached the bottom). Moreover, our method pays more
attention to the values of vulnerable logical parts and builds a
more precise detection model. Because our method detects
little volume of URLs and has more precise model than
conventional models, we achieve a significant lower false
positive and higher accuracy.

9. Conclusion and Future Work

We introduced an enhanced feature extraction method for
Web anomaly detection that uses semantic structure of
request URLs. We propose to use skeleton structure to
eliminate the request-imbalance problem. By using semantic
structure, the detection model is able to pay more attention
to the vulnerable logical parts and produces a precise model.

)e feature distribution comparison demonstrates the
reason why the semantic structure can help to improve the
performance of the detection model. And, the improvement

(i) Input: given a subgroup U obtained by Section 5.1 and initialize j as 1
(ii) Output: a tree node N for URLs in U

(1) Create a new node N and extract parameter-value collection kv for a random URL
(2) if j> the size of kv, then
(3) return the node N

(4) end if
(5) extract pv for each URL in U, and combine the value of jth parameter into collection K

(6) calculate H(K) of K

(7) if H(K)< λ log V orV< c, then
(8) V∗ � the set of distinct values inK

(9) else
(10) V∗ � {‘∗ ’}
(11) end if
(12) further split U into several subgroups U1, . . . , Ut  according to V∗

(13) for all subgroup Ui do
(14) child � construct pattern − tree(Ui, j + 1)

(15) add child as a child of node N

(16) end for
(17) return the node N

ALGORITHM 1: Construct pattern − tree(U, j).

Table 2: )e performance comparison of difference models.

Algorithm Precision Recall F1-score Accuracy
Random forest 0.8899 0.7860 0.8348 0.8169
Random forest∗ 0.9154 0.8508 0.8819 0.8376
Decision tree 0.8646 0.8075 0.8351 0.8124
Decision tree∗ 0.9169 0.8454 0.8797 0.8352
Support vector machine 0.6746 0.9090 0.7745 0.6912
Support vector machine∗ 0.9636 0.8541 0.9056 0.8731
K-neighbours 0.8879 0.7764 0.8292 0.8109
K-neighbours∗ 0.9335 0.8491 0.8893 0.8493
)e algorithms with ∗ are trained with semantic structure, and others are trained with conventional routine.∗
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of performance shown in Table 2 also indicates the value of
semantic structure.

We plan to study how to learn the nonstationary se-
mantic structure with an increment learning mechanism. To
provide a better service for users, Web application is con-
stantly evolved, such as adding new or removing old re-
sources and changing the parameters of some resources.
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Zombie followers, a type of bot, are longstanding entities in Sina Weibo. Although the features and detection of zombie followers have
been extensively studied, zombie followers are continuously increasing in social networks and gradually developing into a large-scale
industry. In this study, we analyze the features of eight groups of zombie followers from different companies. )e findings indicate that
although zombie followers controlled by different companies vary greatly, some industries may be controlled by the same organization.
Based on the feature analysis, we use multiple machine learning methods to detect zombie followers, and the results show that zombie
follower groups with short registration time aremore easily detected.)e detection accuracy of zombie followers that have been cultivated
for a long duration is low. Moreover, the richer the feature sets, the higher the recall, precision, and F1 of their detection results will be.
Under a given rich feature set, the accuracy of the combined-group detection is not as high as that of the single-group detection. )e
random forest achieves the highest accuracy in both single- and combined-group detections, yielding 99.14% accuracy in the latter case.

1. Introduction

Sina Weibo is an online social network service, such as
Twitter and Facebook, and has nearly 516 million monthly
active users till December 2019 according to the fourth
quarter financial report of SinaWeibo [1]. Similar to the case
of other social media services, many misbehaving accounts
[2] exist in Sina Weibo, such as bots [3–5], trolls [6–8],
sockpuppets [9, 10], and compromised accounts [11, 12].
)e ultimate aim of such accounts that participate in social
networks is to cause disruption of the normal order.

Zombie followers [13–15], a type of bot [3, 4, 16], are
longstanding entities in Sina Weibo. )ey are often used to
spread malicious information, manipulate public opinion,
steal personal information, and so on [4, 17–19]. )ey not
only undermine users’ social credibility but also adversely
affect users’ network security and social environment
[15, 20, 21]. Researchers in the past have often focused on the
detection of zombie followers [15, 22]. )ey analyzed the
feature differences between zombie followers and normal

users, such as text features [23, 24], behavior features
[25, 26], or network structure features [27–29], and then
combined machine learning methods for zombie follower
detection [30, 31].

Although the features and detection of zombie followers
have been extensively studied, zombie followers are con-
tinuously increasing in online social networks and gradually
developing into an industry [26, 32]. We observed that
zombie followers on Sina Weibo are gradually moving to-
ward this trend and forming a large-scale ecosystem,
wherein the user can get many zombie followers for a small
cost. Previous studies have not analyzed the characteristics
of different zombie follower industries. Questions such as
will there be differences in the characteristics of zombie
followers from different sources and in the detection results
if the same detection method is used for zombie followers
with different characteristics have not been explored.
)erefore, the study of zombie followers’ ecosystem and
industry features will help us better understand and auto-
matically detect them.
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Present work. In this paper, we focus on the feature analysis
and detection of eight zombie follower groups. Herein,
zombie followers [15] are defined as malicious users that are
manipulated and maintained by programs. )ey imitate
human behaviors and influence normal social behaviors on
social networks.)e zombie follower industry [33] is defined
as a new black market formed by merchants engaged in the
production and sale of zombie followers. To analyze the
characteristics of the zombie follower industry, we investi-
gate various organizations engaged in the trading of zombie
followers on the Internet. Here, an organization or company
that provides sales of zombie followers is termed a zombie
follower company (hereafter, ZF company).

We collected eight zombie follower groups (each group
having more than 5,000 accounts) from different ZF com-
panies. Based on the collected data, our paper provides the
following three main contributions:

(1) We analyzed the basic features and content features
of zombie follower groups and found that zombie
follower companies always mass produce zombie
followers. Due to varying registration time and
service scope, those zombie followers usually have
different features.

(2) We study the interactive relationship between the
eight zombie follower groups. )e findings indicate
that some of the merchants selling zombie followers
are actually operated by the same organization.

(3) Finally, based on the study of the aforementioned
features of the zombie follower industry, we use
machine learning methods to detect the zombie
followers in a single group and in combination. In
the single-group detection, zombie followers with
short registration time are more easily detected. )e
detection accuracy of zombie followers that have
been cultivated for a long time declines. Moreover,
the richness of the feature set plays an important role
in the detection. )e richer the feature sets, the
higher the recall, precision, and F1 values will be.
Although the accuracy of the combined-group de-
tection is not as high as that of the single-group
detection, the random forest is the highest in both
detections, with 99.14% accuracy in the combined-
group detection.

2. Data Specification

)is section details the source of our dataset as well as the
settings of honeypot accounts and the data crawling process.

2.1. Data Source. On Weibo, the number of followers of
users often depends on the users’ influence. Driven by the
benefits of pan-entertainment and commercialization, users’
demand for zombie followers has grown, leading to a large-
scale purchase of zombie followers in the market. Based on
the investigation of the various advertisements on the In-
ternet to sell zombie follower services, the following main
sales channels can be found:

Weibo profile: some zombie followers leave sales ad-
vertisements with contact information on normal
users’ microblogs, while others mark such information
on their avatars and spread it by following normal
users.
Taobao shop: Taobao, a popular C2C platform in
China, has taken all efforts to stop illegal sales, but a
search using specific keywords can still lead one to the
sales of zombie follower services. )e stores offer
various packages and for each package, the basic in-
formation, quantity, and price of zombie followers are
explained on the product details page. Buyers can place
orders directly according to the instructions.
Search engine: when searching for keywords related to
the sales of zombie follower services on major search
engines, a series of related websites will appear, which
contain information such as the categories and number
of zombie followers. Buyers can purchase directly from
the website or contact the customer service staff
according to the information provided on the website.

2.2. Honeypot Account Description. Honeypot is a common
means to collect zombie followers [32, 34]. On Facebook,
MySpace, and Twitter, it is often used to detect spammers
[35–37]. Aiming at studying the current ecosystem of
zombie followers, we created eight honeypot accounts on
Weibo, corresponding to the eight ZF company groups.

All honeypots remain in the initial state and empty (i.e.,
no basic information or microblog is present). We collected
more than 5,000 zombie followers each from eight different
companies and injected them into the corresponding
honeypot account. Table 1 lists honeypot account details and
the sources of zombie followers. All zombie followers were
collected at the same time. Overall, we collected a total of
43,352 zombie followers in eight groups.

2.3. Data Collection. What are the characteristics of the
zombie follower industry? What are the characteristic dif-
ferences between zombie followers and normal users? How
to detect zombie followers? To answer these questions, in
this study, we mainly collected two datasets: (1) the zombie
followers’ data and related data collected through the
honeypot account and (2) the normal users’ data and related
data collected through the Python crawler. All the above data
were exclusively open data obtained through Sina API. In
addition, we encrypted the data to ensure data security. )e
collection of the datasets and the detailed analysis of the
basic characteristics are described below.

We used the Python crawler to monitor the corre-
sponding honeypot account and detect the injected zombie
followers. After all zombie followers were collected, we
performed a second crawl on the collected data. )e public
information, followers (the latest 1000), and microblogs (the
latest 100) of each zombie follower were crawled, and the
results are presented in Table 2. Meanwhile, we collected the
data, including public information and 3,394,129microblogs
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(the latest 100) of 45,559 normal users as a comparison
dataset.

Each ZF company assures us that their products are
authentic and reliable. )eir zombie followers have avatars,
personal information, and irregular updates of microblogs.
More importantly, they cannot be blocked. However, the
zombie followers of some ZF companies were blocked by
Sina Weibo within a short time. For example, Groups 02,
04, and 05 were blocked shortly after the infusion was
completed. Among them, 943 zombie followers belonging
to Group 02 were unblocked after some time, but they were
soon blocked again. Groups 04 and 05 were banned in the
early period, so some of their data were missing (only
Weibo ID, user name, and the number of followers and
friends could be collected). In addition, we found that a
small number of zombie followers were blocked in other
groups. Finally, we obtained a total of 37,607 zombie
followers, having 1,313,452 followers and 967,550
microblogs.

3. Analysis of Characteristics

In previous studies, zombie followers and normal users were
usually distinguished from various perspectives [15], such as
users’ personal information [13, 14], relationship features
[28], behavioral features [26], and emotional features. In this
section, we attempt to answer the following two questions on
the basis of basic features and content features: what is the
difference between zombie follower groups and what is the
difference between zombie follower groups and the normal
user group?

3.1. Basic Characteristics. We randomly selected 5000 users
from the normal user group as Group 09. For comparison,

we also calculated the average value of Groups 01–08 and
considered it as Group 00. In this section, we combine
existing fields in the dataset and compare the groups in
terms of five aspects: registration time, the number of fol-
lowers and friends of users, username complexity, and user
hierarchy.

3.1.1. More Centralized Registration Time. Figure 1 shows
the cumulative distribution function (CDF) graphs of reg-
istration time of users in all the groups. It indicates that the
registration time of the normal user group (Group 09) is
evenly distributed. However, the CDF graphs of the zombie
follower groups (data in Groups 02, 04, and 05 were missing)
are significantly different from that of Group 09. )e dis-
tribution graphs of Groups 01 and 08 are similar, with a
stepped increase and high consistency in value. Groups 03
and 06 are also similar, and their graphs are closer to that of
Group 09. However, compared with the graph of Group 09,
graphs of Groups 03 and 06 are not smooth and show a
stepped increase. )eir distribution is similar to that of
Groups 01 and 08. All the zombie followers in Group 07 were
registered three days before purchase, so its CDF is more
concentrated. As Figure 1 shows, most of the zombie fol-
lowers were produced recently. )erefore, we can infer that
most ZF companies continue to mass produce zombie
followers.

In summary, zombie follower groups manipulated by
different ZF companies have significant differences in reg-
istration time. Some ZF companies hold and mass produce
zombie followers close to the purchase time, while others
mass produce them in advance. As a comprehensive CDF
graph of zombie followers, the curve of Group 00 indicates
that the zombie follower industry is developing on a large
scale.

Table 1: Summary statistics of honeypot accounts.

User ID Campaign name Provider/source #Zombie followers
01_72∗∗∗∗37 A000 Douyin and Weibo flagship shop Weibo profile 5069
02_72∗∗∗∗04 Sihui Network Taobao shop 5270
03_72∗∗∗∗91 Xingchen Network Technology Search engine 6172
04_72∗∗∗∗62 Aijia Network Search engine 5258
05_72∗∗∗∗21 Self-help business platforms for Douyin, Kuaishou, and Weibo Search engine 6313
06_72∗∗∗∗43 A Weibo-Douyin-WeChat platform Weibo profile 5091
07_72∗∗∗∗47 Niuweifen marketing Taobao shop 5073
08_72∗∗∗∗28 Yunyidingdian platform Weibo profile 5106

Table 2: Summary statistics of the eight honeypot accounts.

User ID #Followers #Followers obtained #F_followers1 #Microblogs
01_72∗∗∗∗37 5,069 5,063 661 20,528
02_72∗∗∗∗04 5,270 943 21 3
03_72∗∗∗∗91 6,172 6,145 227,101 285,756
04_72∗∗∗∗62 5,258 5,257 79 —
05_72∗∗∗∗21 6,313 5,000 80 —
06_72∗∗∗∗43 5,091 5,022 1,081,774 642,679
07_72∗∗∗∗47 5,073 5,072 2,550 0
08_72∗∗∗∗28 5,106 5,105 1,186 18,584
1F_followers are the followers of the zombie followers in the eight zombie follower groups.
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3.1.2. Fewer Followers and Mutually Following. In Figure 2,
the median number of user followers in Group 09 is 186,
whereas that of Groups 01–08 is 29, indicating a large
difference between them. Most zombie followers of Groups
04, 05, and 07 have only one to three followers. )e dis-
tribution of Groups 01 and 08 is similar, and most of their
users have no followers. )e followers in Group 03 are
relatively dispersed, evenly distributed between 0 and 250,
while those in Group 06 are almost all over 100 (only two
users have less than 100).

Based on the above results, compared with Group 09, the
number of user followers in Groups 01–08 is more con-
sistent. A cursory investigation reveals that to make zombie
followers resemble normal users, zombie followers in
Groups 01–08 generally follow each other, thus forming a
network of zombie followers.

3.1.3. Prefer to Be a Follower Based on the Service. As shown
in Figure 3, the distribution of the number of friends of users
in Group 09 is even, with about 80% being less than 500. By
contrast, the distribution of Groups 01–08 is irregular and
most of the zombie followers have more friends than normal
users have, such as Groups 03 and 06. )e registration time
distribution for Groups 03 and 06 suggests that they have
been engaged in selling follower services for a long duration,
so their users have more friends. Furthermore, most users in
Groups 01 and 08 have less than 200 friends. In Groups 04,
05, and 07, all have fewer than 200 friends, and their CDF
graphs show an irregular stepped increase (Figure 4). Based
on the registration time distribution, we believe that most
zombie followers in the five groups have not been engaged in
the business for a long duration, so they have not accu-
mulated a large number of friends.

To better reflect the composition of users’ social rela-
tions, we use the interaction index function [38], defined as

interaction index �
followers count
friends count

. (1)

Figure 5 shows the CDF graphs of the interaction index
for all groups. In Group 09, the interaction index of 96.76%
of the users is less than 10, and the maximum index is 81. In
Groups 01–08, the interaction index of only 16.09% is less
than 10, while that of 26.12% is greater than 81.
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Figure 2: Cumulative distribution of the number of user followers
in different groups.
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Figure 3: Cumulative distribution of the number of friends in
different groups.
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Figure 1: Cumulative distribution of registration time of users in
different groups (00 is the average registration time of zombie
follower groups; 09 is the registration time of the normal user
group).
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3.1.4. Simpler and Meaningless Usernames. We next analyze
the username complexity of Groups 01–09 by using the Jieba
[39] algorithm to segment the usernames. Accordingly, if n
is the number of words in the username, K is the number of
numerals, and leni is the length of the i-th word, then the
complexity of the username [40] is given as

complex � n + 
k

i�1

leni

3
. (2)

)e username complexity of Groups 01–09 is shown in
Figure 6. )e figure indicates that the username complexity

of Group 09 is greater than that of Groups 01–08. )e
analysis of the composition of usernames in Groups 01–08
reveals that the usernames of Groups 04 and 05 are au-
tomatically generated by the system, with their structure
being “user” + random number. Compared with other
groups, Groups 01 and 08 usernames are more readable and
have specific rules for their generation. Most usernames in
Groups 02, 03, 06, and 07 are random combinations of
Chinese characters and letters, bearing no specific
meaning.

3.1.5. Lower Level in Weibo’s Hierarchy. Our calculation of
the hierarchies of users in Groups 01–09 shows that out of
the 43,352 zombie followers, only 1,278 have a user hier-
archy greater than 0, accounting for 4.84%. However, in
Group 09, 2945 users are greater than 0, accounting for
58.9%. Due to the mass production of zombie followers, ZF
companies cannot improve the hierarchies for most zombie
followers. However, it is worth noting that ZF companies not
only sell zombie follower services but also control mass
social robots with advanced authentication and higher hi-
erarchies than normal users. In the future, we will conduct
research considering this aspect.

3.2. Content Characteristics. )is section presents a
comparison of the relevant features of users’ microblogs
in Groups 01–09. We could not obtain the microblog data
of Groups 04 and 05 because the zombie followers in
these groups were blocked. Moreover, 5072 zombie
followers in Group 07 did not post any microblog as their
registration time was shorter, and 943 zombie followers
in Group 02 only posted three microblogs. )erefore, we
were focusing on the content of only Groups 01, 03, 06,
08, and 09.
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Figure 5: Cumulative distribution of the interaction index for
different groups.
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Figure 6: Cumulative distribution of the username complexity in
different groups.
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in Groups 04, 05, and 07; an irregular ladder increase in the number
is observed.
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3.2.1. Replication of Original Content. To determine what
content zombie followers often post, we analyzed the
microblog content of Groups 01–09. As Table 3 shows, every
microblog in Groups 01 and 08 is a repost, and mostly the
same posts. Conversely, Groups 03 and 06 are more bal-
anced, including original microblogs and reposts. Among
them,most of the original microblogs repeat celebrity quotes
or common senses. )e repetition rate of reposts of zombie
followers is generally higher than that of normal users.
Moreover, in Groups 03 and 06, the rate is 50% or more.
)us, we can infer that the zombie followers manipulated by
ZF companies hardly post original microblogs and their
reposts are related to their business. )erefore, ZF com-
panies are suspected of manipulating public opinion.

3.2.2. Low Interaction of Microblogs. By analyzing the
content of microblogs of Groups 01–09, we investigated if
zombie followers write differently from normal users. As
Table 4 shows, compared to Group 09, zombie follower
groups contain fewer URLs, mentions (@), and hashtags,
and they are less interactive with other users. In addition,
although the length of microblogs of different groups is
different, groups with similar basic characteristics have
similar length of microblogs.

3.2.3. Poor Microblog Sources. Regarding the microblog
sources, Table 5 shows that Group 09 has 3,650 sources,
accounting for 94.32% of the total (3,870), whereas the
sources of zombie follower groups are considerably less.
Among them, Groups 01 and 08 have only three consistent
sources, whereas Group 06 has the most abundant sources
(only 429).

3.2.4. Poor Spreading of Microblogs. )e communication
features [26] of the microblogs of Groups 01–09 are analyzed
in Table 6. As the table indicates, the zombie follower groups
are significantly different from Group 09 as more than 98%
of the zombie followers have zero reposts, attitudes, and
comments, and almost no group has a count above 10. We
conclude that although zombie followers do post micro-
blogs, they usually get little attention from other users; thus,
the posts have poor ability to spread.

3.3. Discussion. Zombie follower groups have different
features because of varying registration time. Due to longer
survival time, Groups 03 and 06 have greater similarity to
normal users. However, the registration time of Group 07 is
only three days, so all its features are notably different. It can
be expected that some ZF companies have been engaging in
cultivating zombie followers for a long duration, and the
longer they manipulate, the more similar the zombie fol-
lowers will be to normal users.

Comparison of the features of zombie follower groups
reveals an interesting phenomenon. )e features of Groups
04 and 05, Groups 01 and 08, and Groups 03 and 06 are very
similar. In the next section, we will analyze whether these
zombie follower groups are correlated.

4. Ecosystem Characteristics

We focus here on the following three questions: why is it
difficult for normal users to identify zombie followers? Are
different ZF companies correlated? Are there social relations
among zombie follower groups?

4.1. Why Is It Difficult for Normal Users to Identify Zombie
Followers?. From the features of zombie follower groups
described in Section 3, we can conclude that zombie fol-
lowers are considerably different from normal users.
However, it is often difficult for normal users to judge
whether a user is a zombie follower. Note that when normal
users visit others’ profiles, they usually judge the profile
authenticity by observing its basic information and
microblogs.

We analyzed the differences in the basic information
between Groups 01–08 and Group 09 (Table 7). Compared
with normal users, zombie followers (95.83%) have more
complete basic information. To avoid blocking of the zombie
followers, ZF companies make them behave more like
humans. For example, Groups 03 and 06 not only have
extremely complete basic information (99.86%) but also
have rich original microblogs (Table 4). Clearly, zombie
followers also have real avatars, complete basic information,
and simulated original microblogs and reposts. )erefore,
the boundary between the zombie followers and normal
users becomes increasingly blurred, making distinction of
zombie followers difficult.

4.2. Are Different ZF Companies Correlated?. We analyzed
the relationship among zombie follower groups to determine
if ZF companies are correlated, if these companies manip-
ulate different zombie follower groups with different sales
methods and if these companies belong to the same
organization.

By observing the interaction of each user from Groups
01–08, we determine if any zombie follower is present in two
or more groups simultaneously. After matching, we found 8
identical zombie followers in Groups 01 and 08 and 104 in
Groups 04 and 05 (Figure 7). Considering the characteristics
of these groups, it is reasonable to conclude that they are
controlled by the same organization.

4.3. Are 9ere Social Relations among Zombie Follower
Groups? After determining that there may be some corre-
lation among zombie follower groups, we attempt to de-
termine whether there also have some correlating social
relations.

)e analysis of the followers of zombie followers indi-
cates that most of them are zombie followers. )erefore, we
compared the followers of the zombie followers in Groups
01–08. )e results demonstrate a small amount of overlap
between some groups (Table 8). However, the number of
overlaps in Groups 03 and 06 is as high as 5,696. After
removing the repeated followers, we obtained 218 followers
of the zombie followers in Groups 03 and 06 multiple times.
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Although there are no identical zombie followers in Groups
03 and 06, their potential social relations suggest that they
may belong to the same organization.

5. Detection Model

5.1. Experimental Features. As described in the above sec-
tions, we studied the behavior of zombie followers from the
following three aspects and list the relevant features in
Table 9: (1) basic features, which include the complexity of
the user name, the number of followers and friends of users,
the interaction index, hierarchy, and registration time of
users. (2) Content features, including the rate of original
microblogs and reposts, the total number of microblogs of
users, URLs, hashtags, and mentions, and the average length
of all microblogs. (3) Ecosystem features, it refers to the

user’s gender and age and whether the basic information of
the user is provided.

5.2. Experimental Design. In this study, Python was used to
realize the whole process of feature extraction and model
construction, as shown in Figure 8. )is model mainly
consists of two parts: the data feature analysis module and
zombie follower detection module. In the data feature
analysis module, we obtain the original data set through the
crawler, remove the invalid data after preprocessing, and
format them. We then analyze the data features and
transform them into the corresponding feature set. In the
zombie follower detection module, we use five-fold cross-
validation. )e detailed data distribution is shown in Ta-
ble 10. Finally, three machine learning methods (KNN [41],
SVM [42], and random forest [43]) are used to detect the

Table 3: Summary statistics of microblog content.

Collection Original count Repost count Repetition Repetition rate (%)
01 0 20,528 (100%)1 2,552 31.41
03 252,690 (88.43%) 33,066 (11.57%) 5,493 65.41
06 312,630 (48.64%) 330,049 (51.36%) 44,652 55.39
08 0 18,584 (100%) 2,400 31.46
09 145,768 (37.05%) 247,720 (62.95%) 23,506 23.73
1Parenthetical information is the percentage of the total number of microblogs in each group.

Table 4: Summary statistics of the microblog content features.

Collection Status count URLs Mentions Hashtags Ave-length
01 20,528 76 (0.37%)1 996 (4.85%) 0 12.42
03 285,756 10,620 (3.72%) 6,215 (2.17%) 19,225 (6.73%) 141.99
06 642,679 9,821 (1.53%) 66,379 (10.33%) 66,534 (10.35%) 65.94
08 18,584 60 (0.32%) 751 (4.04%) 0 11.70
09 393,488 85949 (21.84%) 76,682 (19.49%) 202,010 (51.34%) 55.56
1Parenthetical information is the percentage of the total number of microblogs in each group.

Table 5: Summary statistics of the microblog sources.

Collection 01 03 06 08 09
Count 3 (0.08%) 429 (11.09%) 217 (5.61%) 3 (0.08%) 3,650 (94.32%)

Table 6: Summary statistics of the microblog communication features.

Collection Range Reposts (%) Attitudes (%) Comments

01 0 99.58 98.82 99.92%
0+ 0.42 0.18 0.08%

03
0 99.79 97.07 99.47%

1–10 0.19 2.81 0.51%
10+ 0.02 0.12 0.02%

06
0 99.61 98.12 99.61%

1–10 0.38 1.87 0.39%
10+ 0.01 0.01 0

08 0 99.73 98.99 99.88%
1–10 0.27 1.01 0.12%

09
0 92.27 71.72 82.11

1–10 5.60 23.31 14.03%
10+ 2.13 4.97 3.86%
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experimental data. Each of the three algorithms uses default
parameters, and the calculation is executed on a computer
with Intel(R) Xeon(R) CPU and 8GB memory.

We evaluated the performance of the proposed model by
using the indicators accuracy, recall, precision, and F1. )ey
are defined as follows:

Accuracy �
TP + TN

TP + TN + FT + FN
,

Recall �
TP

TP + FN
,

Precision �
TP

TP + FP
,

F1 �
2 × Precision × Recall
Precision + Recall

,

(3)

where TP (true positive) is the number of normal users
predicted as normal users; FP (false positive) is the number
of zombie followers predicted as normal users; TN (true
negative) is the number of zombie followers predicted as
zombie followers; and FN (false negative) is the number of
normal users predicted as zombie followers.

5.3. Experimental Results. In our experiments, we attempted
to maximize the detection of zombie follower groups. We
extracted the features of each user described in the previous
sections and used three types of classifiers (i.e., KNN, SVM,
and random forest) to detect eight zombie follower groups.
Here, when the detection method uses any set of data from
01 to 08 zombie follower data and normal user data, it is
called the single-group detection, and when it uses eight sets
of zombie user data and normal user data, it is called the
combined-group detection. Meanwhile, we also detected
basic features, content features, and ecosystem features in
single-group and combined-group detections, and the re-
sults are shown in Tables 11–13.

In the single-group detection, when part of data is
missing (Groups 04 and 05 lack in content features and
ecosystem features; Groups 02 and 07 lack in content

Table 7: Summary statistics of the basic info of zombie followers.

Collection Avatar Location (%) Gender (%) Age (%) Simple info (%)
01 No 77.07 77.64 40.61 77.68
02 Yes1 99.26 100 93.96 100
03 Yes 80.47 98.34 51.91 98.34
06 No 84.73 99.88 9.66 99.88
07 Yes 98.68 99.82 93.24 99.82
08 No 88.18 99.24 51.23 99.24
09 Yes 54.36 77.56 38.72 77.56
1“Yes” indicates that most of the zombie followers have avatars.

Group 01
Group 08

Group 04
Group 05

Figure 7: Matching of identical zombie followers in Groups 01–08.

Table 8: Summary statistics of the overlap of the followers of
zombie followers.

Group Num
01 and 03 10
01 and 06 20
01 and 08 18
03 and 04 2
03 and 05 2
03 and 06 5696
03 and 07 6
03 and 08 7
04 and 05 8
06 and 07 90
06 and 08 6
01, 03, and 061 4
01, 03, and 08 2
03, 04, and 05 2
01, 03, 06, and 08 1
1Only the overlapped groups were output.
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features), although its detection accuracy was high, its
recall, precision, and F1 values were still generally low. In
random forest detection, as an example, the accuracy of
Groups 04 and 08 was 99.86% and 99.90%, respectively, but
the recall, precision, and F1 were 85.71%, 78.95%, and

82.19% for Group 04 and 99.58%, 99.37%, and 99.47% for
Group 08. )e large difference indicates that the richer the
feature set is, the greater the promotion of recall, precision,
and F1 will be.

However, due to the feature differences among groups,
the accuracy of the combined-group detection is generally
lower than that of the single-group detection. It is worth
noting that ecosystem features achieved approximately
90% accuracy in all single-group detections, but it de-
creased significantly in the combined-group detection.
)e random forest achieved the highest accuracy in both
types of detection, with the combined-group detection
achieving 98.75% accuracy (average accuracy of KNN and
SVM is 99.4% and 99.46%, respectively). )e table shows
that Groups 03 and 06 with the longest registration time
have the lowest accuracy. )is indirectly confirms that the
longer the zombie follower is cultivated, the more similar

Table 9: Description of feature classifications.

Feature set Features
Basic features Username complexity, number of followers and friends, interaction index, user hierarchy, user registration time

Content features Number of original post, repost, and status; number of URLs, hashtags, mentions, average length of microblogs (Avg-
length)

Ecosystem features Gender, age, simple info

Data feature
analysis module

Original
dataset

Honeypots

Crawlers

Normal
dataset

Zombie
dataset

Data
preprocessing

Content
characteristics

Basic
characteristics

Ecosystem
characteristics

Original data
feature analysis

Feature
sets

Normal
followers

Zombie
followers

(1) KNN
(2) SVM
(3) Random forest

Machine
learning

algorithm

Zombie followers
detection module

Training set

Test set

Combined-
group

detection

Single-group
detection

Social network

Figure 8: Structure of the detection model.

Table 10: Statistics of comparative experiment datasets.

Collection Total
01_72∗∗∗∗37 5063
02_72∗∗∗∗04 943
03_72∗∗∗∗91 6145
04_72∗∗∗∗62 5257
05_72∗∗∗∗21 5000
06_72∗∗∗∗43 5022
07_72∗∗∗∗47 5072
08_72∗∗∗∗28 5105
Normal users 45559
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it becomes to normal users and the more difficult its
detection becomes.

6. Conclusion and Future Work

In this study, we focused on the features and detection of
zombie followers from different companies. )rough
feature analysis, we described the current ecosystem of
the zombie follower industry as follows: the ZF compa-
nies are constantly producing and cultivating zombie
followers. Zombie followers that survive longer are more
similar to normal users, thus lowering the detection rate
by traditional methods. Furthermore, although the

sources of zombie followers are different, the similar
characteristics and the direct or indirect relationships
between groups indicate that some zombie follower
groups from different sources are actually controlled by
the same organization. Finally, we used three different
classification methods (i.e., KNN, SVM, and random
forest) to detect zombie followers. )e random forest
performed the best with 99.14% accuracy. We also found
that the richer the feature set, the greater the promotion
of recall, precision, and F1 of the detection results.

Interestingly, zombie follower services are only a
small part of the black industry of malicious accounts. It
also controls mass advanced social robot accounts, which

Table 13: Detection accuracy of Random forest for each feature category.

Random forest Basic Content Ecosystem
All features

Accuracy Precision Recall F1
01_72∗∗∗∗37 98.68 92.61 90.21 99.74 98.59 98.79 98.69
02_72∗∗∗∗04 99.85 — 97.96 99.84 94.85 97.35 96.08
03_72∗∗∗∗91 99.26 98.74 88.10 99.75 99.51 98.37 98.94
04_72∗∗∗∗62 99.86 — — 99.86 78.95 85.71 82.19
05_72∗∗∗∗21 99.93 — — 99.93 73.68 93.33 82.35
06_72∗∗∗∗43 98.19 96.95 90.26 99.45 97.64 96.64 97.14
07_72∗∗∗∗47 99.39 — 91.62 99.53 96.45 98.89 97.65
08_72∗∗∗∗28 99.07 92.44 90.84 99.90 99.37 99.58 99.47
All data 97.16 92.11 65.86 99.14 99.03 98.57 98.80

Table 11: Detection accuracy of KNN for each feature category.

KNN Basic Content Ecosystem
All features

Accuracy Precision Recall F1
01_72∗∗∗∗37 98.55 92.05 90.16 99.57 96.48 99.30 97.87
02_72∗∗∗∗04 99.83 — 97.89 99.82 95.90 95.41 95.65
03_72∗∗∗∗91 99.07 91.36 87.27 99.14 95.04 97.66 96.34
04_72∗∗∗∗62 99.77 — — 99.77 54.84 70.83 61.82
05_72∗∗∗∗21 99.89 — — 99.89 50.00 100.00 66.67
06_72∗∗∗∗43 98.00 93.25 67.06 97.99 88.88 90.60 89.73
07_72∗∗∗∗47 99.28 — 80.28 99.36 94.72 99.00 96.81
08_72∗∗∗∗28 98.74 90.59 90.74 99.64 97.11 99.16 98.12
All data 97.16 88.1792 66.32 97.59 95.56 97.85 96.69

Table 12: Detection accuracy of SVM for each feature category.

SVM Basic Content Ecosystem
All features

Accuracy Precision Recall F1
01_72∗∗∗∗37 98.38 92.32 90.21 99.55 97.01 98.48 97.74
02_72∗∗∗∗04 99.82 — 97.96 99.83 96.76 94.71 95.72
03_72∗∗∗∗91 99.25 98.08 88.10 99.06 98.71 93.32 95.94
04_72∗∗∗∗62 99.86 — — 99.86 78.95 85.71 82.19
05_72∗∗∗∗21 99.93 — — 99.93 73.68 93.33 82.35
06_72∗∗∗∗43 98.19 92.64 90.26 98.28 94.30 87.59 90.82
07_72∗∗∗∗47 99.38 — 91.62 99.43 95.33 98.99 97.12
08_72∗∗∗∗28 98.89 92.11 90.84 99.73 98.52 98.63 98.57
All data 96.83 88.46 65.86 98.11 98.12 96.62 97.36
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have more advanced authentication and weight than
normal users. Among them, some are compromised
accounts and some have many real followers. In the
future, we will conduct research on the features of such
accounts.
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An opportunistic network is a special type of wireless mobile ad hoc network that does not require any infrastructure, does not have
stable links between nodes, and relies on node encounters to complete data forwarding.+e unbalanced energy consumption of ferry
nodes in an opportunistic network leads to a sharp decline in network performance.+erefore, identifying the ferry node group plays
an important role in improving the performance of the opportunistic network and extending its life. Existing research studies have
been unable to accurately identify ferry node clusters in opportunistic networks. In order to solve this problem, the concepts of k-core
and structural holes have been combined, and a new evaluation indicator, namely, ferry importance rank, has been proposed in this
study for analyzing the dynamic importance of nodes in a network. Based on this, a ferry cluster identification model has been
designed for accurately identifying the ferry node clusters. +e results of the simulations conducted for verifying the performance of
the proposed model show that the accuracy of the model to identify the ferry node clusters is 100%.

1. Introduction

An opportunistic network is a type of wireless mobile ad hoc
network, which does not require a complete link between
nodes and can realize communication between disconnected
subdomains [1]. In contrast to the traditional networks, in an
opportunistic network, messages rely on the encounter
opportunities brought about by the node movement and are
sent hop-by-hop in the network until they reach the des-
tination node. Opportunistic networks are widely used in
wildlife tracking, vehicle-mounted networks, remote areas,
and communications in harsh environments [2].

Since the communication regions in an opportunistic
network are fragmented most of the time, ferry nodes are
placed between the disconnected areas in order to realize
communication between the fragmented regions and en-
hance the overall performance of the opportunistic network.
Ferry nodes moving between different regions connect to
different areas. At present, research studies on ferry nodes
mainly include routing algorithms based on ferry nodes

[3–12], ferry node motion path planning [13–19], and ferry
node network signal coverage [20–23].

In the actual application scenarios of opportunistic
networks, ferry nodes play a vital role in maintaining
communication between the separated areas of nodes.
During network operation, if a ferry node withdraws from
the network service due to cyberattacks, communication
between different regions might get weakened or even get
cut off. +erefore, identifying a ferry node cluster from an
unfamiliar network environment and protecting these nodes
play an important role in maintaining network security and
improving the network performance. A few research studies
have been conducted on ferry node identification in op-
portunistic networks, and the main idea in these studies has
been the use of node importance evaluation indicators in a
complex network for discovering ferry nodes in an op-
portunistic network. +e existing node importance evalu-
ation indicators mainly include degree centrality,
betweenness centrality, and k-core indicator. A study in [24]
proposed using the degree centrality of a node to measure
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the importance of the node and to estimate the position of
the node in the network according to the number of
neighbors of the node. Freeman [25] and Goh et al. [26]
proposed the use of the betweenness centrality indicator to
evaluate the importance of nodes by using the number of
shortest paths through the nodes to the rest of the network.
Kitsak et al. [27] proposed a node importance evaluation
indicator based on the importance of the position of the
node in the entire network and used the number of cores
obtained by k-core decomposition as the basis for judging
the importance of the node. However, this method is only
suitable for complex networks with a static topology and
cannot be used in opportunistic networks with constantly
changing topologies. In a dynamically changing network, the
degree of nodes changes constantly, and it is difficult to find
a node that is always at the center of the network using
methods based on degree centrality [28]. In a network
consisting of moving nodes, the number of shortest paths
through the nodes to other nodes is constantly changing. In
this case, the betweenness centrality indicator is unable to
accurately determine the number of times a node is in the
shortest path. In a network involving a single propagation
source, the k-core indicator is more accurate than the degree
centrality and betweenness centrality indicators in identi-
fying nodes with greater influence in the network. However,
this method is ineffective in complex networks involving
multiple propagation sources. Due to the features of the
opportunistic network, such as its dynamic changing to-
pology, a constant movement of nodes, and multiple
propagation sources, none of the abovementioned node
importance evaluation indicators are suitable for the iden-
tification of ferry node clusters in such networks.

With the aim of addressing these shortcomings of the
existing methods, the concepts of structural holes of nodes
and k-cores have been combined in this study, and the ferry
importance rank (FIR) indicator has been proposed, which
comprehensively analyzes the local and global importance of
nodes in a network. In a changing and multipropagation
source opportunistic network, the dynamic importance of
nodes can be accurately evaluated by the proposed FIR
indicator. On this basis, an FIR-based opportunistic network
ferry node cluster identification model has been developed,
which divides the operation information of the network over
a period of time into equal-length time slices. In each time
slice, the nodes that can have significant influence are cal-
culated on the basis of the FIR indicator, and the ferry node
cluster in the network is selected according to the nodes
selected in the different time slices.

2. Related Work

Since opportunistic networks have the characteristics of
unstable network topology, irregular node movement,
nonfixed connections, and unpredictable encounters
[29, 30], the existing key node mining methods based on
static complex network analysis techniques cannot be ap-
plied to the discovery and selection of ferry nodes in op-
portunistic networks. In the existing key node mining
algorithms of complex networks, researchers have primarily

used indicators such as the degree centrality, betweenness
centrality, near-centrality, and feature vector centrality for
calculating the importance of nodes in complex networks
from different perspectives. In opportunistic networks in-
volving sparse nodes, the key node mining algorithms based
on the degree centrality index are unable to find the bridge
nodes [31]. +e key node mining algorithm based on the
betweenness centrality indicator has a high time complexity
[32], and the feature vector centrality of a node ignores the
influence of adjacent node changes on the importance of
nodes.+erefore, the key node discovery algorithm based on
complex networks cannot be applied to ferry node discovery
in opportunistic networks.

A key node mining algorithm based on the node degree
centrality index analyzes the number of neighbors of a node
and the local importance of key nodes but ignores the
importance of nodes in the global network topology [31]. On
the basis of the degree centrality indicator, Chen [33]
proposed a semilocal centrality key node identification
method, which partially improved the degree centrality
method by calculating the sum of the degrees of all nodes
within a certain number of hops. +is method partially
improved the situation where the degree centrality method
falls into a locally optimal solution. Based on the degree
centrality and node deletion method, and in combination
with the local connectivity of social networks and the
shortest path between nodes, Li et al. proposed a connec-
tivity centrality index to measure the influence of nodes in a
network [34]. +eir method integrated the global and local
importance of nodes in the network and more compre-
hensively described the importance of nodes. However, due
to its high computational complexity, their method cannot
be used for ferry node discovery in opportunistic networks
under dynamic topology.

+e betweenness centrality index considers the impor-
tance of nodes from a global perspective and can efficiently
judge the bridge nodes in a network [25]. +e fast ap-
proximation algorithm based on the random sampling of the
shortest path can quickly calculate the betweenness cen-
trality and evaluation importance of all nodes in a large
network [35]. A key node discovery algorithm based on the
betweenness and closeness centrality for the shortest path
used the closeness centrality to analyze the key nodes [36]. In
an opportunistic network with social attributes, key nodes
can bemined based on the fusion of the weight of the node in
the social relationship and its position in the network to-
pology [37]. However, none of the abovementioned key
node mining algorithms can complete the discovery and
selection of ferry nodes in an opportunity network, where
the network topology changes dynamically.

Kitsak et al. [27] proposed that the importance of a node
depends on the position of the node in the entire network.
+ey calculated the number of node cores based on k-shell
and used the k-core index to describe the propagation ability
of the node, which can accurately identify the most influ-
ential node in the network. However, this method is un-
suitable for opportunistic networks with multiple
propagation sources. Burt proposed the structural hole
theory [38], pointing out that a node with larger structural
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holes plays a more important role in the communication of
the surrounding nodes in the network. +e structural hole
theory can calculate the structural relationship between
multiple nodes and solves the problem of the k-core index
not being able to reflect the structural characteristics of
neighbors. Zhang and Zhang [39] estimated the importance
of nodes by calculating the structure between them, fully
considering the influence of the network structure on the
importance of nodes. Su et al. [40] combined the structural
hole importance of nodes and their neighborhood, which
comprehensively considered the number of neighbors of the
node and the topological structure between the neighbors. In
addition, their method used structure holes to determine the
key node, and the calculation range was extended from the
neighboring nodes to the neighboring regions. However, in
these studies, the problem of falling into the local optimal
solution could not be avoided.

+e importance of nodes in a network is affected by
many factors, and the existing methods based on a single
importance evaluation index cannot find the key nodes of a
network accurately [41, 42]. In order to solve this problem,
Zhou et al. merged the node efficiency, degree of the node,
and the importance of adjacent nodes to form an importance
evaluation matrix for mining key nodes in a network [43].
However, this method did not consider the impact of
nonadjacent nodes having a high interdependence on the
key nodes. Reference [44] combined the concepts of
structural holes and the closeness centrality index for
obtaining the influence matrix of the structural holes of a
node and analyzed the global and local importance of nodes.
However, the time complexity of calculating the node
closeness centrality was relatively high. Reference [45]
mined the key nodes by fusing the local, behavioral, and
global characteristics of nodes and, based on the time slice
method, transformed the dynamic topology in the oppor-
tunistic network into a static topology set, which provided a
new method for mining the key nodes in an opportunistic
network.

In summary, due to the mobility of nodes in a network,
the topology of the network is also in an unstable state, and a
message propagates via multiple propagation sources. +us,
the existing key node mining methods based on analyzing
complex networks cannot be applied to an opportunistic
network directly. In order to automatically find and select
the ferry nodes in opportunistic networks, the Ferry_Im-
portance_Rank (FIR) index has been proposed in this work.
+is index has been used for evaluating the dynamic im-
portance of nodes in opportunistic networks on the basis of
the importance of structure holes and the k-core index. In
addition, based on FIR, a ferry node cluster identification
model has been designed for the opportunistic networks,
using which the analysis of the opportunistic networks can
perform the discovery and selection of the ferry node group
in unfamiliar opportunistic networks.

+e remainder of this paper has been organized as
follows: Section 3 provides a description of the three indi-
cators for estimating the node importance in opportunistic
networks. Details of the proposed FIR-based ferry node
identification model for opportunistic networks, based on

the importance of structural holes and k-core index, have
been given in Section 4. Section 5 presents a comprehensive
set of simulation results for various opportunistic network
scenarios. A detailed discussion of the analysis of the results
has also been given in this section. A summary of the present
work and the conclusions drawn from it have been given in
Section 6.

3. Preliminaries

In this section, some preliminary knowledge, including the
structural holes theory and k-core importance theory, has
been reviewed.

Definition 1. Structural holes
“Structural holes” is a classical theory of social networks

developed by Burt [38], which is often used for evaluating
the importance of nodes in local networks. If nodes B and C
are neighbors of node A and nodes B and C are not adjacent
and can only communicate via node A, there exists a
structure hole between nodes B and C, or there is a structural
hole on node A. +e larger the number of structural holes
possessed by a node is, the stronger its communication
ability is.

3.1. Computing Methods for Estimating the Importance of
Structural Holes. Suppose that the number of nodes in a
network is n; then a matrix A of dimensions n× n is
established. +is matrix is used for representing the con-
nection status of the nodes in a network. aij � 0 implies that
nodes i and j are disconnected, whereas aij � 1 implies that
nodes i and j are connected.

Suppose that k(i) is the degree of node i; then k(i) is
calculated using equation (1), where G is the set of all the
nodes in the topology map.

k(i) � 
j∈G

aij, (1)

and Q(i) is the adjacency degree of node i. It is the sum of
degrees of all the neighbors of node i, as expressed in
equation (2).

Q(i) � 
ϖ∈r(i)

k(ϖ). (2)

In Equation 2, r(i) is the set of neighboring nodes of
node i.

+e network constraint coefficients of nodes are related
to multiple factors such as the connection of a node with the
other nodes and the structure between a node and its
neighbor. +erefore, the degree and the topology structure
of its neighborhood, Pij, should be taken into consideration
when calculating the network constraint coefficient of nodes.
Pij is calculated using the expression given in

Pij �
Q(j)

v∈r(i)Q(v)
. (3)
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+e difficulty for a node to form structural holes is
represented by the network constraint coefficient, RCi, of the
node, which is also a measure of the size of the structural
holes of the node. +e network constraint coefficient of a
node is inversely proportional to its degree of structural
holes and is calculated using

RCi � 
i∈r(i)

Pij + 
q

PiqPqj
⎛⎝ ⎞⎠

2

, (4)

where q is a node in the intersection of the neighbors of
nodes i and j, which is not equal to i or j.

+e constraint coefficient of node i is the structural hole
importance index of the node, and the ratio of the sum of the
constraint coefficients of all nodes in the network is cal-
culated using

Li �
1 − RCi


n
j�1 1 − RCj 

. (5)

Definition 2. Structural hole constraint coefficient
+e structural hole constraint coefficient, Lni, of node i is

defined as the ratio of the structural hole importance index
value of node i to the sum of the structural hole importance
index values of all nodes neighboring node i. Lni is used for
measuring the constraints for a node when forming struc-
tural holes. It is calculated using

Lni �
Li

k∈r(i)Lk

. (6)

In this work, an algorithm for calculating the importance
of structural holes in opportunistic networks has been de-
veloped, as shown in Algorithm 1, namely, the calculate
structural hole importance (CSHI) algorithm.

Definition 3. K-core importance
Being a classical concept in graph theory, the k-core

theory calculates the influence of nodes in a network based
on the degree of nodes. +e steps of k-core decomposition
are as follows: recursively delete the nodes having a degree of
k or less in the network and assign k-shell values to the
deleted nodes. Repeat the process until all nodes in the
network are assigned k-shell values. In the k-core decom-
position algorithm, a large number of nodes are at the same
network level, which leads to the incapability of the algo-
rithm when further calculating their node importance.

3.2. Calculation of K-Core Importance. In the initial stage,
km

i � k(i) are recorded for every node, the nodes with the
smallest km

i value are removed from the topology map, and
km

i are assigned to Ksi
of these nodes. Subsequently, km

i of the
remaining nodes are updated as km

i � kr
i + λe

k, where λ is the
adjustment factor and 0≤ λ≤ 1, e

k is the removed degree of
the previous stage, and kr

i is the degree of the remaining
nodes. +e above process is repeated until all the nodes
obtain the Ksi

value. +en, Ksi
is the k-core index of node i.

According to the calculation method of k-core impor-
tance, this paper presents the calculation algorithm of the
k-core index of nodes in an opportunistic network, as shown
in Algorithm 2, namely, the calculate k-core importance
(CKCI) algorithm.

+e k-core importance of node i refers to the ratio of Ksi

of node i and the sum of Ksi
of all nodes, which can be

calculated using equation (7) after the k-core index of node i
is known:

Mi �
Ksi


n
j�1 Ksj

. (7)

4. Ferry Node Identification Model Based on
FIR for an Opportunistic Network

+e topology of an opportunistic network changes dy-
namically. +erefore, the existing key node mining algo-
rithms based on static network indicators are inapplicable in
an opportunistic network. In order to solve the problem of
mining the key nodes in an opportunistic network, we have
divided the network into several snapshots with equal
runtime, established a static topology of the opportunistic
network in the snapshots, mined the key nodes in each
snapshot, and determined the ferry nodes in the opportu-
nistic network based on the frequency with which the key
nodes are selected.

+e use of a single indicator cannot evaluate the im-
portance of nodes accurately [41]. In order to fix the
shortcomings of using a single index, the FIRi index has been
proposed in this work, which is an indicator of the fusion of
structural hole importance of a node and k-core importance.
+is index comprehensively analyzes the local and global
importance of nodes based on the ferry node group in the
FIRi election network.

4.1. Ferry Importance Rank Algorithm. +e node impor-
tance evaluation model based on the FIR index has been
used for measuring the importance of nodes in an op-
portunistic network. +e model combines the k-core
importance, Mi, of the node and the structural hole
importance, Lni, and calculates the FIRi index. +e larger
the FIRi value is, the higher the importance of the node is.
To enable the mining of key nodes in the dynamic to-
pology of an opportunistic network, the FIR-based model
establishes a time-slice snapshot sequence for the running
opportunistic network topology, conducts key node
mining on the basis of the static topology graph sequence,
and counts the number of times each node is selected as a
key node.+e selected node is the ferry node, and the node
that has been selected for the highest number of times is
the most important node among all ferry nodes. +e FIRi

indicator is calculated using the expression given in

FIRi � αMi + βLni. (8)

From the analysis of the simulations performed for
verifying the proposed model, it is found that when α is 2
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and β is 1, the node importance evaluation model achieves
the best performance.

+e FIRi index is calculated by performing the following
steps: the structural hole weight, Ln, and the k-core index,
Ks, of each node in the node set G are calculated using
Algorithms 1 and 2. Following this, the k-core importance,
Mi, of each node is calculated according to the expression
given in Equation 7. Finally, the FIR importance index, FIRi,
of node i in the node set G is calculated according to
Equation 8.+e calculation process is shown in Algorithm 3,
namely, the calculate ferry importance rank (CFIR)
algorithm.

To calculate the ferry node cluster in a network, the key
nodes in each snapshot should be calculated separately. First,
all nodes in the topology are inputted into set G, and the FIR
values of all nodes in G are calculated according to Algo-
rithm 3. +e node with the highest FIR value in the topology
map, which corresponds to this time slice, is inputted into
the ferry node set. All the key nodes in the snapshot are

calculated using the method described above, and the final
set of ferry nodes is the ferry node group in the network.+e
ferry node identification algorithm for an opportunistic
network is shown in Algorithm 4, namely, the ferry node
identification (FNI) algorithm flow of the ferry node cluster
identification algorithm is shown in (Figure1)

5. Experiments

+e opportunistic network environment (ONE) simulator is
an important experimental simulation platform for studying
opportunistic networks. In this study, ONE1.4.1 was used for
performing simulations, and the report is Con-
nectivityDtnsim2Report. +e parameter settings of the
simulation environment are listed in Table 1. In this study,
three different simulation scenarios were set up and were
compared with the betweenness-based algorithm (referred
to as the VC model) [35]. +e FIR-based model proposed in
this study and the VC model were used for identifying the

Input: node set G
Output: structural hole constraint coefficient, Lni, of all nodes in G

(1) for i ∈ G: //G is the node set of the opportunistic network
(2) Calculate k (i)
(3) for i ∈ G:
(4) Calculate Q (i)
(5) for i ∈ G:
(6) for j ∈ r(i): //r(i) is the set of all neighboring nodes of node i
(7) Calculate Pij
(8) for q ∈ (r(i)∩ r(j)):
(9) Calculate Piq and Pqj

(10) Calculate RCi

(11) for i ∈ G:
(12) Calculate Li

(13) for i ∈ G:
(14) Calculate Lni

(15) return Ln

ALGORITHM 1: Algorithm for calculating the importance of structural holes.

Input: node set G
Output: K-core importance of all nodes in the set G

(1) for i ∈ G:
(2) km

i � k(i)

(3) Gn � G

(4) while Gn ≠ ∅:
(5) ke � 0
(6) for j ∈ Gn: //Gn represents the set of the remaining nodes in the topology graph
(7) if km

j <∀km
q : (q ∈Gn, q≠ j)

(8) Ksj
� km

j

(9) ke � km
j

(10) Gn � Gn⧹ j 

(11) for l ∈Gn:
(12) km

l � km
l + λke

(13) return Ks

ALGORITHM 2: Algorithm for calculating the k-core index.
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ferry nodes in different scenarios, and the performance of
the models in identifying the nodes in different environ-
ments was analyzed.

+e three simulation scenarios used in this study are an
opportunistic network with sparse nodes, an opportunistic
network with dense nodes, and an opportunistic network
with star-shaped distribution of nodes (referred to as sce-
narios 1, 2, and 3, respectively). Scenario 1 was used for
simulating the nodes that are sparsely distributed in

operating environments, for example, the opportunistic
networks in scenarios such as grasslands, remote villages, or
agricultural and pastoral areas. Scenario 2 was used for
simulating an operating environment with densely dis-
tributed nodes, such as campus environments and oppor-
tunistic networks in urban environments. Scenario 3 was
used for simulating the operating environment where the
nodes are unevenly distributed, such as an opportunistic
network in the mountains, forests, and other scenarios,

Input: node set G
Output: FIR importance of all the nodes in the set G

(1) Ln � CSHI(G)
(2) Ks � CKCI(G)
(3) for i ∈ G:
(4) Calculate Mi according to Equation 7
(5) for i ∈ G:
(6) FIRi � αMi + βLni

(7) return FIR

ALGORITHM 3: Algorithm for calculating the FIR importance.

Input: the set of time slice (T)
Output: ferry nodes in the network

(1) Ferry � {∅}
(2) for t ∈ T:
(3) G � nodes in t
(4) FIR � CFIR(G)
(5) Ferry∩ i|FIRi ≥∀FIRj, i, j ∈ G 

(6) return Ferry

ALGORITHM 4: Algorithm for identification of ferry nodes.

Split time slice

Process data in
time slice

Calculate FIR of 
each node in time 

slice

Record the 
node with the 

largest FIR

Count selected 
nodes in each 

time slice

Ferry node cluster

If 
all time slice 

processed

No Yes

Figure 1: Flowchart of the ferry node cluster identification algorithm.
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where the terrain is more restricted. +e simulation envi-
ronment setup in this study covered various practical ap-
plication scenarios of the opportunity network and
comprehensively verified the effect of using the FIRmodel in
an actual operating environment. +e schematics of the
simulation environment setups are shown in Figures 2–4.

Figure 2 shows the schematic of an opportunistic network
involving a relatively sparse node distribution. In this scenario,
the number of node groups is small, and the geographical
distribution of the node groups is sparse. Figure 3 shows the
schematic of an opportunistic network with densely distributed
nodes. Compared to scenario 1, this scenario has a larger
number of node groups, and the node groups are densely
distributed. Figure 4 shows an opportunistic network with a
star-shaped node distribution. +is scenario is used for

simulating a scene where the distribution of nodes is irregular
due to the terrain constraints such as mountains and river
valleys. Simulations were carried out using opportunistic
networks with different node distributions, and the results thus
obtained are shown in Figures 5–16.

Figures 5–7 show the comparison of the results obtained
from the FIR-based model developed in this work and the
VC model election ferry node group in opportunistic net-
works in different scenarios. In Figures 5–7, the node
identified in the upper right corner is the ferry node set
marked in the scene, and the blue line represents the other
nodes in the scene. From the analysis of the simulation
results of different scenarios in the opportunistic network, it
can be observed that when the time slice length is less than
200 s, the FIR-basedmodel proposed in this work has a lower
accuracy of mining ferry nodes in different scenarios. +is is
because when the time slice length is less than 200 s, the
distribution of nodes is sparse, and the ferry nodes are ig-
nored because they do not form effective connections be-
tween regions.+e error rate is significantly reduced for time
slices greater than 500 s.When the time slice length is greater
than 1000 s, the accuracy rate is higher, and the rate of
recognizing the ferry nodes in the opportunistic network in
the above three scenarios is 100%.

Further, the FIR-based model and the VC model were
used for performing simulations in the above scenarios for
time slices of 1200, 1800, and 2400 s, respectively.+e results
obtained from these simulations are shown in Figures 8–16
below.

Figures 8–10 show the comparison results of the simulation
performed for scenario 1. In this, the simulation results ob-
tained by applying the FIR-based model and the VC model
have been compared for the case of sparse multiparallel op-
portunistic network, when the time slice length was set to 1200,
1800, and 2400 s, respectively, and the nodes h43, g32, f21, and
e10 were set as the ferry nodes. From Figure 8, it can be seen
that the FIR-basedmodel can accurately identify all ferry nodes,
whereas the VC model can only identify a few of them. +us,
the analysis proves the effectiveness of the use of the FIR-based
model in opportunistic networks involving sparse nodes.

Figures 11–13 are the simulation results for scenario 2.
In this simulation, the time slice length was set to 1200,
1800, and 2400 s, respectively, and the ferry nodes were set

Table 1: +e parameter of the simulation scenario.

Category Parameter Values

Computer
configuration

CPU i7 9700K

OS Windows 10
Professional

RAM 8G

Scenario settings

Simulation area
size 200∗ 200 m2

Simulation time 24 h (86400 s)
Message

transmission
carrier

Bluetooth device

Message
transmission

range
50m

Nodes movement
model in the

region

MapRouteMovement
(MRM)

Node movement
model between

regions

RandomWaypoint
(RWP)

Number of nodes
in the region 10

Nodes moving
speed in the

region
1m/s

Nodes moving
speed between

regions
5m/s

Sparse multiparallel
opportunistic
network

Number of
experimental

regions
4

Number of nodes
between regions 4

Dense multiparallel
opportunistic
network

Number of
experimental

regions
6

Number of nodes
between regions 6

Star-shaped
multiparallel
opportunistic
network

Number of
experimental

regions
5

Number of nodes
between regions 4

Figure 2: Schematic of the sparse multiparallel ferry opportunistic
network.
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Figure 3: Schematic of the dense multiparallel ferry opportunistic network.

Figure 4: Schematic of the star-shaped multiparallel ferry opportunistic network.
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Figure 5: Comparison of the simulation results for mining ferry nodes in a sparse multiparallel opportunistic network.
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to g10, h21, i32, j43, k54, and l65, respectively. From the
simulation results, it can be seen that, in scenario 2, the
FIR-based model and the VC model exhibit similar results
in identifying the ferry nodes. +is is because when the
distribution of nodes in the opportunistic network is
dense, the topology between the nodes is more stable. In
this case, the VC model, which is based on the be-
tweenness centrality indicator, can achieve better results.
When the time slice of 2400 s was taken, the number of
ferry nodes g10, h21, i32, j43, k54, and l65 selected by the
FIR-based model was 2, 3, 13, 10, 6, and 4 and the hit rates
were 5%, 8%, 34%, 26%, 16%, and 11%, respectively.
Further, the higher the ferry node hit rate is, the more
important its role in the ferry node group is and the
greater its impact on the network is.

In the opportunistic network of scenario 3, the distri-
bution of nodes is star-shaped. +e comparison of the
simulation results of the FIR-based model and the VCmodel
is shown in Figures 14–16. In scenario 3, the nodes e10, f21,

g32, h43, and i44 were set as the ferry nodes. +e simulation
results show that the FIR-based model is able to identify all
ferry nodes, whereas the VCmodel recognizes only node i44.
+is indicates that the FIR algorithm can accurately find the
ferry nodes groups in the opportunistic network of scenario
3.

In summary, the VC model, which is based on the
betweenness centrality indicator, can only identify all
ferry node groups in opportunistic networks involving
dense nodes, whereas the FIR-based model proposed in
this work is able to find the ferry nodes groups in various

0

10

20

30

40

50

60

70

e10 f21 g32 h43

N
um

be
r o

f n
od

es
 se

le
ct

ed

Ferry nodes in opportunity networks

Time slice 1200s in scenario 1 

VC
FIR

Figure 8: Comparison of the simulation results for the discovery of
the ferry nodes in scenario 1 when the time slice length is 1200 s.
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Figure 6: Comparison of the simulation results for mining ferry
nodes in a dense multiparallel opportunistic network.
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Figure 7: Comparison of the simulation results for mining ferry
nodes in a star-shaped multiparallel opportunistic network.
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Figure 9: Comparison of the simulation results for the discovery of
the ferry nodes in scenario 1 when the time slice length is 1800 s.
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common opportunistic networks. +is effectively fixes
the problem of omission of the existing ferry node
mining algorithm based on the betweenness centrality
indicator in scenarios 1 and 3. +e FIR-based model
exhibits a 100% success rate in identifying the ferry nodes
in all three scenarios, whereas the VC model only reaches

100% identification of ferry nodes groups in scenario 2.
In scenarios 1 and 3, the recognition rate of ferry nodes
groups by the VC model is only 25%. +us, it can be seen
that the ferry node identification model in an oppor-
tunistic network based on FIR can find the ferry nodes in
the opportunistic networks effectively and reliably.
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Figure 12: Comparison of the simulation results for the discovery
of ferry nodes in scenario 2 when the time slice is 1800 s.
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Figure 13: Comparison of the simulation results for the discovery
of ferry nodes in scenario 2 when the time slice is 2400 s.
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Figure 10: Comparison of the simulation results of the discovery of
the ferry nodes in scenario 1 when the time slice is 2400 s.
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Figure 11: Comparison of the simulation results for the discovery
of ferry nodes in scenario 2 when the time slice is 1200 s.
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6. Conclusion

Based on the importance of structural holes and k-cores, an FIR
indicator has been proposed in this study for evaluating the
importance of nodes in the opportunistic network. Based on
this indicator, an FIR-based opportunistic network ferry node
identification model has been proposed. Compared to the VC
model based on the betweenness centrality index, the FIR-
basedmodel is able to accurately identify the ferry node groups
in a variety of application scenarios. An analysis of the local
importance of nodes has been done in this study through the

structural hole constraint coefficients, and the k-core impor-
tance of nodes has been used to analyze the global importance
of nodes. Further, the FIR indicators have been proposed by
fusing the structural hole attributes and k-core importance of
nodes, which can evaluate the importance of nodes in an
opportunistic network with dynamic topology changes and
then identify the ferry nodes in the opportunistic network.
Results of the simulations performed for verifying the proposed
model have proved that the FIR-based model proposed in this
work can accurately and efficiently identify the ferry nodes in
opportunistic networks under low time complexity. In
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Figure 14: Comparison of the simulation results for the discovery of ferry nodes in scenario 3 when the time slice is 1200 s.
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Figure 15: Comparison of the simulation results for the discovery
of ferry nodes in scenario 3 when the time slice is 1800 s.
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Figure 16: Comparison of the simulation results for the discovery
of ferry nodes in scenario 3 when the time slice is 2400 s.

Security and Communication Networks 11



addition, it solves the problem ofmissing ferry nodes in the VC
model and provides an important research foundation for an
opportunistic network to automatically identify ferry nodes,
protect these nodes in a targeted manner, and maintain net-
work security.
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/e Internet is more and more integrated into people’s life; because of the complexity and fragility of the network environment,
network attack presents a more and more serious trend. Application Layer DDoS (AL-DDoS) attack is the most complex form of
DDoS attack, which is hindering the availability for the legitimate users by taking up a large number of requests of web server. /e
paper introduced the concept of behavior utility to portray the network. /e concept of attack and defense utility was defined by a
specific property which was the manifestation of the network risk after the offset of attack and defense. In the utility model, traffic
metrics were mapped to the multidimensional parallelotope in the Euclidean space to express as a diagonal matrix. To determine
the threshold status, the defense strategies of load balancing and limiting the maximum number of connections were used with
different attack scales. Finally, the attack and defense utility value was calculated to evaluate the network risk level. /e proposed
method can master the capacity of network system against each attack means and the defense capability of network system. Its
availability and accuracy are verified by comparing with the relevant works.

1. Introduction

With the rapid development of network technology, the field
of network security is facing hacker attacks. /e intensity of
attacks is gradually increasing, and illegal attackers achieve
improper goals. DDoS attacks are the main means. AL-
DDoS attacks are different from traditional network layer
DDoS attacks. It mainly uses existing protocol loopholes,
such as HTTP and SMTP, and consumes existing network
resources, so that the target server cannot provide con-
ventional services. /e intensity and accuracy of this attack
are higher, and the threat to security is also greater. /e
number of attackers and the required attack traffic are much
lower than traditional AL-DDoS attacks, which also means
that AL-DDoS attacks are easier to launch, and attackers can
accurately attack specific applications, so the attack threat is
great.

/e measurement of network system security by most of
today’s methods cannot reach the stage of quantitative

calculation. Most security measurement methods rely on a
certain technology while relying on the human experience of
experts to measure whether it is safe. /ese methods are not
accurate and objective enough, so people are always looking
for a method that can quantitatively, dynamically, and
objectively measure network security. Although the network
is static, it is always changing. In order to measure attacks
more accurately, a network security measurement method
that can dynamically describe and warn attacks is needed.
Boyer et al. [1] propose a network security evaluation
framework based on D-S evidence theory, but this method
has some problems such as large calculation. Ramaki et al.
[2] propose a network security risk assessment method
based on Bayesian network. Although this method has a
strong capacity to process a large amount of data, it is in-
evitably affected by some subjective factors, so the method
must be properly trained to obtain relevant parameter. In the
paper of Mukherjee et al. [3], a new security metric based on
attack graph, namely, attack difficulty, has been proposed
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which includes the position factor. Wen et al. [4] propose a
network security situation prediction method based on the
hidden Markov model. /e change rules and trend changes
were analyzed by describing the dependence of security
conditions in different periods. Wang et al. [5] propose an
improved base metric algorithm based on dependency re-
lationship graph and CVSS, aiming at the problem that the
existing network security measurement based on CVSS
could not accurately measure the probability and the impact
of network attack at the same time.

In order to find a way that can dynamically measure
network security and does not rely on expert experience, this
paper attempts to find performancemetrics that can describe
AL-DDoS attacks. /is paper analyzes the principles of
attack and defense types, summarizes the characteristics of
attack and defense targets, and proposes metrics for mea-
surement. In order to evaluate the impact of AL-DDoS
attacks, the parameters and calculation methods used in
various technologies are analyzed to find better performance
metrics to describe the impact of the attack. /e main
contributions are as follows:

(1) /is paper puts forward the definition of AL-DDoS
attack and defense utility combined with the defi-
nition of related concepts from the perspective of
sociology and network. It is the first time that the
concept of utility combines with attack and defense
to measure network security.

(2) /is paper selects 6 metrics and conducts a large
number of simulation experiments combining type
and intensity changes. /e selected metrics can be
used to do various experiments with different attack
and defense effect.

(3) /is paper proposes a calculation model that uses the
concept of hyperparallel to construct multidimen-
sional space for utility calculation. /e model can
accurately represent the impact of the attack and
quantitatively determine the impact value of the
attack and defense utility. /is paper verifies the
credibility and accuracy of the calculation model.

2. Related Research

2.1. DDOS Attack and Detection Technology. DDoS attacks
evolved from DoS attacks and are divided into network layer
DDoS attacks and AL-DDoS attacks. /e traditional net-
work layer DDoS attack means that hackers invade and
control a large number of puppet machines through various
loopholes and then use puppet machines to attack the target
server. AL-DDoS attack refers to the attacker sending a large
number of requests from the victim computer to the da-
tabase to disable the server [6]. AL-DDoS attacks are usually
divided into two types: flooding attacks and slow attacks [7].

Currently, DDoS attacks occur frequently, so it is nec-
essary to detect attacks in time. AL-DDoS attacks generate a
large amount of request data in a short period of time. /is
attack method is similar to the behavior of a large number of
users suddenly and normally accessing. /erefore, this
condition needs to be distinguished from normal access by a

large number of users./e purpose of the AL-DDoS attack is
to make the applications on the server unable to provide
normal services to legitimate users and deny their access [8].
Intrusion Detection System (IDS) is one of the most effective
detection and defensemechanisms for DDoS attacks [9]. IDS
is an application-type system that monitors suspicious
events in the network, generates reports, and forwards them
to administrators for action./ere are many traditional IDS/
IPS technologies, such as feature-based detection methods
and abnormal behavior-based detection methods [10].

2.2. AL-DDOS Attack Assessment Method. Among current
researches on DDoS attacks, most of them are based on the
network layer, but there are few researches on the impact of
AL-DDoS attacks [11]. /e paper of Pallavi et al. [12] finds
that over 45% of these applications do not implement
measures to protect BLE data, and that cryptography is
sometimes applied incorrectly in those that do. Application
layer data is extremely vulnerable. /e paper of Wei Zhou
et al. [13] finds that smart home devices are vulnerable to
attacks by network traffic interception. While bringing
unprecedented convenience and accessibility, they also in-
troduce various security hazards to users.

Kumar et al. [14] propose a method to measure the
impact of AL-DDoS attacks on web server performance. /e
authors modify the Webtraf module in NS-2 to generate
attack traffic to simulate legitimate user behavior. /ey
analyze the impact of different server processing strategies
and queue lengths on the attack. In this method, Wang et al.
[15] have developed a prototype of SkyShield and evaluated
its effectiveness using real attack data collected from large
web clusters. Experimental results show that SkyShield can
quickly reduce malicious requests while having limited
impact on legitimate users. In the method of Sahoo et al.
[16], an information distance-based flow discriminator
framework has been discussed, which can discriminate
DDoS traffic during flash events in a software-defined
network (SDN) environment, that is, legitimate traffic that
looks similar. /e information distance metric is used to
describe the variations of traffic behavior of such events. /e
simulation results show that the information distance metric
can effectively identify the DDoS traffic [17]. /e paper of
Jiahao Cao et al. [18] systematically studies the impacts of
attack on various network applications in a real SDN test
bed. Experiments show that the attack significantly degrades
the performance of existing network applications and causes
serious network anomalies, e.g., routing black hole, flow
table resetting, and even network-wide DoS.

Procopiou et al. [19] propose ForChaos, a lightweight
detection algorithm for IoT devices, which is based on
forecasting and chaos theory to identify flooding and DDoS
attacks. In NS-3, the detection algorithm is evaluated
through a series of experiments in flooding and slow-rate
DDoS attacks. Sardana et al. [20] propose an integrated
honeypot framework for active detection, characterization,
and redirection of DDoS attacks at the ISP level. /e authors
evaluate the impact of DDoS flood attack on effective
throughput, average transaction failure interval time, and
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average response time as parameters under different oper-
ation modes and use the framework to defend against high-
rate DDoS attack by referring to impact value.

Most of the relevant studies rely on subjective empirical
judgment and lack of objectivity and use fewer metrics, so
the conclusions may be biased. In this paper, a measurement
method of AL-DDoS attack and defense utility is proposed
to calculate the effects of AL-DDoS attack. By comparing the
simulation experiment data with the related technical data,
the effectiveness, objectivity, and accuracy of the method are
verified.

3. AL-DDOS Attack and Defense Utility and
Calculation Model

Attack and defense behaviors are defined in the network:
from the perspective of network objects and their inter-
connection, attack or defense behavior refers to a series of
state changes caused by attacks or defense methods in the
network. /e network status change caused by the attack
process can be described as an attack behavior. /e weak-
ening of the attack effect caused by the defensive means
leading to the change of the network state can be defined as
defensive behavior. /e attack behavior is composed of five
basic elements, among which the behavior subject is the
attack initiator, that is, the hacker. /e object of behavior is
the target of attack, namely, the network system. /e be-
havior environment is the network environment where the
attack process is located. /e behavior means are the re-
sources used in the network when the attack is launched./e
behavior result is the agreement degree between the ex-
pected attack result and the actual attack result during the
attack. By analogy, the basic elements of defensive behavior
are as follows./e behavior subject is the defensive measure.
/e behavior object is the target of defense, that is, the source
of attack. /e behavior environment refers to the network
environment in the process of defense. /e behavior means
is the resource in the network when the defense measures are
launched. /e behavior result is the agreement degree be-
tween the expected defense result and the actual defense
result after the attack process [21].

Based on the analysis of sociology and network behavior,
attack and defense behavior have the following features: (1)
Purpose: the occurrence of attack and defense behavior must
be accompanied by purpose, in which the attack behavior
will not affect the network for no reason, and the defense
behavior will not work without being attacked. (2) Persis-
tence: attack and defense behaviors each point to their own
goals. Generally, attack and defense behavior will not ter-
minate until the goal is completed. When attack and defense
behaviors are in effect, they may change their behaviors due
to the difficulty of achieving the goal, but attack and defense
behaviors are persistent. (3) Variability: the mode of attack
and defense behaviors may be gradually optimized with the
continuous update of technology, and new technology may
be used to achieve their goals.

Attack and defense behavior impact refers to the net-
work status change caused by attack and defense behavior
through a series of operations. Before a multitude of attack

and defense behaviors function to the network system, the
network status value needs to be set to S. /e network status
value after attack and defense behavior is set to S′, and the
status value rate is used to calculate comprehensive attack
and defense forces FAD � S′/S. Attack and defense behavior
is shown in Figure 1.

As is shown in Figure 2, the essence of network system
security is a balance between attack and defense. In a specific
network scene, network attack and defense are regarded as
behaviors, which can establish network system security
judgments and identification of the behavior utility
standards.

/e definition of attack and defense utility is as fol-
lows: Suppose the attack function is A, the defense
function is D, and the combined attack and defense force
is FAD � A − D (if F is greater than 0, it indicates that the
defense function cannot resist the attack; if F is less than or
equal to 0, the defense function can resist the current scale
of attack).

After calculating the attack and defense force, the attack
and defense utility is the sum of the effects caused by the
attack and defense forces, which is used to represent the
comprehensive effect of the network system after the
combination of attack and defense in the process [22]. /e
attack and defense utility is shown in Figure 3.

By calculating the utility value of the attack and defense
behavior of the network system, the effects of various AL-
DDoS attack and defense methods can be accurately and
objectively obtained. /e calculated value of attack and
defense utility can provide a more complete and objective
evaluation standard for researchers in network security
measurement field./e mathematical methods of evaluating
attack and defense behavior are more objective and easy to
compare with other methods.

3.1. Attack and Defense Utility Calculation Model. When an
attack occurs, the relevant metric status of the network will
change. No single network metric can completely represent
an attack. /erefore, the network status can be obtained by
combining the metric values according to the changes of
various metrics in the network during the attack.

In this method, the metrics in the network are taken as
dimensions in the n-dimensional space, and each metric
corresponds to a vector in the space. /e change of the
metric means that the length of the vector will change.

/e AL-DDoS attack utility calculation model is divided
into three steps: the first step is to determine the corre-
sponding metric items according to the attack and defense
features and map each metric to the n-dimensional paral-
lelotope to calculate the parallel volume. /e second step is
to obtain the status value of the network system by the
parallel volume. /e third step is to calculate the change rate
of the parallel volume according to the selection of threshold
value and the calculation method of attack and defense
utility and then compare the change rate with the threshold
value to obtain the attack and defense utility value. Finally,
the attack and defense utility value during the attack is
obtained by calculating the average attack and defense value.
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In this calculation method, the attack and defense effect
should be compared with the threshold. /e calculation
method of threshold set is the calculation result of node
status value by measuring the compound metric value
without attack and defense effect. According to the average
record, after an AL-DDoS attack, the average time for the
defender to detect the attack is 1–5 hours. It is recommended
to collect far more than the operation status of the server
within 5 hours. /rough the analysis of server data records,
network analysis, application services, and other relevant
indicators, the status value within 1–5 hours that is the most
stable data fluctuation and relatively consistent with the legal
access behavior track is selected as the threshold.

In the simulation, the attack strength is preset to 1, and
the defense base strength is preset to 0. /e current attack
method and the effect of attack strength are obtained by
calculating the change rate of the node status value caused by
the attack effect. Under the condition that the initial value of
node status is set to 0, that is, without adding defense
measures, the attack effect is equal to the node status value.
/e calculation method of the defense effect can be derived
in this way. Based on the variability of attack and defense
behaviors, in order to ensure the universality of the calcu-
lation results of attack and defense effects, it is necessary to
obtain the average attack effect within a certain period of
time after the change of attack intensity is obtained by
analyzing attack effect at each moment. In this way, the peak

and minimum values of the attack effect are eliminated to
fully describe the attack effect.

On the premise that the time span remains unchanged,
the calculation method of attack and defense is shown in
Table 1. Table 1 lists the change value of the attack effect
caused by the change of the attack strength and the change
amount of the defense effect caused by the accumulation of
defense measures. /e data in the table are abstract values.

/e attack and defense utility value can be used to de-
scribe the total attack on the network system during the
attack and the total defense capability during the attack and
defense. In AL-DDoS attacks, the attack traffic is not con-
stant under normal circumstances, and the influence of
network traffic is limited by many factors. /erefore, the
expression of the attack effect can obtain the attack size at a
certain point, but it cannot reflect the impact of the attack in
the entire attack process.

On the basis of threshold value, the size of the attack
effect at each moment can be obtained, and then the attack
utility can be used to illustrate the impact value caused by the
attack type during the entire attack process. In other words,
the utility is the sum of the effects and the cumulative
amount of the attack effect changing with time. If the attack
effect size is F, when setting and selecting the threshold, the
attack effect is 0, and the attack effect is also 0. If an attack
occurs, set t1 attack effect to be F1, t2 attack effect to be F2,
and tn attack effect to be Fn. Based on the threshold setting,
the calculation method of attack utility E is

E � 

Ftn

Ft1

F. (1)

/e attack scale and intensity may change during the
attack, but when the defense measures are attacked, it is
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Figure 1: Attack and defense behavior effect in network system.
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Figure 2: Utility criteria for network system security.
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Figure 3: Attack and defense utility in attack and defense process.
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necessary to knowwhether the defense effect is constant./e
defense effect can be obtained by comparing different attack
effects. In this case, the average attack force will be
calculated.

3.2. Utility Calculation Metric Selection. It is important to
select appropriate metric to measure and analyze the im-
pact value of attacks. As for the selection of metrics, the
existing metrics when calculating the impact of the current
DDoS attack are as follows. Sardana et al. [20] select ef-
fective network throughput, average access failure time and
average response time as metrics in the measurement
method. Dantas et al. [23] use the volume of traffic as the
measurement metric. In the calculation method of influ-
ence value based on user service quality, the selected
metrics are successful transaction rate, average response
time, number of connections, average service rate, and
request rate.

Comprehensive consideration of network traffic, hard-
ware performance and other related indicators will be more
suitable for analyzing the impact of DDoS attacks. 6 metrics
were selected using the proposed metric selection [24].

(1) Network throughput rate: network throughput rate
is used to describe the total number of data packets
received and sent by the network card in the server
during the attack. /ese data packets not only in-
clude the packets generated by normal user access,
but also calculate the packets generated by attackers.

(2) TCP data segment transmission rate: AL-DDoS at-
tacks may take advantage of the three-handshake
mechanism of the TCP protocol to attack the server.
/e number of TCP segments is used to describe the
number of TCP segments at any time during the
attack.

(3) IP datagram transmission rate: in attack detection
technology, IP datagrams are usually used to analyze
the structure of datagram to detect the occurrence of
attacks. Because of the nature of the TCP/IP pro-
tocol, it is essential to analyze the TCP data segment
transmission rate and the IP datagram transmission
rate.

(4) Transaction failure rate: when there are a large
number of attacker requests in the server, the suc-
cessful server accessing rate will be greatly affected
due to bandwidth, server performance, and other
factors. /e failure rate is the ratio of the number of
failed accesses to the total number of accesses at any
time. According to the purposes and characteristics

of AL-DDoS attacks, the access failure rate is the
most important metric to detect attack.

(5) Average traffic arrival time: the average traffic arrival
time refers to the time it takes to successfully access
the server. When an AL-DDoS attack occurs, the
average server response time must increase. As the
attack strength increases, access timeouts may occur.

(6) Server CPU utilization: when an attack sends a large
number of high-frequency service requests to the
target server, the server will be busy providing re-
sponse resources to the attacker, and the occupation
of resources will inevitably affect the performance of
the server hardware.

3.3. Network State Value Calculation. Given the combina-
tion of the current attack size and defense effect, the server
status value represents the server status at each moment. In
the calculation process, the average value of server status at
each moment in the entire attack and defense process is
selected as the calculation result [25]./e specific calculation
steps are as follows.

/e first step is to construct an n-dimensional matrix. In
this calculation model, the values of the six metrics are,
respectively, set as m1,m2,m3,m4,m5,m6. As mentioned
above, each metric is a linearly independent vector in the
n-dimensional Euclidean space V. /erefore, six metrics are
selected to map to the vector dimension in the six-dimensional
space, and the vectors are expressed as

m1

0

0

0

0

0
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0
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0

0
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. (2)

/erefore, the 6-dimensional matrix composed of these
six vectors can be expressed as a diagonal matrix, namely,

M �

m1 0 0

0 . . . 0

0 0 m6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

As is shown in Figure 4, this is a 4-dimensional paral-
lelotope. /e second step is to calculate the volume of
parallelotope in 6-dimensional space. /e volume of par-
allelotope composed of six vectors in six-dimensional Eu-
clidean space is as follows:

Table 1: Attack and defense parameter simulation calculation.

Time span Attack strength Defense strength Node status Attack effect Defense effect
1 1 0 1 1 0
1 1 1 0 1 1
1 2 0 2 2 0
1 2 1 1 2 1
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V m1,m2, . . .m6(  � V m1,m2, . . .m5(  × gh6, (4)

where h6 represents the length of the orthogonal component
of m6 in the subspace generated by vectors m1,m2, . . .m6,
and V1(α1) � |α1|. It has been proved
thatV(m1,m2, . . .m6) �

���������������
G(m1,m2, . . .m6)


� |D|, where

D is the determinant of coordinates on a set of standard
bases of (m1,m2, . . .m6).

/erefore, the network status value at a certain time t is
the determinant of the diagonal matrix M. Set the network
status value to St, and the specific calculation method is

St � |M|. (5)

/e third step is to calculate the arithmetic average of the
network status during the attack. During the duration of
attack and defense effect of the network system, the network
status value at each moment is, respectively,
St1, St2, St3, . . . , Stn. /erefore, the arithmetic average of the
network status is as follows:

S �


n
i�1 Sti
n

. (6)

3.4. Effect Calculation. According to the calculation model
of the status value, a part of the normal operation status of
the network is selected and the status value S0 is calculated.
When an attack effect occurs, the change of network status
value can be described by the attack effect. When the attack
strength is X, the network status value is Si at time ti. /en,
the attack effect AXti is calculated as follows:

AXti �
Si
S0

, i � (1, 2, . . . ,n). (7)

/e attack effect value is averaged to reasonably describe
the attack force of attack type during the attack. /e cal-
culation method of average attack force is as follows:

A �


n
i�1 AXti
n

�


n
i�1 S1i/n


n
i�1 S0i/n

. (8)

/ere is a defense effect before the attack, but it is
impossible to measure the defense effect. When the status
value of the attacked system is obtained under the defense
status of 0, the defense function is gradually added under the
premise that the attack effect remains unchanged, and the
defense effect is obtained through the system status value
when each defense effect occurs.

If the attack intensity is X with no defense measures, the
network status value is S1, then the attack effect at time t1 can
be set to AXt1

. If defense measures are added to the system at
this time, the network status value is S1, the attack effect is
changed to AXt1

, and the change value of attack effect is
denoted as ΔA � AXt1

− AXt1
′ . According to the formula,

the calculation method of defense effect at time t1 is
expressed as

Dti �
Si − Si′
S0

, i � (1, 2, . . . ,n). (9)

/e calculation method of the average defense force is as
follows:

D �


n
i�1 SXti
n

, i � (1, 2, . . . ,n). (10)

3.5. Utility Calculation. /e attack and defense utility value
represents the cumulative value of attack and defense effects.
In the process of attack and defense, the role of attack and
defense means changes at any time in practice. /erefore, in
the evaluation process, it is necessary to obtain the utility
value of two kinds of effects in the whole process; that is, the
utility value can represent the total amount of the attack and
defense effects in the process.

According to the calculation results obtained in (7) and
(9), if the attack duration is t, the attack intensity is X, and
the defense intensity is Y, and the average attack force is
denoted as AX, and the average defense force is DX, then the
calculation methods of attack utility EA and defense utility
ED are as follows:

EA � AX · t, (11)

ED � DX · t. (12)

According to the calculation result of the attack and
defense utility value, it can be concluded that the defense
measures can resist a certain attack effect, and then the
concept of defense efficiency is proposed. According to (11),
when the defense is 0, it can be concluded that the attack
utility value is EA at the certain time t. After adding defense
measures to the current system, the attack utility is EA. /en,
the calculation method of defense efficiency DE is

Figure 4: 4-dimensional parallelotope graphic model.

6 Security and Communication Networks



DE �
ED

EA
× 100%. (13)

4. Experiment Design and Analysis

4.1. Experiment Design. According to the general attack
methods and the application range of defense measures in
the AL-DDoS attack types, HTTP/POST attack was selected
as the attack type in the simulated attack and defense ex-
periment, and load balancing and limiting the maximum
number of connections were adopted as defense measures.
Under the premise of using the same attack threads, 10, 20,
and 30 attack nodes were selected to gradually increase the
attack intensity. /e program was designed for 10 combi-
nations of attack and defense. /e network topology of the
attack and defense experiment is shown in Figure 5.

/e environment configuration is shown in Tables 2 and
3.

/e specific implementation process is as follows. /e
first step is to set the combination of attack and defense scale.
/e specific design of 10 scales was as follows: without attack
and defense effect, and 10, 20, and 30 attack nodes, re-
spectively, in three defense modes: no defense, load bal-
ancing, and limiting the maximum number of connections.

/e second step is to collect experiment data. Perfor-
mance monitoring tools JMeter and Spotlight are used to
collect experiment data. According to the level of detail and
accuracy of the tool, the experiment data were collected
separately. In this simulated experiment, JMeter was used to
collect three metrics, namely, server failure rate, average
server access time, and peak server access traffic, while
Spotlight was mainly responsible for collecting four metrics,
namely, packet volume, TCP segment number, IP datagram
number, and server CPU utilization.

/e third step is to analyze the experiment results.
/rough the proposed calculation model, the data collected
by simulation experiment of attack and defense were cal-
culated and the calculated results were obtained. /e cal-
culation results were compared with the existing technical
results, and the rationality and correctness of the calculation
results were analyzed.

It is aimed at calculating various utility values of attack
and defense after the occurrence of AL-DDoS attack, so the
main purpose of constructing the experiment environment
is to simulate the actual AL-DDoS attack. In order to better
simulate distributed attacks, 30 attack nodes were con-
structed in the simulation experiment, and one of the small
servers deployed web applications as the target. /e envi-
ronment was divided into three subnets by IP, which were
connected by switches, respectively, and the network to-
pology is a star structure.

4.2. Experiment Calculation Result

4.2.1. Effect Calculation Result. According to the experiment
steps, two defense methods were selected for comparison

experiments, namely, load balancing and limiting the
maximum number of database connections. Because load
balancing defense refers to reduce server pressure through
distributed deployment, the average defense effect should be
calculated to evaluate its defense effect. As the attack in-
tensity changes, the average of HTTP/POSTattack effects on
the network system of the current experiment is shown in
Table 4.

When the number of load balancing distributed de-
ployment machines is constant, the effect of HTTP/POST
attack on the network system changes with the attack in-
tensity. Particularly, the average defense effect of load bal-
ancing and limiting the maximum number of connections is
shown in Table 4 with the change of attack intensity.

4.2.2. Utility Calculation Result. According to the concept
that the attack and defense utility is defined as 0 under the
threshold status, the utility value and attack and defense
efficiency under each combination can be calculated by
using the calculation model of attack and defense utility.
And the attack utility value under each attack intensity can
be calculated.

Since at least 60 attack and defense data were contin-
uously collected in this attack experiment, the time was set to
60.

4.3. Experiment Analysis. /e defense efficiency of load
balancing and limiting the maximum number of connec-
tions in the combination of HTTP/POST attack intensity are
shown in Figure 6.

According to Figure 6, when the attack intensity is small,
the defense effect of load balancing is larger, and the defense
effect of limiting the maximum number of connections is
relatively negligible. As the attack strength increases, the
defense utility of limiting the maximum number of con-
nections increases exponentially, far exceeding the defense
utility of load balancing. /is shows that when the attack
intensity is small, the load balancing defense effect is good,
and limiting the maximum number of connections can resist
large-scale DDoS attacks.

As is shown in Figures 6 and 7, when the attack intensity
is 10 nodes, the maximum number of connections obviously
exceeds the number of connections sent by the attacker, and
the defense effect is close to 0.When the attack intensity is 20
nodes, it can be seen that the set maximum number of
connections can resist some attacks. When the attack in-
tensity is 30 attack nodes, it can be observed that the system
can almost completely resist the current scale attacks. /is
also raises the question of how to set the number of con-
nections. If the limit is set too high, the system may not be
able to resist the current strength of the attack. If the limit is
set too small, it will easily lead to congestion or overflow and
other abnormal phenomena, affecting the normal operation
of the system. /erefore, we can judge how to set the
maximum number of connections based on the existing
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experiment data and analyze the calculation results of this
experiment.

4.4. Experiment Comparison. /rough the study of the
current AL-DDoS attack effect evaluation technology, a
method is selected that Mirkovic [26] puts forward for the
use of the user’s quality of service (QoS) as a measure model.
In the comparison technique, the author chooses the
transaction failure rate as a measure of the QoS of various
services. /e author puts forward the method of calculating
the amount of customer QoS degradation.

N �
(d − t)

t
. (14)

N is the QoS degradation, t is threshold, and d is the value
greater than the threshold value.

/e value of QoS degradation N means that the service
of transaction failure is N times the service that the user can
tolerate. As calculated by the experiment data, the trans-
action threshold of failure rate is 0.075%. In order to show
clearly, the attack utility is reduced by 1014 times in the
figure.

As is shown in Figure 8, the utility method is more
effective to determine the impact of an attack. /e calcu-
lation model comprehensively considers the metric values of
the impact of various AL-DDoS attack on the network
system. /erefore, this method can obtain more compre-
hensive, accurate, and reasonable results compared with the
existing methods.

Attack
device

R1

R2

R3

Host 0
windows

Host 1
windows

Host 2
linus web

server

Figure 5: Attack and defense experiment network topology.

Table 2: Hardware and software environment configuration of attack nodes.

Device/software Performance/function
ROM 2GB
Processor 1
RAM 60GB
Windows, Ubuntu operating system Install test software and perform access service
Kali attack tool Simulate various attacks and penetration tests
Wireshark Capture packets and get messages
Burp Suite Intercept log messages
LOIC Package tool
JMeter Website stress test tool
VMware Workstation Simulate attack nodes

Table 3: Hardware and software environment configuration of target drone.

Device/software Performance/function
ROM 4GB
Processor 8
RAM 500GB
Spotlight on Windows Monitor server performance indicators
bWAPP Target drone used for attack experiments
Java, php +MySQL+Apache Build a web server environment
VMware Workstation Build a virtual environment and software load balancing

8 Security and Communication Networks



By analyzing the attack and defense measures used in
this experiment, we can obtain the attack utility value caused
to the application layer of the current network under dif-
ferent attack intensity and calculate the defense utility value

of each defense method under different attack intensity. /e
proposed attack and defense utility measurement method
can quickly obtain the attack and defense utility value,
without manual calculation and judgment, and can

Table 4: Average attack effect and defense effect.

HTTP/POST attack Load balancing Limiting connections
10 nodes 4.651 × 1013 2.895 × 1013 0.031 × 1013
20 nodes 1.076 × 1015 6.951 × 1014 7.521 × 1014
30 nodes 1.437 × 1016 7.714 × 1015 1.405 × 1016
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Figure 6: Defense efficiency based on the load balancing and limiting the maximum number of connections.
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Figure 7: Attack and defense utility based on the load balancing and limiting the maximum number of connections.
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accurately obtain the attack and defense impact value. /is
method has certain accuracy and objectivity and can judge
the impact of attack and defense and the occurrence of
potential attacks in real time.

5. Conclusion

Some factors are analyzed such as the characteristics of AL-
DDoS attack and defense utility and the selection method of
the existing indicators, and then the 6 metrics are selected.
/e attack and defense impact on the network itself and the
impact on users are both considered, so as to accurately and
objectively describe the network attack and defense be-
havior. For various network attacks, the metrics may be
different, but traffic attacks also can use these metrics.
Different models can be compared, so the method is
objective.

Existing evaluation methods used to describe the mea-
sure results of the proposed concept lack theoretical support,
while the concept of utility is used to describe the attack
effect value. /e concept of attack and defense utility is put
forward by analyzing the characteristics of network behavior
and combining traditional theory. /e theoretical support
makes the utility more reliable. At the same time, it is
proposed to use hyperparallel volume to describe the net-
work status. Based on this method, any number of indicators
can be combined and calculated. Hyperparallel is used to
map network space, which is an innovative attempt to
network structure and interactive mathematical modeling.

/e measurement is based on some certain information
such as traffic, so the conclusion is objective. For example,
the role and defense efficiency of defense technology in the
attack can be analyzed separately, the attack effect on the
network at a certain time can be analyzed, the status value
that can be used to describe the network can be obtained, the
attack and defense efficiency value can be calculated, and
finally the attack and defense utility value can be calculated.

/is method is more objective and effective than tra-
ditional methods. /is method has smaller deviation and
higher accuracy compared with single or few index methods.
/is method also provides a reference for various attack and
defense methods. /e use of mathematical methods to

evaluate attack and defense behavior is more objective and
easier to compare. More attack and defense methods can be
used to conduct combined experiments on network systems
for security evaluation against AL-DDoS attacks, so as to
verify the utility of other attack and defense methods on the
target network.

/ese 6 metrics are selected only for AL-DDoS attacks.
/ese metrics are mainly suitable for traffic attacks. For
other types of attacks, the calculation model is suitable but
the metrics may be different. In the experiment design, the
attack strength change. Attack and defense types are limited.
/ere are only three changes in attack strength. /e sub-
division of the experiment is not enough.

In future work, we may try other different types of
datasets, change other metrics, and conduct attack and
defense experiments. Attack and defense experiments with
smaller gradient changes and more types will be designed.
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Big trajectory data feature analysis for mobile networks is a popular big data analysis task. Due to the large coverage and
complexity of the mobile networks, it is difficult to define and detect anomalies in urban motion behavior. Some existing methods
are not suitable for the detection of abnormal urban vehicle trajectories because they use the limited single detection techniques,
such as determining the common patterns. In this study, we propose a framework for urban trajectory modeling and anomaly
detection. Our framework takes into account the fact that anomalous behavior manifests the overall shape of unusual locations
and trajectories in the spatial domain as well as the way these locations appear. (erefore, this study determines the peripheral
features required for anomaly detection, including spatial location, sequence, and behavioral features. (en, we explore sports
behaviors from the three types of features and build a taxi trajectory model for anomaly detection. Anomaly detection, including
sports behaviors, are (i) detour behavior detection using an algorithm for global router anomaly detection of trajectories having a
pair of same starting and ending points; this method is based on the isolation forest algorithm; (ii) local speed anomaly detection
based on the DBSCAN algorithm; and (iii) local shape anomaly detection based on the local outlier factor algorithm. Using a real-
life dataset, we demonstrate the effectiveness of our methods in detecting outliers. Furthermore, experiments show that the
proposed algorithms perform better than the classical algorithm in terms of high accuracy and recall rate; thus, the proposed
methods can accurately detect drivers’ abnormal behavior.

1. Introduction

Big data analysis is the detection of massive data and a type
of thinking process, technology, and resource. (e tra-
jectory data for the mobile networks, which is a branch of
big data, comprise a rich sequence of geospatial locations
with timestamps and carry the information of the moving
object’s actual movement. (ey have the characteristics of
time and space, spatially static but temporally dynamic [1].
A massive amount of vehicle trajectory data is collected by
GPS-embedded vehicles. (e “big trajectory data” under
the mobile networks have contributed to the emergence of
many data-driven trajectory-based applications such as
route recommendation [2], transit time estimation [3, 4],
traffic dynamic analysis [5], fraud detection [6], and city

planning [7]. Analysis on such data to serve fields including
intelligent transportation and smart cities has attracted the
interest of a large number of researchers [8].

An abnormality generally implies that a data object is
extremely deviant from the remaining set of retrieved data
due to some of its unusual features. An abnormal trajectory
differs clearly from most trajectories scrutinized under a
similarity evaluation mechanism. An obvious rare pattern
may indicate an abnormal event [9]. (e detection results
can help identify suspicious activities of vehicles and be
used in many applications such as security surveillance,
scheduling, and city planning [7, 10]. In the surveillance
application, vehicle trajectories can be used in automatic
visual surveillance [11], trafficmanagement [12], suspicious
activity detection [13], sports video analysis [14], video
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summarization [14], synopsis generation [15], and video-
to-text descriptors [16], among others. Ngan et al. [17]
adopted a Dirichlet process mixture model (DPMM) for
detecting outliers in large-scale urban traffic data. Kingan
and Westhuis [18] presented a regression model approach
for average daily traffic. (erefore, outlier detection is an
important analysis task.

Every day, thousands of people are victims of traffic ac-
cidents, which are generally directly related to driver behavior.
According to the World Health Organization, the total
number of road traffic deaths worldwide is approximately 1.3
million per year. (e primary causes of accidents include
speeding, drunk driving, unsafe lane switching, and incorrect
turns, among others [19, 20]. (erefore, we divide anomalous
trajectories into three categories: (1) global router anomaly,
(2) local speed anomaly, and (3) local shape anomaly. Spe-
cifically, the global router anomaly means that the driver adds
extra travel for some reasons. (is anomaly occurs in various
instances; for example, the taxi driver fraudulently increases
the itinerary of the customer to obtain additional benefits, or
the driver chooses another route to avoid traffic congestions
or road repairs. Local speed anomaly refers to the vehicle
exceeding the speed limitation specified for some road sec-
tions, such as roads near schools and hospitals. Local shape
anomaly refers to the local shape of the trajectorymeandering.
(is anomaly can occur due to several reasons such as drunk
driving, in case of which the alcohol content in the blood of
the vehicle driver exceeds a specified limit, leading to the
slowing down of the reflex arc nerve and decrease in the tactile
ability of the driver; these problems in turn cause instability of
the steering wheel, eventually forcing the driver to contin-
uously change lanes during driving.

To address the aforementioned problems, this study
proposes three abnormal trajectory detection algorithms.
(e main contributions of this study are summarized as
follows:

(1) (is study systematically analyzes the abnormal
behaviors of taxis, including detour behavior, speed
anomaly, and local shape anomaly. According to the
different anomalies causing abnormal taxi trajectory,
different solutions are proposed.

(2) Most people who are new to the city will choose to
take a taxi. Considering the situation of taxi detours
and planned delay and safety issues, this study
proposes a novel global router anomaly detection
algorithm. When the starting and ending points are
the same, the trajectory that greatly differs from the
conventional route is considered a detour anomaly.

(3) In road sections where provision to take pictures to
detect speed limit violation is absent, in order to
detect taxis travelling at abnormal speed, this study
proposes a method for detecting speed abnormal
trajectories on the basis of the Density-Based Spatial
Clustering of Applications with Noise (DBSCAN)
algorithm.

(4) Considering the situation of unstable driving di-
rection of the taxi caused by drunk driving or

incorrect turns, this study proposes a method for
detecting local shape abnormity on the basis of the
local outlier factor (LOF) algorithm.

(5) Considerable research on urban monitoring has
been conducted by analyzing videos or images. (e
detection framework proposed in this study detects
anomalies in urban traffic by analyzing big trajectory
data for the mobile networks. (us, our framework
can reduce the cost of urban monitoring and provide
services for smart cities.

(e rest of the paper is organized as follows. Section 2
introduces existing related work on abnormal trajectory
detection. Section 3 introduces the assumptions adopted in
this paper. Taxi abnormal trajectory detection algorithms are
detailed in Section 4. Experimental setup and results are
presented in Section 5, and the conclusions are presented in
Section 6.

2. Related Work

Several abnormal trajectory detection approaches have been
developed so far and continue to be explored; the existing
approaches can be mainly classified into four categories:
classification-based methods [21–24], distance-based
methods [25–30], density-based methods [26, 27, 31–34],
and statistical methods [35, 36].

2.1. Classification-Based Methods. A classification-based
approach is a supervised learning algorithm. Commonly
used classification algorithms include logistic regression
[23], k-nearest neighbor algorithm [21], decision tree [22],
and support vector machine [24]. (e basic concept of the
classification-based method is to train the algorithm through
existing training samples to obtain an optimal model and
then use this model to map all the inputs to the corre-
sponding outputs, thereby making simple judgments on the
output to achieve the purpose of the classification. It is an
efficient method to classify unknown data. (erefore, when
supervised learning algorithms are used, the dataset is di-
vided into three categories during the experiments: training,
test, and verification sets. (e training set learns a classifier
through labeled data; the test set is used to evaluate the
performance of the algorithm; and the verification set can
obtain appropriate hyperparameters. Both training and
verification sets of this method must be labeled, and the
classification effect of the classifier depends on the training
dataset. Trajectory anomaly detection is difficult owing to the
lack of ground truth data. Many researchers use human
experts to label training data. However, in some cases, la-
beling data is impossible or difficult, which makes classifi-
cation algorithms unreliable. In addition, given that the
anomalies in the evolutionary trajectory are usually un-
known and time dependent, it is impossible to obtain
training data covering all anomalous instances in practical
applications. (erefore, the classification-based anomaly
detection method is not suitable for online anomaly de-
tection of trajectory flow.
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2.2. Distance-BasedMethods. In the distance-based method,
the trajectory in the trajectory dataset with a long distance,
such as the Euclidean distance, Manhattan distance, and
dynamic time warping (DTW) distance, from most trajec-
tories is regarded as abnormal [25, 26, 30]. Knorr et al.
introduced the concept of distance-based trajectory anomaly
detection and, by conducting validation experiments using a
database, proved that the method based on this concept can
process high-dimensional data [25]. Hence, scholars have
developed novel schemes on the basis of distance-based
trajectory anomaly detection. (is method uses a partition
detection framework to detect abnormal trajectories and
Hausdorff distance to measure the distance between two
subtrajectories [26, 29]. Recently, San Román et al. proposed
an abnormal trajectory detection method based on context-
aware distance [28], wherein human trajectories are detected
by video surveillance systems. First, the appropriate rep-
resentation of each trajectory is selected by the polar co-
ordinates of the trajectory. (en, the context-aware distance
between trajectories is determined by the angle difference,
the Euclidean distance, and the weighted average of the
number of points in each trajectory. Subsequently, the
trajectory distance matrix formed uses an unsupervised
learning method to extract cohorts (clusters) of trajectories.
Finally, an outlier detection method is used to detect
anomalous trajectories in each cluster. Although distance-
based detection methods are suitable for high-dimensional
data, they are computationally expensive and time con-
suming. Moreover, they only adjust the abnormal behavior
of the trajectory itself based on location information, ig-
noring the trajectory that is obviously different from its
temporal and spatial neighbors in terms of nonlocation
information.

2.3. Density-Based Methods. In density-based methods,
outliers are objects in low-density areas [31, 32, 34]. Breunig
et al. [31] defined a local outlier factor (LOF), which depends
on the degree of isolation of an object relative to the sur-
rounding neighborhood and has many desirable properties.
For example, due to the local approach, LOF can identify
outliers in a dataset that would not be outliers in another area
of the dataset. (e LOF and DBSCAN are similar, so some
scholars used DBSCAN to detect outliers. A spatiotemporal
(ST)-outlier detection method based on DBSCAN was pro-
posed by adding the time dimension to a scheme presented by
Kut and Birant [33]. First, a modified DBSCAN clustering
algorithm is run on the tested data with two main modifi-
cations: (1) to support the time aspect, the tree is traversed to
determine the space and time neighborhood of any object in a
given radius; (2) to identify outliers, the algorithm allocates
density factors to each cluster and compares the average value
of clustering with the new clustering, when the clustering has
different densities. After clustering, the potential outliers are
detected. Furthermore, by checking the spatial neighbors, the
objects are verified to be spatial exception values. Subse-
quently, the temporal neighbors of the spatial outliers
identified in the previous step are checked. If the eigenvalue of
the spatial anomaly is not significantly different from its

temporal neighbor, it is not an ST exception. Otherwise, it is
confirmed as an ST-outlier. (e proposed scheme adds a
limitation of the sliding window in the time dimension [37]
and then divides trajectory anomaly detection into two cat-
egories: detection of abnormal trajectory points (PN-outliers)
and detection of the entire trajectory (TN-outliers). (is
approach improves the detection efficiency, but the accuracy
of trajectory detection is reduced. (e time and space
complexity of density clustering-based methods are linear or
close to linear, so the detection of outliers is highly effective.
(e difficulty lies in the choice of the number of clusters and
the existence of abnormal points. Extremely different results
or effects are produced by different cluster numbers. Fur-
thermore, a coarse quality greatly affects the quality of the
outliers generated, and each clustering model is only suitable
for specific data types.

2.4. Statistical Methods. In a statistical method, trajectory
points are first modeled by assuming that a certain distri-
bution is obeyed. (en, an abnormality is determined by
checking whether the trajectory complies with the distri-
bution model of trajectory points. (e most frequent as-
sumptions are Gaussian distributions [35] and multivariate
Gaussian distributions [36]. When sufficient data and prior
knowledge exist, using statistical methods for outlier de-
tection can be very effective and efficient. However, such
methods rely on a pathognomonic distribution model ob-
tained with the used dataset, and it is difficult to select the
parameters of the model. At present, few scholars use this
method for abnormal trajectory detection. At the same time,
most statistics-based outlier detection techniques use a
single attribute. (e current important question is how to
model multivariate data (with multiple attributes).

(e aforementioned abnormal trajectory detection
methods can only detect abnormal trajectories in the driving
range and driving direction and do not combine the
characteristics of the abnormal driving behavior. In this
study, we determine the peripheral features required for
anomaly detection, including spatial location, sequence, and
behavioral features. (en, we explore sports behaviors from
the three types of features and build a taxi trajectory model
for anomaly detection. (e model systematically analyzes
abnormal behaviors of drivers, but detection of such ab-
normalities is difficult.

3. ProblemDescription andRelatedDefinitions

3.1. ProblemDescription. In this study, a given road network
is denoted asG (V, E) and a given trajectory dataset is denoted
as RTS; we design algorithms to determine abnormal taxi
trajectories and determine to which category of abnormal
behavior of taxi drivers the detected trajectory belongs.

3.2.RelatedDefinition. In this section, we provide the formal
definitions of the parameters required for the algorithm.

Definition 1 (road network). (e road network, denoted as
G (V, E), is a directed graph, where V represents the node set
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(i.e., the starting point and the ending point of the road
section) and E is the edge set (i.e., the road section). For road
e ∈ E, e.s ∈ V is the starting point of the road section and
e.d ∈ V is the ending point of the road section.

Definition 2 (free trajectory point). Let t be a timestamp and
(x, y) be a location inR2. A free trajectory point is defined as
a triple (x, y, t), implying that an object is at location (x, y) at
time t.

Definition 3 (restrained trajectory point). Let e be a road
section, and appending it to the free trajectory point gen-
erates a restrained trajectory point. A restrained trajectory
point is defined as a quadruple (x, y, t, e). (e trajectory
points mentioned here onward are restrained trajectory
points.

For example, the coordinates of restrained trajectory
points A and B are, respectively, denoted as (xa, ya, ta, e1)

and (xb, yb, tb, e1), where e1 represents the Wangfujing
section; this implies that locations (xa, ya) and (xb, yb) are
on road section e1 at times ta and tb, respectively.

Definition 4 (restrained trajectory). A restrained trajectory,
denoted as RT, represents a set of multiple restricted tra-
jectory points:

RT � Tid, x1, y1, t1, e1( , x2, y2, t2, e2( , . . . , xn, yn, tn, er(  ,

(1)

where Tid is the identification of a trajectory, time stamp t is
arranged in the ascending order, implying that ts < ts+1, t
(1≤ s< n), n is the number of sampling, also called the length
of the trajectory, and r is less than or equal to n. A road
section can contain multiple locations, i.e.,(x1, y1, t1, e1),
(x2, y2, t2, e1), and (x3, y3, t3, e1), but a location belongs to
only one road section; in addition, the road sections of
adjacent locations are either identical or adjacent.

Furthermore, if e1 and er values of two trajectories are
the same, they are called neighbors. Consider a set of m
trajectories RTS� {RT1, RT2, ..., RTm}, where RTi � {i
(xi

1, yi
1, ti

1, ei
1), ..., (xi

q, yi
q, ti

q, ei
r)} represents the ith trajectory

in RTS, 1≤ i≤ n.

Definition 5 (direction deflection angle). (e direction
deflection angle is defined as the degree of change at the
position of a restrained trajectory point. Consider three
consecutive trajectory points, denoted by
k(xi−1, yi−1), q(xi, yi), and p(xi+1, yi+1) (only the position of
the direction deflection angle is considered in the calcula-
tion). (en, the direction deflection angle at trajectory point
q is denoted as θq and is given by

θq �
distance(p, q)

2
+ distance(q, k)

2
− distance(p, k)

2

2∗ distance(p, q)
∗distance(q.k)

.

(2)

Figures 1(a) and 1(b), respectively, show direction de-
flection angles less than 0 and greater than 0. Let A be the
direction deflection angle of point q1 on trajectory RT1 and B

be the direction deflection angle of point q2 on trajectory
RT2. From equation (2), it can be seen that A is less than 0
and B is greater than or equal to 0.

Definition 6 (deme). Two trajectories RTi and RTj with their
starting and ending points on the same road section are
considered to be in a deme. Each deme includes two at-
tributes, namely, the starting and ending road sections.
According to the road section attributes of the starting and
ending points, trajectories can be divided into various
demes. (e rth deme is denoted as Dr, with attributes
Dr.se ∈ E and Dr.de ∈ E, respectively.

Definition 7 (ATD-outlier). ATD-outlier includes three
types of anomalies, namely, global router anomaly, local
speed anomaly, and local shape anomaly. If a trajectory is an
ATD-outlier, it can be at least one of the above anomalies.

4. ATD-Outlier Detection Algorithms

4.1. Framework Overview. In this section, we present an
overview of our proposed framework. It contains two stages:
the preprocessing stage and the anomaly detection stage,
which contains three algorithms. As shown in Figure 2, in
the trajectory data preprocessing stage, a map matching
algorithm based on AntMapper [38] is used to match the
trajectory points to the road sections. (is method considers
both local geometric/topological information and global
similarity measures and uses an ant colony optimization
algorithm, which mimics the pathfinding process of ants
transporting food in nature. In addition, local heuristics and
global fitness are used to search for the global optimal value
of the model with high matching accuracy. (e framework
of the anomaly detection phase is described as follows:

Global router anomaly detection algorithm: the simi-
larity between trajectories in the same deme is used as
the input to the isolation forest (iForest) algorithm that
trains a suitable model to determine global router
anomaly trajectories.
Local speed anomaly detection algorithm: the instan-
taneous velocities of trajectory points are clustered by
DBSCAN for each road section. A trajectory having a
sufficient number of speed anomaly points will be
marked as a local speed anomaly trajectory.
Local shape anomaly detection algorithm: the direction
deflection angle of each trajectory point is calculated.
(e deflection angle of the trajectory point on the same
road section is used as the input of the LOF algorithm
to determine the abnormal trajectory of the lane
change.

4.2. Global Router Anomaly Detection Algorithm.
Currently, taxi charges for public are calculated on the basis
of a standard mileage. In order to make extra profits, some
taxi drivers take their passengers via long routes to their
destinations in the urban road network, thereby fraudulently
increasing mileage. However, traffic authorities cannot
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manually investigate and deal with such illegal behavior of
taxi drivers. (erefore, a global router anomaly detection
algorithm is proposed.

For example, as shown in Figure 3, a number of tra-
jectories exist in a deme. (e red line indicates an odd path
that is different from the others (indicated by the yellow
lines), for example, in terms of the length. (is odd route is
considered the global router anomaly trajectory as the driver
has taken a very long route.

(e distance between two trajectories determined by
dynamic time warping (DTW) gives the similarity between
the trajectories. (e dynamic time regularity algorithm
measures the similarity between two different time series.
Using the distance function to determine the similarity
between two trajectories that do not have a similar trip time
is not feasible. However, if two trajectories have the same
starting and ending points and a very similar time taken for
the trips, they are comparable in terms of the distance
function. Hereafter, in this paper, the reference to similarity
between objects implies that the objects are in the same
deme.

For example, let us consider comparison of a template
trajectory sequence Q with an actual sampled trajectory
sequence C; because of the different route patterns, both
trajectories cannot be aligned. However, the first sampling
value and the last sampling value of the two trajectories are
taken such that they correspond pairwise to each other.
(en, the process of calculating similarity is as follows.

Step 1: we construct a n × m matrix, with elements
d(i, j) � distance(qi, cj). Without loss of generality, we
utilize the Euclidean distance as the distance measure.
Step 2: the shortest path from d(1, 1) to d(m, n) is
searched with dynamic programming. BecauseQ and C
are both time series, there are only three directions to
search.
Step 3: the similarity between trajectories Q and C is
calculated by the shortest path from d(1, 1) to d(m, n).

Definition 8 (trajectory similarity). (e similarity between
two trajectories Q and C, denoted as SIM, is calculated as
follows:

Map data

Trajectory data

Map
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Figure 2: System framework diagram.
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SIMQ,C � c(i, j) � d qi, cj  + min c(i − 1, j − 1), c(i

− 1, j), y(i, j − 1).
(3)

In the equation, qi and cj, respectively, represent the ith
point of Q and the jth point of C, and the similarity between
Q and C is given by the value of c(n, m), where n and m,
respectively, represent the lengths of Q and C, such that
1≤ i≤ n, and 1≤ j≤m.

Definition 9 (deme similarity matrix). (e deme similarity
matrix, denoted as SM, is established for each deme. If
RTi,RTi+1, . . . ,RTk ∈ Dr, ∀RTi.e.s � RTj.e.s � Dr.se,RTi.e.

d � RTj.e.d � Dr.de(i< j< k), the similarity matrix of the
rth deme, denoted as SMr, is calculated as follows:

SMr �

SIM1,1 . . . SIM1n

⋮ ⋱ ⋮

SIMn1 . . . SIMnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (4)

where SIMi,j is calculated by equation (3) and n is the
number of trajectories in Dr.

When the number of trajectories is especially large in a
deme, the dimension of this matrix is difficult to predict.
(erefore, we set a constraint as follows:

maxtrix dimensionr �
10, if len Dr( > 10,

len( Dr ), 0< otherwise ≤ 10,


(5)

where maxtrix_dimensionr represents the dimension of the
similarity matrix of Dr. When the number of trajectories in
Dr is greater than 10, the dimension is set to 10. Otherwise, it
is set equal to the number of trajectories. Another reason for
setting the limitation is that it is not reasonable to use the
attributes of trajectories with high similarity for anomaly
detection. Consequently, we sort the similarity of each
trajectory in the ascending order and select the attributes of
the lowest ten similarities and use them as the input to the
iForest algorithm. (eoretically, the length of the trajectory
marked as abnormal should be longer than the length of the
normal trajectories.

(e iForest algorithm is an unsupervised anomaly
detection method suitable for continuous data. It was first
proposed by Professor Zhihua Zhou of Nanjing University
in 2008 [39], and an improved version was proposed in
2012 [40]. Different from the other anomaly detection
algorithms, which portray the degree of dissimilarity
between samples is through distance, density, and other
indicators, the iForest algorithm detects outliers by iso-
lating sample points. Specifically, the algorithm isolates a
sample using a binary search tree structure called the
isolation tree or, in short, iTree. Because the number of
outliers is small and alienated from most samples, the
outliers are isolated earlier, that is, the outliers are close to
the root node of iTree, whereas the normal samples are
placed far from the root node. In addition, compared to
traditional algorithms such as LOF and K-means, the
iForest algorithm is more robust to high-dimensional

data. (erefore, it is suitable for detour trajectories, which
have ten dimensions. (e specific Algorithm is as follows.

(e time complexity of Algorithm 1 depends on the
following aspects: (a) the time for calculating the SMmatrix,
whose time complexity is (d × s × m), where d is the size of a
deme andm and s are the length of trajectories, respectively;
(b) the time of the iForest algorithm, whose time complexity
is o(n). To be precise, n is the largest size of a deme;
therefore, the total time complexity is o(len × s × m × n),
where len is the size of a deme. (e spatial complexity is
o(n2), which is mainly due to storing of the SM matrix. (e
parameters of the iForest algorithm are the same as those
used in the literature [37], so they are not listed.

4.3. Local Speed Anomaly Detection Algorithm. (e local
speed refers to the instantaneous speed of each trajectory
point. Owing to the road section attribute, trajectory points
are also classified. (en, the instantaneous velocity of tra-
jectory points of each road section is clustered using the
DBSCAN algorithm.

DBSCAN is a classical density-based clustering algo-
rithm, having the following main characteristics: (1) the
number of clusters does not need to be specified in advance
when clustering and (2) the number of clusters is uncertain.

(e correlative concept definitions of this section are
presented as follows.

Definition 10 (instantaneous velocity of the trajectory
point). Consider two consecutive trajectory points, denoted
as p(xi, yi, ti) and q(xi+1, yi+1, ti+1); the instantaneous ve-
locity of point q is obtained as follows:

Δvq �
distance(p, q)

ti+1 − ti

. (6)

Definition 11 (core point). (e core point indicates a point
within a radius Eps that contains more than ε points (where ε
is the minimum number of points to form a dense region). A
point that contains less than ε points within a radius Eps falls
in the neighborhood of the core point, which is also called
the boundary point. Moreover, the noise point is neither a
core nor a boundary point.

As shown in Figure 4 if ε is set to 3, according to
Definition 11, the red points are core points because there
are three points in the red circles with a radius Eps. (e
radius of all circles is Eps. (ere are two points in the blue
circle centered on point B, so B is not the core point, but it
falls within the red circle, so point B is the boundary point.
Because the number of points in the green circle with C as
the center is less than 3, C is not the core point, and because
C does not fall within the red circle, it is not the boundary
point, so C is the noise point.

Definition 12 (Eps-neighborhood). (e neighborhood
within a given object radius Eps is called Eps-neighborhood
of the object. We denote the set of points within a radius Eps
of point p as N_Eps(p):
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NEps(p) � q|qtϵn qD, distance(p, q)<Eps . (7)

D is a given object set.

Definition 13 (density connection). Given an object set D if
p is in the Eps-neighborhood of q and q is a core object, then
object p is defined as directly density reachable. If there is an
object chain p1, p2, . . . , pn, p1 � q, pn � p, pi ∈ D(1≤ i≤ n),
where pi+1 is the direct density from pi about Eps and ε, then
object p is defined as density reachable from object q with
Eps and ε. If there is an object O ∈ D and objects p and q are
density reachable from about Eps and ε, then objects p and q
are defined as density connection about Eps and ε.

Principle of judging abnormal points:

Step 1: clusters are created by checking Eps-
neighborhood of each point in the dataset; if the
Eps-neighborhood of point P contains more than
points, a cluster is created with P as the core object.
Step 2: then, the aggregation of iterations from these
core objects gives directly density reachable objects; this
process involves merging of some density reachable
clusters.
Step 3: when no new points are added to any cluster, the
clustering process ends. Points that are not classified
into any class are suspected anomaly points.
Step 4: each trajectory is checked for whether con-
secutive points are marked in it. If so, such trajectories
are outliers.

Speed of urban taxis is subject to traffic laws in various
road sections, but it is difficult to accurately obtain the speed

limit of each road section. However, clustering the instan-
taneous speed of moving objects on various road sections is a
feasible solution. If the instantaneous speed of a moving
object differs greatly from those of other moving objects, that
object may be regarded as an abnormal one. (e detection
result can be applied to detection of over speeding in real life.
(e specific algorithm is as follows.

Line 6 of Algorithm 2 clusters the instantaneous speed of
trajectory points for each road section and records the lo-
cation of noise points in CLUSTER. (e time complexity of
Algorithm 2 depends on the following aspects: (a) the time
for clustering, whose time complexity is o(n × logn) in low
dimensions, where n is the number of trajectory points; (b)
the time of checking trajectories, whose time complexity is
o(n). (erefore, the total time complexity of Algorithm 2 is
o(n2 × logn). (e spatial complexity is o(n2), which is
mainly due to storing of SPEED and CLUSTER matrixes.

4.4. Local Shape Anomaly Detection Algorithm. (e impli-
cation of a local shape anomaly on the trajectory is an abrupt
change in the direction of the trajectory. Such deviations are
considered illegal if they occur at an intersection or
successively.

(e LOF algorithm is an unsupervised outlier detection
method proposed by Berning et al. [31] in 2000. It is a
representative algorithm among outlier detection methods
based on density. (e algorithm calculates an outlier factor
LOF for each point in the dataset and determines whether it
is an outlier factor by judging whether the LOF is close to 1.
If the LOF is much greater than 1, it is considered an outlier
factor, whereas if it is close to 1, it is a normal point. Herein,
we only provide a brief introduction to the concept of the
algorithm, see [31], for further details.

(is study mainly uses the LOF algorithm to detect the
anomaly of the deflection angle of the track point on the
same road section. (e direction deflection angle of a tra-
jectory point is evaluated by equation (2). (e specific al-
gorithm is shown as follows.

(e time complexity of Algorithm 3 depends on the
following aspects: (a) the time of calculating the direction
deflection angle of trajectory points; (b) the time required to

C
AB

Eps

Figure 4: Example of core point, boundary point, and noise point.

Input: RTS (a dataset of restrained trajectories)
Output: OUT (a dataset of the number of abnormal trajectories)

(1)MD⟵ Extract the road section identifier value of the starting and
ending points of all trajectories in RTS;

(2)MD⟵ Delete duplicate pairs of road section;
(3) deme⟵ Classify RT by MD;
(4) len⟵ |deme|;
(5) for i⟵ 1 to len do:
(6) Initialize the matrix SM;
(7) Calculate SM of the trajectories included in deme[i] using (4);
(8) OUT.append(iForest(SM));
(9) endfor
(10) return OUT;

ALGORITHM 1: GRAD: global router anomaly detection algorithm.
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execute the LOF algorithm. (e LOF algorithm must cal-
culate the distance between the two data points, resulting in
the time complexity of the entire algorithm, o(n2), where n is
the total number of all track points on road section i. (e
time complexity of calculating the direction deflection angle
of trajectory points is o(n); therefore, the total time com-
plexity of local shape anomaly detection is o(n2 ∗p). (e
spatial complexity is o(n2), which is mainly contributed by
the storing of the array ANGLE.

In this section, we introduced three different anomaly
detection algorithms to detect three illegal behaviors of taxi
drivers and established the algorithms by analyzing the
characteristics of taxi trajectories, such as the characteristics
of road segments and local characteristics of trajectories.
Combining the three anomaly detection algorithms will save
considerable labor cost and ensure safety and convenience of
human travel.

5. Experiments

Experiments were conducted using Python3.7, with the
software and hardware environment being Intel Core i5 @

2.30GHz quad-core CPU, 16G memory, and Windows 10
operating system.

(e dataset is described in Section 5.1. We compare the
three detection algorithms with a previous algorithm for
trajectory neighbor (TN)-outlier [37].

5.1. Dataset Selection. (e dataset contains the GPS tra-
jectory data of 10357 taxis in Beijing for a period from
February 2 to February 8, 2008. A total of approximately
15 million points are present in the dataset. (e total
distance of the trajectory reaches 9 million kilometers.
Figure 5 plots the distribution of time interval and dis-
tance interval between two consecutive points. (e av-
erage sampling interval between two points is
approximately 177 s, and the average distance between two
points is approximately 623m. (e figure indicates that
the sampling frequency has approximately 50% of the
trajectory points within three minutes. Figure 6 shows the
density distribution of the GPS points in the dataset. (e
dataset provides all data for each taxi. (erefore, we
considered that the user trajectory changes when the

Input: E (a dataset of road sections), RTS (a dataset of restrained trajectories)
Output: OUT (a dataset of number of trajectories with speed anomaly)

(1) Initialize the two matrixes: SPEED and CLUSTER;
(2) Initialize the array OUT;
(3) SPEED⟵ calculate instantaneous velocity of each trajectory point;
(4) p⟵ |E|;
(5) for i ⟵ 1 to p do:
(6) Cluster instantaneous velocity of RTS on the i-th road section;
(7) Delete the trajectory that only have an exception in a period of time;
(8) endfor
(9) Store the restrained trajectory number with abnormal speed at OUT;
(10) return OUT;

ALGORITHM 2: LADA local anomaly detection algorithm.

Input: RTS (a dataset of restrained trajectories)
Output: OUT (a dataset of number of abnormal trajectories)

(1) Initialize the array OUT;
(2) p⟵ |E|;
(3) for i⟵ 1 to p do:
(4) Initialize the ANGLE matrix;
(5) Initialize the array LOF;
(6) ANGLE⟵ calculate the direction deflection angle of each trajectory point on the road section i
(7) LOF⟵ local outlier factor()/∗(e direction deflection angle of all track points on the road section i is used as the input of

the local outlier factor function, and it is judged whether a trajectory point is abnormal according to the set threshold; the abnormal
point is −1∗/;

(8) If there are more than two abnormal points near the determined abnormal point, the track where the abnormal point is located
is considered abnormal;

(9) endfor
(10) Store the restrained trajectory number with local shape anomaly at OUT;
(11) return OUT;

ALGORITHM 3: LSAD local shape anomaly detection algorithm.
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sampling interval is greater than 10min. Moreover, the
experimental data with the taxi trajectory length less than
10 are disqualified from the dataset.

To evaluate the precision of trajectory outlier detection,
we selected the GPS trajectory of 5000 taxis, of which 7000
trajectories were screened out. We used the trajectory
anomaly detection algorithm presented in the literature
[25, 26, 31] to mark the 7000 trajectories. (e trajectories
marked as normal by these algorithms are regarded as true
normal trajectories, whereas those marked as abnormal are
regarded as true abnormal trajectories. In this manner, 3192
trajectories were marked as normal and 1186 trajectories
were marked as abnormal. Due to the particularity of local
shape anomaly detection and because the dataset used in this
study has a low sampling frequency, we used cubic spline
interpolation to interpolate the original trajectory.

5.2. Parameter Setting. In Algorithm 1, we selected the
lowest ten similarities as trajectory attributes to detect
anomaly. An enormous trajectory that did not have a
neighbor was deemed abnormal. For a trajectory having a
number of neighboring trajectories, we selected the mini-
mum number of trajectory neighbors in the dataset as the
number of attributes. However, the number of attributes
must be greater than or equal to 2 and less than or equal to 10
because if the data dimension is extremely large, prediction
by iForest may not be suitable.

(e parameters Eps and ε vary for different applications
and datasets. (e first road data derived from Open-
StreetMap show that a latitude and longitude of 0.00046
corresponds to an actual distance of 39.3m. In Algorithm 2,
we used a taxi speed of 40 mph as the standard speed, which
is 64.2 km/h, given that 1 mile is 1605m. We set ε between 1
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Figure 6: Distribution of GPS points, where the color gradient indicates the density of the points: (a) data overview in Beijing and (b) data
within the 5th ring road of Beijing.
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Figure 5: Histograms of time and distance intervals between two consecutive points: (a) time interval and (b) distance interval.
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and 10m/s and converted it to latitude and longitude, that is,
the Eps range was 1.17048 × 10− 5 to 1.17048 × 10− 4. To
facilitate the calculation, we expanded the data by 10,000
times such that Eps was normalized between 0 and 1. (en,
Eps was set between 1 and 6.

5.3. Experimental Results. Some results of our methods were
compared with the results of the TN-outlier detection al-
gorithm, which is one of the most popular trajectory outlier
detection algorithms. (e trajectory data in this study was
required to be preprocessed for map matching. We used the
AntMapper algorithm [38] to match the trajectory points to
the road section and then classified the starting and ending
pairs. (is algorithm uses an ant colony optimization al-
gorithm that mimics the pathfinding process of ants
transporting food in nature. It uses local heuristics and
global fitness to search for the global optimal value of the
model. For a 5-min sampling frequency, this algorithm
could achieve a matching accuracy of 93.97%.

5.4. Visual Display of the Global Router Anomaly Detection
Result. To illustrate that each trajectory can find corre-
sponding neighbors under a large data volume, we randomly
selected trajectories of three taxis and categorized them.
When two sampling points of a taxi trajectory exceeded
10min, the other trajectory was considered to have begun.
(e different colored lines in Figure 7 represent different
trajectories, and each submap represents a taxi journey from
February 2 to February 8, 2008. Clearly, most of the tra-
jectories are concentrated in certain places where the pas-
sengers are transported back and forth; therefore, it is
reasonable to classify the trajectories according to the de-
parture and destination locations.

In Algorithm 1, for learning using the iForest algorithm,
the parameters used in the literature [39] were adopted.
Figures 8(a) and 8(b), respectively, illustrate the detour de-
tection results of the global router anomaly detection algorithm
and TN-outlier algorithm on the real taxi trajectory dataset.

Owing to the large number of demes in this dataset, we
selected some demes to show the detection results in Fig-
ure 8. In the figure, the red lines indicate the trajectories that
are detour or without neighbors and, hence, anomalies. (e
blue lines indicate normal trajectories. From the figure, we
can observe that the abnormal trajectory is longer than the
normal and that, in the middle of the trip, the abnormal
trajectory increases the distance to the destination by taking
some other road sections than normal.

(e number of abnormal trajectories shown in
Figure 8(b) is less than that in Figure 8(a). TN-outlier de-
tection, as shown in Figure 8(b), can also detect trajectories
without neighbors but not detour trajectories. (is is be-
cause the TN-outlier detection algorithm does not account
for the fact that a taxi increases the distance to the desti-
nation by detour, but only analyzes the shape characteristics
of the trajectory and trajectory point neighbors. (e global
router anomaly corresponds to the long detour behavior of
taxi drivers for gaining a higher profit than the profit without
a detour. Of course, the long detour may be chosen by the

taxi driver due to traffic jams or road repairs. In case of force
majeure, most drivers may choose a longer trip, so the taxi
driver’s neighbors can be found in the route; therefore, this
situation is not a global router anomaly. (e global router
anomaly detection can be used to track the itinerary of taxis
or cars hired through online booking as a measure to protect
the interests and safety of passengers.

5.5. Local SpeedAnomalyDetection. (e abnormal detection
of speed cannot be achieved in the trajectory. Furthermore, a
restrained trajectory was marked with a road section label,
while the velocity of each trajectory was clustered to de-
termine the abnormal speed. In order to illustrate the dif-
ferent detection results with different values of Eps and ε, we
set Eps between 0 and 1 and ε between 1 and 6. Figure 9
shows the average number of trajectories with abnormal
speed on each road section.

Algorithm 2 was used to detect trajectory outliers by
DBSCAN to cluster the instantaneous velocity of the tra-
jectory points. Because of the large number of clusters in this
dataset, we selected clustering results of three road sections
between 13 : 00 and 14 : 00 on February 2, 2008, as shown in
Figure 10. (e blue points represent the normal and the
black points represent exceptions. After the completion of
the clustering, we checked each trajectory for whether it
contained consecutive points that were marked. Such tra-
jectories, if any, were outliers. (e point where the speed is
abnormal is not distinguishable by observing the trajectory;
hence, we do not show the speed anomaly detection results.
Local speed anomaly can be used for over speed detection
without video surveillance. Installing video surveillance in
every corner of the city requires considerable manpower,
financial resources, and regular maintenance of the equip-
ment. However, the speed detection of vehicles is crucial
because numerous accidents of individual or multiple ve-
hicles occur due to over speeding every year. When the
instantaneous speed of a vehicle at multiple consecutive
moments is substantially different from the speed of other
vehicles in the same lane, it is regarded as a local speed
abnormality. In the final calculation of the precision and
recall rates, we add the results of speed detection.

5.6. Local Shape Anomaly Detection. Algorithm 3 provides
local shape anomaly detection. Based on equation (2), we
calculated the directional deflection angle for the real
dataset. (en, we used the direction deflection angle of the
track point on each road segment as the input of the LOF
algorithm to detect the trajectory points with an abnormal
deflection angle. Furthermore, trajectories that contain two
or more such points were marked as abnormal. In the LOF
algorithm, we assigned different values of k, d, and f to
compare the total precision, and the final parameters were
set to k� 5, d� 0.5, and f� 0.15.

Figure 11(a) shows the detection result of trajectory
outliers based on the LSAD algorithm; the outliers are in-
dicated by red lines, while normal trajectories are indicated
by blue lines. In the left-middle of Figure 11(a), several
trajectories with a zigzag shape are marked as abnormal, but
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in Figure 11(b) they are normal. (ese trajectories are de-
termined by the LSAD algorithm as abnormal local shape.
(e LSAD algorithm combined with the road network
analyzes whether the position of the point with a large degree
of continuous curvature is at the intersection. (e TN-

outlier algorithm does not consider the feature. (e road
network data are too large to be clearly visible even after
expanding the map, so the map is not displayed. Local shape
anomaly may be caused by drunk driving or sudden sharp
turns. Although the traffic inspection department considers

116.30 116.35 116.40 116.45 116.50 116.55 116.60

40.05

40.00

39.95

39.90

39.85

39.80

(a)

115.9 116.0 116.1 116.2 116.3 116.4 116.5

40.2

40.1

40.0

39.9

39.8

39.7

39.6

(b)

116.1 116.2 116.3 116.4 116.5 116.6

40.05

40.00

39.95

39.90

39.85

39.80

(c)

Figure 7: Trajectory slice: (a) taxi 1, (b) taxi 2, and (c) taxi 3.
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Figure 8: Detour detection by (a) GRAD (global router anomaly detection algorithm) and (b) TN-outlier detection algorithm.
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drunk driving a serious problem, it has always been tested
manually, which requires considerable manpower and time.
Local shape anomaly detection can be combined with tra-
jectory semantics to determine whether the vehicle driver is
drunk driving. If the starting point of the local abnormal
trajectory is in a certain hotel, the driver is very likely to be
drunk driving. (e possibilities for local abnormalities are
numerous, so we did not classify them specifically. If the
local shape anomaly detection algorithm is applied to the
traffic supervision system and combined with trajectory
semantics, it can be further classified in detail.

5.7. Accuracy and Recall Rate of Abnormal Trajectory
Detection. Next, we used precision and recall to measure the
performance of abnormal trajectory detection.When calculating
the precision and recall rate, the classification of abnormalities is
not considered, but only whether the trajectory is abnormal is
considered. Precision and recall are defined as follows:

precision �
TP

TP + FP
,

recall �
TP

TP + FN
,

(8)

where TP represents the number of detected abnormal
trajectories, TN represents the number of detected normal
trajectories, FP indicates the number of normal trajectories
that are falsely detected as abnormal, and FN represents the
number of abnormal trajectories that are falsely detected as
normal trajectories.

Figures 12(a) and 12(b) show the precision and recall
rate of the TN-Outlier detection algorithm. Although the
recall is nearly 100%, the abnormal detection precision of
the TN-outlier detection algorithm for taxi trajectories is
not ideal.

Figure 13 shows the precision and recall rate of ATD-
outlier. (e number of abnormal trajectories in the precision
and recall rate calculation is obtained by the union of the results
of the three algorithms. (e x-axis and y-axis of Figure 13(a),
respectively, represent Eps and ε, and the z-axis represents the
precision. In Figure 13(b), the z-axis represents the recall rate.

Although its recall rate is comparable to our ATD-outlier
detection algorithm (Figure 13(b)), the TN-outlier algorithm
considers a trajectory of a taxi as an outlier only if the taxi always
moves alone. Moreover, the behavior of a taxi driver will be
considered abnormal only if the driver always moves to regions
that other taxi drivers hardly visit. (erefore, the TN-outlier
detection algorithm frequently misclassifies trajectories of taxis.
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Figure 10: Speed cluster results: (a) road section 1, (b) road section 2, and (c) road section 3.
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Figure 11: Deflection angle anomaly detection. (a) LSAD and (b) TN-outlier.
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6. Conclusions

(is studymainly focused on different anomalous features of
trajectories and road network environment and proposed
three corresponding detection methods. (1) Global router
anomaly detection algorithm: according to the road section
attributes of starting and destination points, the trajectories
were first classified; then, abnormal trajectories in each deme
were detected. (2) Local speed anomaly detection algorithm:
the instantaneous speed of each trajectory was calculated;
then, clustering algorithm was used to determine trajectories
with abnormal speed. (3) Local shape anomaly detection
algorithm: the trajectories with an abnormal deflection di-
rection were determined on the basis of the direction de-
flection angle of trajectory points. Our framework
contributes to city monitoring by analyzing big trajectory

data under the mobile networks. Experiments to verify the
algorithms were conducted using the Beijing taxi trajectory
dataset of 2008. (e results indicate that the proposed al-
gorithms are better than an existing method tested for
comparison. In general, the proposed methods can be ap-
plied in the construction of smart cities. (e algorithm in
this study roughly divides the abnormal trajectories into
three categories according to the abnormal behavior of users.
However, in actual situations, the classification of abnormal
trajectories is complicated, and there are more than the three
categories. In future work, we will perform further detailed
anomaly classification for each type of anomaly and inte-
grate time attributes and semantics, analyze road traffic, and
provide personalized route recommendations because re-
search based on real-time traffic of road sections is more
meaningful.
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Figure 13: (a) Precision (b) recall of the ATD-outlier detection algorithm.
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Figure 12: (a) Precision and (b) recall of the TN-outlier detection algorithm.
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High-speed railway (HSR) wireless communications are required to ensure strict security. In this work, we study the secrecy
performance of a nonorthogonal multiple access- (NOMA-) aided HSR wireless communication system in the case of an
eavesdropping user. Specifically, applying NOMA technology to the HSR communication system can effectively improve the data
rates. ,erefore, we study the secrecy performance of the downlink NOMA system under the HSR wireless communication. In
particular, the exact analytical results for the secrecy outage probability (SOP) based on no small-scale channel state information
(CSI) are derived. We also provide all of the parameterizations for the proposed channel model. Finally, the correctness of
theoretical derivation is verified via simulations. Results show the positive effect of utilizing the NOMA for enhancing wireless
systems secrecy performance.

1. Introduction

Recently, the rapid development of HSR has brought great
convenience to people’s travel. At the same time, high
quality and data rate wireless communication are required
for passenger services. ,e high-speed movement of HSR
has brought about problems such as the wireless Doppler
effect and signal shielding in train compartments, which will
cause a series of phenomena, such as the difficulty of a
mobile phone call and poor voice signal quality. ,us,
railway transportation communication becomes an inter-
esting topic. Researchers have carried out research on im-
proving the data rate on HSR wireless communication in
various aspects [1–3]. For example, the traditional multiple
antenna and beamforming technology are introduced into
the HSR scenario for the first time in [1] where the security
capacity and SOP are compared and analyzed. In addition to
the security requirements, the high broadband services for
passengers are required. ,erefore, the authors in [2] pro-
posed the tapped delay line model for a MIMO channel in
HSR scenarios. Compared with the existing channel model,
the MIMO channel model is efficient and yet flexible in the

HSR environment. More recently, to satisfy the fifth gen-
eration (5G) on HSR, the authors in [3] focus on the study of
channel modeling combined with the 5G technology such as
multiple-input multiple-output (MIMO) and millimeter-
wave (mm wave). Hence, applying 5G technology to HSR
wireless communication is to be a significant work for future
wireless systems.

As a major technology of 5G, nonorthogonal multiple
access (NOMA) can schedule multiple users with the same
time-frequency resources. Combined with the successive
interference cancellation (SIC) technology, multiple signals
can be sent and demodulated at the same time, which can
effectively improve the spectrum efficiency [4]. In [5], the
performance of downlink NOMA is studied by calculating
the BER of perfect and imperfect SIC conditions; compared
to the orthogonal multiple access (OMA) techniques, the
NOMA technique can provide better performance gains.
,us, the authors in [6] analyzed and compared the per-
formance of different NOMA schemes applied in HSR
scenarios and proved that choosing the right NOMA
scheme has a great effect on improving the data rate in
HSR. However, in practice, it is challenging to ensure the
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security of data transmission in HSR wireless
communication.

In recent years, based on Wyner’s eavesdropping
channel model, themain indicators tomeasure the secrecy of
wireless communication systems are secrecy outage prob-
ability (SOP) and average secrecy capacity (ASC). In the
research of physical layer security, the CSI of each channel
affects the secrecy performance of the system. Generally, the
sources knew the CSI of the main channel. For the CSI of the
eavesdropping channel, if the eavesdropping terminal is
active eavesdropping, we use ASC to quantify the security
performance of the system. Otherwise, we use SOP to
measure communication security [7]. ,e authors in the
literature [8] analyse the secrecy performance of the different
systems by calculating SOP and ASC.

In this work, we study the secrecy performance of the
downlinkNOMA system forHSR.More specifically, we assume
that no small-scale CSI of the channels is known; hence, the
channels are sorts according to distances between the base
station and the legitimate users. Besides, we consider that the
system model exists as a static eavesdropper near the base
station. To measure the secrecy performance of the system, the
paper provides a closed-form expression for the SOP, and the
simulation results show the positive effect of applying the
NOMA for improving the system secrecy performance forHSR.

2. System Methods

In the HSR scenario, the secure communication mode of the
downlinkNOMA system is shown in Figure 1.,e base station
(BS) is located at the track side, and the height of the BS
transmitting antenna relative to the horizontal plane is hz. ,e
legitimate user is the passenger on the HSR. We denote the
length of the HSR is Lt, the vertical distance between the base
station and HSR is lz, the distance between the legitimate user
and the vertical point of the base station is x, and the distance
between the legitimate user and the BS transmitting antenna is
du. HSR runs away from the BS according to the speed v from
the nearest position to the BS. ,ere is a static eavesdropper at
the distance de, which attempts to obtain the information from
the BS. Also, this papermakes the following assumptions: (1) all
users and BS are equipped with a single antenna, and the
legitimate users communicate directly with the BS; (2) the
legitimate users are fixed on the HSR, and the distance between
the two users follows the uniform distribution with Lu/2 mean;
and (3) the legitimate channel is composed of Rician fading and
large-scale fading [9].

2.1. Main Link. According to the NOMA scheme, the
transmitted signal from BS to all of the legitimate users can
be expressed as

x � 
M

l�1

����
αlPt


xl, (1)

where αl is the power allocation factor with 
M
l�1 αl � 1, set

α1 < α2 < · · · < αM, Pt is the transmitting power of the BS, and
xl is the transmission signal of the lth user. ,en, the signal
received by the kth legitimate user Uk can be expressed as

yk � gk 

M

l�1

����
αlPt


xl + nk, (2)

where nk follows the additive white Gaussian noise (AWGN)
with the mean zero and variance σ2k. For simplicity, the
variance is assumed to σ21 � σ22 � · · · � σ2. ,e channel gain
between the kth legitimate user and the BS can be given by
gk � hkβ

1/2
k , where hk and βkrepresent small-scale and large-

scale fading, respectively, and the expression of βk is related
to the distance dk. Set d1 <d2 < · · · <dM; according to order
statistics, the probability density function (PDF) of dk from
the BS to the kth nearest legitimate user is given by [9]
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. According to the knowl-

edge of the successive interference cancellation (SIC) receiver
[10], for the kth user, the signal-to-interference-plus-noise ratio
(SINR) of the kth user can be expressed as

cDk
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2βk

k−1
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, (4)

where Pt is the transmitted power, and ρ � Pt/σ2 is denoted
as the average signal-to-noise ratio (SNR). In equation (6),
since the small-scale fading channel hk is the Rician fading
channel, we define c � s2 + 2λ2k. ,us, the |hk|2 is the
noncentral chi-square random variable with two degree of
freedom, and its PDF and cumulative distribution function
(CDF) are given as [11]
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Figure 1: System model.
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where I0(x) is the modified Bessel function of the zero kind,
and Q1(a, b) is the first order Marcum Q-function [12]. K �

s2/2λ2k denotes the Rician factor, and similar to [9], we
generally set K � 7 dB on HSR scenario. ,erefore, the
conditional CDF of the F|gk|2|dk

(y|dk) can be obtained as

F
gk| |

2
|dk

y|dk(  � 1 − Q1
���
2K

√
,

��������
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dk( y



λk

⎛⎜⎜⎝ ⎞⎟⎟⎠, (6)

where β(dk) � d
−χ
k , and χ is the path loss exponent. Since the

small-scale fading and the large-scale fading are independent
of each other. According to equations (3) and (6), the CDF of
|gk|2 can be written as
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Unfortunately, evaluating the integrals in equation (7) is
very difficult. ,us, by using the Gauss–Chebyshev quad-
rature [13], equation (7) can be approximated as
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where c1 � β− 1(((ti + 1)/2)L2
t + h2

z + l2z),
ti � cos((2i − 1)/2n)π, and n is the approximate order of
Chebyshev, which can be selected according to the accuracy
and complexity requirements.

,en, the CDF of cDk
can be readily formulated as
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2.2. Eavesdropping Link. For the eavesdropper, we assume
that the eavesdropper attempts to obtain the signal coming
from the direct link, and the eavesdropping link is also a
hybrid channel similar to the main link. Moreover, the
small-scale fading vk of eavesdropping link experiences
independent Rayleigh distribution, and the received signal of
an eavesdropper can be expressed as

yE � qk 

M

l�1

����
αlPt


xl + ne, (10)

where qk � vkβ
1/2
ek is the channel gain, βek � d

−χ
e represents

the large-scale fading, which is related to the distance de

between the eavesdropper and the BS, and ne ∼ CN(0, σ2e) is

the AWGN at the eavesdropper. Assuming that the eaves-
dropper has a strong decoding ability to the transmitted
signals, the eavesdropper can decode the mixed signal s to
obtain separate signals xl [14]. Hence, the received SNR of
the eavesdropper is given by

cEk
�

αkρe qk



2

ρe qk



2


k−1
l�1 αl + 1

, (11)

where ρe � Pt/σ2e is the average SNR. Similarly, |qk|2 is an
exponent distribution random variable with parameter ηk.
For simplicity, set η1 � η2 � · · · � ηM. ,en, the PDF of cEk

can be expressed as
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fcEk

(y) �

αk

ηkρeβek αk − 
k−1
l�1 αly 

2 e
− y/ ηkβek αkρe− ρeΣk−1

l�1 αly( )( ), y<
αk


k−1
l�1 αl

,

0, y≥
αk


k−1
l�1 αl

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(12)

3. Performance Analysis

SOP is a typical performance metrics to analyse the secrecy
performance for physical layer secrecy, which is defined that
the instantaneous secrecy rate is less than a certain threshold.
In this section, we analyse the SOP to determine the security
of using NOMA in the HSR scenario. Since themain channel
and eavesdropping channel are independent, the SOP of the
user Uk can be expressed as [7]

SOP � Pr ln 1 + cDk
  − ln 1 + cEk

 <Cth 

� 
∞

0
FcDk

θcEk
+ θ − 1 fcEk

cEk
 dcEk

,
(13)

where Cth is the target secrecy rate, and θ � eCth . ,en, by
using the Gauss–Laguerre [13] and substituting (9) and (13)
into (14), we can obtain the approximate expression of SOP
as

SOP � 
m

j�1


n

i�1
w xj e

xj
π
4n

1 − Q1
���
2K

√
,

������������������������������������
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2
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2
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(14)

where N is the approximate order terms of Laguerre, wj �

xj/((m + 1)2[Lm+1(xj)]
2), and j< 33 is the weight of

Laguerre polynomial xj.

4. Simulation and Analysis

In this section, we present a numerical example to illustrate
our analytical results, and the simulation parameters are
shown in Table 1 [15].

In Figure 2, we plot the SOP versus transmitted power
Pt in the presence of an eavesdropper based on the NOMA
scheme on the HSR scenario. It is observed that the ana-
lytical results match well with the simulation, which verifies
the theoretical derivation. Moreover, increasing the

number of Pt results in decreasing SOP for two users. As
expected, we note that floors appear at relatively high Pt.
,erefore, the SOP of the near user is much better than the
far user based on the NOMA scheme. Finally, to improve
the performance of SOP, we can increase the transmitting
power which is not the only scheme but needs to be op-
timized together with other schemes to ensure the security
of communication.

In Figure 3, we present the SOP curves for the different
distances between the eavesdropper and BS. As can be
observed, a better secrecy performance will be obtained with
the increases of de. More specifically, the slopes of perfor-
mance curves of near users are large than the far users; while
de > 100, the change trend of SOP is gentle. ,us, the change

Table 1: Simulation parameter configuration.

Index Variable/Unit Value Description
1 Lt/m 201 Train length
2 Hz/m 30 BS height
3 lz/m 100 Horizontal distance between BS and rail
4 K/dB 7 Rician channel factor
5 fc/MHz 2.5e3 Carrier frequency
6 v/Km/h 350 Speed
7 B/MHz 10 Bandwidth
8 Rs/KHz 4.8 Rate
9 kai/dB 3 Attenuation factor
10 SNR_SD 20 Legitimate user SNR
11 SNR_SE 10 Eavesdropping user SNR
12 M 2 Number of the legitimate user
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of the distance between the eavesdropper and BS has a
greater impact on the secrecy performance of the near users
than on far users.

In Figure 4, we plot the SOP versus for a different
power allocation coefficient α1 of near user based on the
NOMA scheme. It is clearly shown that increasing α1
near users can significantly improve the near user secrecy
performance, and the impact of α1 on near users is
greater than that on far users from the slope of the SOP
versus. ,us, it is necessary to select an appropriate α1 to
ensure secure communication in both near user and far
user.

5. Conclusions

In this work, we provide secrecy performance analysis for the
HSR scenario in the presence of an eavesdropper with the help
of NOMA. More specially, the expression for SOP was derived
and verified by simulation. Numerical results showed that the
secrecy performance can be improved by choosing the ap-
propriate power allocation coefficient α1 based on the NOMA
scheme.
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In the past decades, the ever-increasing popularity of the Internet has led to an explosive growth of information, which has
consequently led to the emergence of recommendation systems. A series of cloud-based encryption measures have been adopted
in the current recommendation systems to protect users’ privacy. However, there are still many other privacy attacks on the local
devices. ,erefore, this paper studies the encryption interference of applying a differential privacy protection scheme on the data
in the user’s local devices under the assumption of an untrusted server. A dynamic privacy budget allocation method is proposed
based on a localized differential privacy protection scheme while taking the specific application scene of movie recommendation
into consideration. What is more, an improved user-based collaborative filtering algorithm, which adopts a matrix-based
similarity calculation method instead of the traditional vector-based method when computing the user similarity, is proposed.
Finally, it was proved by experimental results that the differential privacy-based movie recommendation system (DP-MRE)
proposed in this paper could not only protect the privacy of users but also ensure the accuracy of recommendations.

1. Introduction

With the development of information technology, tons of
data are piled up on the Internet and users have many ways
to access these data. For the users, what they spend most of
their time on is no longer where to get information, but to
find out what they are really interested in among numerous
information. ,erefore, the recommendation system came
into being as an inevitable product of this era of big data.
However, a key factor that usually influences the perfor-
mance of recommendation systems is whether the amount
of user data is enough or not and that may lead to a high risk
of privacy leakage. In 2013, LG Corporation was charged for
illegal collection of user data via smart TVs, which reflects
the increasing awareness of privacy protection among users.
What is more, IoT devices such as WiFi fingerprint which
are frequently used in our daily life are also facing many
kinds of security attacks [1, 2]. However, most of the existing
recommendation systems [3–6] are developed based on the
assumption of trusted servers. In most commonly used

collaborative filtering algorithms, a trusted server collects all
user data and makes user behavior analysis to give out
personalized recommendations.

,e application of differential privacy protection scheme
in recommendation systems was first proposed by McSherry
et al. [7, 8]. In their scheme, the server is responsible for
encrypting user data, and random noise is added to each step
of aggregation in the recommendation system. In such
privacy protection schemes, only the circumstances that user
data were published to a third-party from a trusted server
were considered. However, other circumstances, such that
when user data are uploaded from the local device to the
cloud, attackers may eavesdrop on the transmission channel
and launch a Man-in-the-Middle (MITM) attack or the
attackers may directly hack into the cloud server and get
access to sensitive user data, are not taken into consider-
ation. ,erefore, we reach our research question that how to
apply differential privacy protection on users’ local data
under the basic assumption of an untrusted server. In this
paper, existing differential privacy protection schemes and
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commonly used recommendation algorithms are reviewed,
and the application of localized differential privacy pro-
tection scheme in recommendation systems to solve the
security issue in recommendation algorithms is investigated.
,e main contributions of this work are summarized as
follows:

(i) A privacy budget allocation scheme that can dy-
namically allocate privacy budget is proposed based
on the localized differential privacy protection. In
this allocation scheme, users’ behaviors such as
movie watching records are allocated to the nodes in
the privacy prefix tree with equal probability. After
that, Laplace noise is added according to the privacy
budget allocated to each node. ,is scheme could
avoid the extreme circumstances of unevenly dis-
tributed privacy budget and added noise. In the
meantime, this allocation scheme could also ensure
the security of users’ private data, as well as
guaranteeing the accuracy of recommendation re-
sults by recording the combinatorial sequences of
user behavior.

(ii) ,e traditional user-based collaborative filtering
recommendation algorithm is improved by taking
the specific application scene of movie recommen-
dation into consideration. During the process of
calculating user similarity to find out a similar group
of the target users, a matrix-based method is pro-
posed to replace the traditional vector-based
method. More specifically, after the privacy prefix
tree is generated, we construct a user-interest matrix
E according to users’ movie watching records and
the characteristics of combinatorial sequences, then
apply the user-based collaborative filtering recom-
mendation algorithm with matrix E to calculate the
similarity between users and find out the similar
group of the target user, and finally give out the
recommendation results.

2. Theoretical Basis

2.1. Differential Privacy. In 2006, Cynthia Dwork, Frank
McSherry, Kobbi Nissim, and Adam D. Smith introduced
the concept of differential privacy [8–12], which assumes
that the attackers are able to access all information except the
target information and makes it hard for attackers to access
users’ privacy via difference calculation. For the calculation
result of the dataset, whether a single record is in the dataset
or not has a negligible impact on the result. ,e basic
definitions and properties of differential privacy involved in
this paper are as follows.

Assume that datasets D1 and D2 have the same property
structure, the symmetric difference between them is denoted
as D1ΔD2, and the number of records in D1ΔD2 is denoted
as |D1ΔD2|. If |D1ΔD2|� 1, we say that D1 and D2 are
adjacent datasets.

Definition 1 (ε-differential privacy). Let ε be a positive real
number andM be a random algorithm that takes a dataset as

input. Let M(x) denote the result obtained from a query of
random algorithm M and R be a subset of M(x). ,e al-
gorithm M is said to provide ε-differential privacy if, for all
adjacent dataset pairs of D1 and D2 that differ on a single
element and all subsets R of M(x), the following equation is
satisfied:

Pr M D1(  ∈ R ≤ e
ε

× Pr M D2(  ∈ R  . (1)

Definition 2 (global sensitivity). For query function
f: D⟶ Rd, whereD is a dataset and Rd is a d-dimensional
vector of real numbers representing the query result, the
global sensitivity of f over all adjacent dataset pairs of D1 and
D2 is described by

GSf(D) � max f D1(  − f D2( 





 . (2)

Global sensitivity describes the maximum range of
changes when a query function is performed on a pair of
adjacent datasets. It has nothing to do with the dataset, but it
is only determined by the query function itself. ,e global
sensitivity of the counting query is 1.

Property 1 (Sequential composition). Assume that there are
n independent algorithms M1, M2, . . . , MN whose privacy
guarantees are ε1, ε2, . . . , εn, respectively. ,en for the same
dataset D, the composite algorithm
M(M1(D), M2(D), . . . , Mn(D)) is (n

i�1 εi)-differentially
private.

Definition 3 (,e Laplace mechanism). ,e Laplace
mechanism adds Laplace noise to the original query outputs
to realize ε-differential privacy. ,e noise is from Laplace
distribution Lap (σ) that can be expressed by the following
probability density function with mean value 0 and scale
parameter:

p(x) �
1
2σ

exp −
|x|

σ
  . (3)

2.2. Privacy Prefix Tree. ,e movie recommendation system
based on differential privacy protection that we proposed in
this paper combines users’ movie watching records with the
characteristic structure of prefix tree [13] to construct a
privacy prefix tree (DP-tree), which can be considered as an
improved prefix tree, and its structure is shown in Figure 1.

In Figure 1, Prior is a pointer point to the parent node;
Value stores the value; Num is the number of times that this
value shows; Depth is the depth of value; Child[i] is an array
of pointers that point to the child nodes, and EndNum stores
the number of times that the current node is the end of each
path.,e genres of all the movies that a user has watched are
recorded and abstracted to a privacy prefix tree with a root
node denoted as Root, in which each node represents a
genre. In the privacy prefix tree, each branch is actually a
sequence of the combination of different tags that represent
different movie genres, and each sequence is started with
node Root. ,e identical subsequences are merged and the
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number of times that the subsequence shows is accumulated.
Finally, the frequency that each genre of movie is watching
as well as the frequency that each movie genre sequence
shows is also recorded.

Based on the construction of the privacy prefix tree, the
movie recommendation system proposed in this paper
decomposes the record of user behavior, allocates privacy
budget dynamically for the privacy prefix tree, and adds
Laplace noise that satisfies the Laplace distribution. After
that, a user-interest matrix E is constructed according to the
appearance frequency of different movie genres and the
movie genre sequences that we get from the privacy prefix
tree. Finally, matrix similarity is calculated to find out the
similar user group of the target user, and a user-based
collaborative filtering algorithm is adopted to give out a
recommendation of movies.

3. Design of the Differential Privacy
Protection Scheme

3.1. Principal Steps in Differential Privacy Protection Scheme.
,ere are two principal steps when designing a differential
privacy protection scheme: firstly, select appropriate privacy
budget parameters and allocate a proper privacy budget for
the protected data; secondly, add some noise interference to
the protected data.

For the noise addition of the counting query, the Laplace
mechanism is adopted to add interference to the privacy
data, and the size of noise is closely related to the result of
privacy budget allocation.More precisely, the privacy budget
ε is inversely proportional to the size of the added noise.
,erefore, the privacy budget ε not only determines the level
of differential privacy protection but also influences the
addition of noise interference; that is why ε is the core
parameter in differential privacy protection scheme. In this
paper, we will mainly focus on how to allocate the privacy
budget appropriately.

For the movie recommendation system based on dif-
ferential privacy protection, firstly, a privacy prefix tree
movie genre is constructed according to users’ watching
history. Movie genres and sequences that appear more
frequently in the privacy prefix tree are more likely to arouse
users’ interest, and they also have a higher possibility of
being attacked. In order to prevent the privacy budget from
being exhausted, we usually allocate more privacy budgets
for the data that are commonly used. However, the tradi-
tional privacy budget allocation method which evenly al-
locates the privacy budget to each node or each layer of the
privacy prefix tree will lead to unreasonable addition of noise

interference. What is more, limited privacy
budget allocation for commonly used data may lead to quick
exhaustion of the total budget, which will undermine the
protection of users’ privacy. ,erefore, the problem of how
to allocate the privacy budget reasonably is worth further
investigation. In this paper, we proposed a scheme based on
prefix tree allocation that can allocate the privacy budget ε
dynamically and reasonably according to the frequency of
data use.

3.2. Prefix Tree Privacy Budget Allocation Scheme. ,e film
recommendation system based on differential privacy in-
troduced in this paper is based on the tree structure for data
protection and encryption. Figure 2 shows the structure of
user information based on the prefix tree structure; the
genres are extracted as a movie feature and a privacy prefix
tree is constructed based on the prefix tree structure. Spe-
cifically speaking, the genres (types) are extracted from
users’ watching records and stored in sequences in the
substructure of a tree, where each path represents a certain
combination of movie types and then records the showing
frequency of each child node as well as the frequency of them
appearing as leaf nodes. In order to reasonably allocate the
privacy budget, we assign the privacy budget for each node
in the privacy prefix tree proportionally. In particular, the
root node R is abstract and does not represent a real movie
type, so it will not consume any privacy budget. All other
nodes in subtrees need to be assigned a privacy budget.

Instead of storing the movie type directly in the prefix
tree, the corresponding letter representation of the movie
type is stored, as shown in Table 1.

Table 2 shows the data stored in each node in the privacy
prefix tree structure shown in Figure 2.

As shown in Figure 3 and Table 2, the first path rep-
resents that the times (counts) of user watching movies that
are tagged with a are 10, b is 5, and the end number is 2,
which means that the user has watched 3 movies that are
depicted by sequence <a, b>, and similarly, we can tell that
he or she has also watched 2 movies that are depicted by
sequence <a, b, c>.

As shown in Figure 3, assuming that the total privacy
budget of the tree is ε, start with the first level of this tree; the
frequencies of movie types a, d2, and f are 10, 6, and 4,
respectively. ,erefore, the total privacy budget allocation
proportion of the subtree with node a as its root node should
be (10/20)ε; thus, the dashed box shown in Figure 3 should
totally be assigned 0.5ε privacy budget. Similarly,
εb �(0.5∗ 0.5∗ 0.6)/2ε. When a movie type appears in dif-
ferent sequences, the privacy budget of it equals the total

Prior Value Num EndNum Depth Child [i]

Figure 1: Data structure of a privacy prefix tree.
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sum of the allocated privacy budget in each sequence. For
example, the privacy budget of movie type d is
εd � εd1 + εd2 � 0.125ε + 0.15ε � 0.275ε. According to
Property 1, the sequential composition property of the
differential privacy protection, it can be concluded that

ε � εa + εb + · · · + εf. (4)

It can be seen that, compared with other privacy
budget allocation methods [14–18], the method of allocating
privacy budget is based on the value of each node in the
prefix tree, instead of just allocating uniformly according to
the level structure. ,is allocation method can allocate the
privacy budget reasonably and dynamically in the case that
big differences exist among structures of the subtrees, and it
also eliminates the requirement of artificially adjusting the
value of privacy budget allocation.

3.3. Prefix Tree Privacy Budget Allocation Algorithm. ,e
privacy budget allocation algorithm based on the prefix tree
is shown as follows. TMovie stores the result of privacy
budget allocation of movie type nodes; DP-tree movie type
node v and its privacy εv are stored as <v, εv> in the queue set
TQueue; Pv is the statistical frequency of the current node v

being watched by users; GetTop (LinkQueue Q, string r, and

float e) represents the dequeue function of header element
(Algorithm 1).

In the above algorithm, the TMovie and TQueue sets are
initialized to be empty after inputting the privacy budget ε,
and the prefixed prefix tree and root node R are constructed.
,en, add the current node and its privacy budget to TQueue
(when R is not the root), and compare the weight of the
current node with its parent node. If their weights are equal,
assign half of the current privacy budget for both of them.
Otherwise, compare the current node with its brother nodes
and assign half of parent nodes’ privacy budget to them
according to their weight ratio. Repeat this process for each
child node of the current node.

4. Design of DP-MRE

4.1. Overall Framework of DP-MRE. Figure 4 is the overall
frame diagram of the movie recommendation system based
on differential privacy protection, where the overall system is
composed of five components. Firstly, users’ private data are
collected on their local devices, and then a prefix tree is
constructed based on the collected data to dynamically al-
locate the privacy budget. Next, noise interference that obeys
Laplace distribution is added, and then the users’ data after
being interfered with as well as public data are used together
as the input of recommendation system and finally give out
movie recommendations. ,e detailed meaning of each
component in Figure 4 is as follows:

Public data refer to the public information related to
users’ private data from internal or external resources.
We chose the MovieLens 1M dataset, which contains
100 million ratings from 6,000 users on nearly 4,000
movies. ,is dataset will be used as an experimental
dataset and test dataset for experimental verification in
this paper.
User data refer to the historical data of users’ behavior
collected from their personal devices. In this paper, we
used the historical records of movies watched by users,
such as the frequency of a user watching a certain type
of movie, as well as users’ ratings on these movies.What
is more, this part of data is not interfered with.
Privacy quantification refers to the process that con-
structs the privacy prefix tree according to users’ be-
havior records and allocates privacy budget according
to the appearing times and frequencies of each node in
the privacy prefix tree that we proposed in this paper.
Data perturbation refers to the process that adds noise
which obeys Laplace distribution to each node in the
privacy prefix tree according to its privacy budget, in
order to interfere with the original data to ensure the
security of users’ private data while preserving the
effectiveness of data. In other words, the interfered data
should satisfy two necessary conditions: being secure
enough to protect users’ privacy and being effective
enough to give out accurate recommendation in the
subsequent recommendation stage.

R

a : count = 10 d2:count = 6 f : count = 4

b : count = 5 d1:count = 5 e1:count = 6 e2:count = 4

c : count = 2

Figure 2: User information diagram based on the prefix tree
structure.

Table 1: Mapping table of movie genres to tags.

Genre Love Suspense Action Comedy Plot Tragedy
Tag a b c d e f

Table 2: DP-tree data structure.

Prior Value Num EndNum Depth Child[i]
— R — — 0 [a, d2, f]
R a 10 0 1 [b, d1]
A b 5 3 2 [c]
B c 2 2 3 —
A d1 5 5 2 —
R D2 6 0 1 [e1]
d2 E1 6 6 2 —
F E2 4 4 2 —
R f 4 0 1 [e2]
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Recommendation refers to the final stage of our DP-
MRE system design, in which an untrusted third-party
server obtains the data after perturbation, that is, after
adding Laplace noise, and then uses these data to build
a user-interest matrix according to user’s preference on
different types of movie. Next, similarity calculation
based on the multidimensional matrix is performed to
find out similar user groups, and a user-based

collaborative filtering algorithm is adopted to give out a
final recommendation for users.

4.2. User-Based Collaborative Filtering Algorithm. ,e user-
based collaborative filtering recommendation algorithm
[19–21] is usually composed of two parts: (1) to calculate the
user similarity; (2) to recommend the interested contents of
similar user groups to the target user.

R

b : count = 5

c :count = 2

εc = 0.04ε

εb = 0.08ε εd1 = 0.125

d1:count = 5

a : count = 10

εa = 0.25ε εd2 = 0.15ε εf = 0.1ε

f : count = 4d2:count = 6

εe1 = 0.015 εe2 = 0.1ε

e1:count = 6 e2:count = 4

Figure 3: Privacy budget allocation scheme based on the prefix tree.

Input: Privacy budget s, prefix tree DP-Tree, root node R
Output: Privacy budget allocation results set TMovie

(1) Initialize set TMovie and TQueue to 0
(2) If (R� � ’ ’)
(3) εR � 0
(4) R⟶ child(R)
(5) Else
(6) Add the current node <R,εR> to TQueue
(7) While TQueue ≠ NULL Do
(8) GetTop(TQueue,R εR)
(9) IF R∈ TMovie ,en
(10) εR⟵ privacy budget for node R in TMovie
(11) TMovie ← <R,εR + εPR

>
(12) Else
(13) TMovie ← <R,εPR

>
(14) End If
(15) If (PR � PR− parent)
(16) ε←ε/2
(17) Else
(18) ε←(ε − εPR

)/2
(19) For v (child node of the current node)
(20) Pv← frequency of watching movies with tag v
(21) Append <v, εPv

> to TQueue
(22) End For
(23) End while

ALGORITHM 1: Privacy budget allocation algorithm.
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,is paper extends the traditional method of computing
vector-based similarity to matrix-based similarity and fur-
ther combines the watching frequency of movie types as well
as the combinatorial sequence of movie types. ,e specific
method is to construct an N∗N user-interest matrix E with
movie type as both horizontal and vertical quantities. For
example, assume that a∼n represent movie types and the
user-interest matrix E is constructed as follows:

E �

paa qab . . . qan

qba pbb . . . qbn

⋮ ⋮ ⋱ ⋮

qna qnb . . . pnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (5)

where the diagonal of the matrix, that is, the set P�

{paa, pbb, . . . , pnn}, represents users’ rating scores on movie
type a∼ n; other quantities qmn represent users’ rating score
on certain movie type sequences. For example,
paa � 3, pbb � 2, qab � 2 indicate that the user has an interest
score of 3 for type a movies, 2 for type b movies, and 2 for
<a,b> sequence.

As shown in Figure 3, the privacy prefix tree is con-
structed from user A’s movie watching record. According
to the values of each node in the prefix tree and the se-
quence relationship between movie types in Figure 3, the
user-interest matrix of userA can be constructed as follows:

E �

10 5 2 5 − −

− 5 2 − − −

− − 2 − − −

− − − 11 6 −

− − − − 10 −

− − − − 4 4

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (6)

After constructing the user-interest matrix, the similarity
between users can be obtained via matrix similarity calcu-
lation. In this paper, the correlation coefficient is used to
evaluate the similarity of two matrices. ,e correlation
coefficient is an indicator used to measure the statistical
relationship between two variables, and it is a ratio, which
can also be regarded as a special form of covariance after the
standardization that eliminates the impact of the variation of
amplitude. ,e correlation coefficient could be either pos-
itive or negative, which represents the direction of corre-
lation between two variables but does not change the degree

of similarity. In other words, the degree of similarity between
two variables is reflected by the absolute value of the cor-
relation coefficient. ,e correlation coefficient used in this
paper is calculated as follows:

r �
mn Amn − A(  Bmn − B( 

���������������������������������

mn Amn − A( 
2

  mn Bmn − B( 
2

 

 ,
(7)

where A � mean(A), B � mean(B), matrix A and B are two
matrices with the same size, A and B represent the mean
value matrix of A and B, respectively, and r denotes the
correlation coefficient which ranges in [1, +1]. It indicates
that matrices A and B share high similarity when the ab-
solute value of r is close to 1, and when r is close to 0, it
indicates that matrices A and B are less similar.

,e similarity of the rating scores on movie type (a∼c)
between UserA and UserB∼UserE is calculated using the
method described above in this section, and the results are as
shown in Table 3.

According to the calculation results based on matrix
similarity in Table 3, the similarity betweenUserA andUserE
is the highest. However, if we change to use the Pearson
correlation coefficient to evaluate the similarity between
users, although the structure of the user-interest matrix of
UserA and UserE shares the highest similarity, the common
rating items of UserA and UserC will lead to the calculation
result of the similarity between UserA and UserC being
exactly 1, which is not consistent with the real situation.
However, in the matrix-based similarity calculation method
we proposed, the similarity between UserA and UserE is a
little higher than that between UserA and UserD. ,erefore,
both the absolute value and the quantity structure of the
matrices are taken into account in the method we proposed
based on matrix similarity.

What is more, if we change to use the Euclidean distance
to evaluate the similarity between users, if there are no
common rating items between two users, the similarity it
gives out would be relatively low even if the structure and
value are highly similar to each other. For example, in
Table 3, the similarity between UserA and UserB, UserC, and
UserE is all relatively low. When calculating the similarity of
matrices, we can easily notice that actually UserA and UserE
have high similarity, and their similarities to UserB and
UserC are also higher than the results given by Euclidean
distance calculation.

Assuming that the number of users who need person-
alized recommendation is u and the similar group of the
target user is K, use S(u,K) to denote the process of selecting
items that user u interested in from similar group K, denote
the interest rating score of user v to item j as rvj and similarity
between the interest of user u and user v as wuv, and denote
the user group who are interested in item j as N(j). ,en, the
interest rating score of user u to item j should be given by
equation (8):

p(u, j) � 
v∈S(u,K)∩N(j)

wuv × r.
(8)

User data Privacy quantification

Data perturbation

Public data

Recommendation

Figure 4: Frame diagram of the movie recommendation system
based on differential privacy protection.
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After calculating p (u,j), compare the value p (u,j) be-
tween different users. If two users have a similar value of p
(u, j), it indicates that they share a similar interest in a
particular item. ,en, the recommendation results could be
given out by sorting the values from largest to smallest and
selecting the highest-ranked items.

4.3. Analysis of Privacy Security. In this section, the privacy
security of the DP-MRE algorithm proposed in this paper is
analyzed based on differential privacy protection. Let D1 and
D2 be the adjacent dataset (i.e., d (D1, D2)� 1), f(Di)

denotes the category set of users’ private data, C denotes the
size of the public movie set, j denotes the users’ private data,
and z(j) is the size of the Laplace noise added to movie type j.
From the definition of differential privacy, we can know that,
for arbitrary r � (r1, . . . , rc) ∈Range(DP − MRE), if the
algorithm DP - MRE satisfies

Pr DP − MRE D1(  � r ≤ e
ε

× Pr DP − MRE D2(  � r ,

(9)

or if the algorithm DP-MRE satisfies

Pr DP − MRE D1(  � r 

Pr DP − MRE D2(  � r 
≤ e

ε
, (10)

then we can conclude that the algorithm DP-MRE
satisfies the ε-differential privacy protection.

According to the differential privacy protection pro-
posed in this paper, the differential privacy protection is
carried out on users’ local private devices, so the privacy
protection analysis only focuses on the steps of privacy
budget allocation and noise addition, while there is no
privacy leakage problem in the user similarity calculation
and recommendation steps. ,erefore, privacy security
analysis can be performed in the privacy budget allocation
and noise addition steps as follows:

Pr DP − MRE D1(  � r 

Pr DP − MRE D2(  � r 
� 

j∈C

Pr DP − MRE D1( (j) � r(j) 

Pr DP − MRE D2( (j) � r(j) 

≥ exp − 
j∈C

1
z(j)

fj D1(  − fj D2( 


⎛⎝ ⎞⎠

≥ exp − max
d D1 ,D2( )�1


j∈C

1
z(j)

fj D1( 
⎛⎝

− fj D2( 
≥ e

− ε
.

(11)

In the first step, according to the sequential composition
property of difference privacy, the noise is added to each
category set independently; thus, the difference in privacy
remains unchanged. Furthermore, the second step can be
derived from the added Laplace noise and triangle in-
equality. ,erefore, we have proved that the DP-MRE al-
gorithm satisfies Inequality 11.

5. Experimental Results and Analysis

5.1. Privacy Budget Allocation. ,e key point in the appli-
cation of differential privacy protection algorithm is to
preserve users’ privacy as well as the effectiveness of data in
the meantime. On one hand, users’ privacy is ensured by the
differential privacy protection mechanism, which is realized
by adding the noise satisfying Laplace distribution to users’
personal data. On the other hand, the effectiveness means
the property of data that it can still be analyzed and pro-
cessed after being protected by a differential privacy scheme,
and the analysis results should be relatively accurate. At the
same time, to allocate the privacy budget reasonably should
also be taken into consideration when designing a differ-
ential privacy protection scheme.

In order to evaluate the effectiveness of the prefix tree
privacy budget allocationmethod proposed in this paper, the
query error of each node in the tree structure is analyzed,
and it is compared with the traditional allocation method
which allocates the privacy budget uniformly or propor-
tionally according to arithmetic or geometric series. Mean
square error is adopted to evaluate the query error. Assume
that the accurate value of a set of data is given by
(a1, a2, . . . , an) and the approximate value is given by
(a1′, a2′, . . . , an

′). ,en, the mean square error (MSE) is given
by equation (12).

MSE �
1
n



n

i�1
ai
′ − ai( 

2
. (12)

MovieLens 1M dataset, which contains 6,000 user ratings
on nearly 4,000 films, was used and we designed a query for
the Movies dataset and repeated the query n times
(n � 10, 20, . . . , 1000) to obtain the mean square error value
generated by these n queries. In order to get a more accurate

Table 3: User similarity calculated based on matrix similarity.

User User-interest matrix Similarity to UserA (absolute value)

UserA
5.0 3.0 0
0 3.0 0
0 0 2.5

⎛⎜⎝ ⎞⎟⎠ 1.000

UserB
2.0 0 0
0 2.5 0
0 2.5 5.0

⎛⎜⎝ ⎞⎟⎠ 0.546

UserC
2.5 0 0
0 0 0
0 0 0

⎛⎜⎝ ⎞⎟⎠ 0.329

UserD
5.0 0 0
0 0 0
0 0 3.0

⎛⎜⎝ ⎞⎟⎠ 0.875

UserE
4.0 2.0 0
0 3.0 0
0 0 2.0

⎛⎜⎝ ⎞⎟⎠ 0.977
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result and to avoid the extreme circumstance that the
randomness of noise may lead to, the calculation of mean
square error is repeated d rounds (d � 100); for each round,
the mean square error is denoted as MS (i � 1, 2, . . . , d).
,us, we could get the average of the mean square error
MSE. ,e greater value of MSE reflects the larger noise and
correspondingly infers a lower accuracy of query results.,e
calculation method of (i � 1, 2, . . . , d) and MSE is shown in
equation (11) and (12).

MSE �
1
n



n

j�1
yj − xj 

2
,

MSE �
1
d



d

i�1
MSE.

(13)

Denote the query defined on Movies dataset as f, xj is
the result of the j-th query on f, and yj is the corresponding
noise result.

As can be seen from Figure 5, under repeated attacks, the
errors generated by all privacy budget allocation schemes are
increasing. ,e traditional allocation method which evenly
allocates privacy budget to each layer generates the largest
error, which indicates that this method produces the largest
error in the case of uneven distribution of tree structure. In
the cases when the number of queries is relatively small, the
error between privacy budget allocation schemes based on
arithmetic difference and arithmetic ratio is not much
different from that based on the prefix tree structure.
However, with the increase of the number of queries, the
noise error generated under the privacy budget allocation
based on the prefix tree is lower than other methods. ,e
results indicate that when the number of queries is relatively
small, all privacy budget allocation schemes produce rela-
tively similar errors, except the scheme that evenly allocates
privacy budget based on layers. However, when the number
of queries is large enough, the privacy budget allocation
scheme based on the prefix tree performs better than all the
other schemes.

5.2. Performance of DP-MRE. In order to reflect the impact
of differential privacy on the recommendation quality of the
recommendation system (DP-MRE) in this paper, we use
precision and recall to evaluate the performance of the rec-
ommendation system. Precision and recall are two indicators
that are commonly used to evaluate the efficiency and quality
of information retrieval systems with chaotic data. Both of
these two indicators range from 0 to 1.,e closer their value is
to 1, the higher the quality of the system is, in other words, the
higher the accuracy of the results given out by the information
retrieval system is. Precision is defined according to the
prediction results, which indicates how many of the samples
whose predictions are positive are truly positive, whereas
recall is defined according to our original samples, which
indicates how many positive samples are predicted correctly
as positive. ,e definition of precision and recall in a rec-
ommendation system is shown as follows:

precision �
# of effective recommended sets
#of total recommended sets

,

recall �
# of effective recommended sets

# of total tested sets
.

(14)

In order to objectively analyze the feasibility and ef-
fectiveness in the film recommendation system of DP-MRE
algorithm based on differential privacy protection proposed
in this paper, it is compared with the S-DPDP algorithm
based on differential privacy protection proposed by Shen
et al. We set the difference privacy parameter ε as an in-
dependent variable, took different values for the privacy
budget parameter in the experiment, and controlled a single
variable to compare multiple recommendation algorithms.
In addition, in order to more intuitively reflect the impact of
privacy protection on the overall recommendation algo-
rithm, this paper also added the data recommendation al-
gorithm Baseline without privacy protection scheme into
comparison. ,erefore, two algorithms with differential
privacy protection scheme, S-DPDP and DP-MRE algo-
rithm, as well as an algorithm without privacy protection are
taken into comparison.

Figure 6 shows the impact of differential privacy pro-
tection on the precision of the recommendation system.
From the experimental results, we could see that, for the
recommendation system without privacy protection, the
precision of the user-based collaborative filtering recom-
mendation system is about 0.53, and differential privacy
protection algorithms DP-MRE and S-DPDP indeed cause a
certain degree of loss in recommendation precision. When
the differential privacy parameter ε is close to 1, the precision
of DP-MRE and S-DPDP algorithm recommended is about
0.51. With the increase of the privacy parameter ε, the
precision of DP-MRE and S-DPDP algorithms gradually
increases to that of Baseline algorithm. Compared with
S-DPDP, DP-MRE has a smaller loss of precision, since DP-
MRE allocates the privacy budget according to the DP-tree
structure, which maintains the type combination sequence
and frequency characteristics of the movies watched by users
and distributes the Laplace noise reasonably, therefore re-
ducing the loss of recommended quality caused by noise
addition. However, S-DPDP adopted an iterative algorithm
to add noise, which blurs the similarity between users.
,erefore, from the perspective of recommendation quality
loss, DP-MRE performs better than S-DPDP algorithm,
whereas DP-MRE has a higher time complexity in the
privacy budget allocation process, which affects the overall
system efficiency.

Figure 7 shows the impact of differential privacy pro-
tection on the recall rate of the recommendation systems.
From the experimental results, we could see that, for the
recommendation system without privacy protection, the
user-based collaborative filtering recommendation system
has a recall rate of around 0.51, and differential privacy
protection algorithms DP-MRE and S-DPDP also cause a
certain degree of recommendation quality loss. However,
with the increase of the privacy parameter ε, the recall rate
gradually increases to that of Baseline algorithm. In the
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recommendation results, higher precision and recall rate
indicate a higher recommendation system. According to the
experimental results, the recall rate of DP-MRE is very
similar to that of S-DPDP; especially when the dataset is
relatively large, the recall rate of these two recommendation
algorithms is basically the same, whereas the recall rate of
DP-MRE is slightly higher than that of S-DPDP algorithm.

6. Conclusion

In this paper, we mainly introduced how to apply the dif-
ferential privacy protection scheme in a movie recom-
mendation system to protect users’ privacy during the
recommendation process, while in the meantime, ensuring
the recommendation performance will not suffer too much
loss. In conclusion, the scheme proposed in this paper firstly

adds noise to local sensitive data in a dynamic manner to
ensure users’ privacy, then sends the data with added noise
to the server for similarity calculation, and finally gives out
movie recommendation via user-based collaborative filter-
ing algorithm.,e experimental results have shown that this
scheme could achieve a considerable balance in the trade-off
between preserving users’ privacy and ensuring the per-
formance of recommendation system. Ameaningful attempt
of combining differential privacy and recommendation al-
gorithm has been made in our research. However, there are
still a lot of open issues that are worth to be investigated in
both fields of differential privacy and recommendation al-
gorithms [22]. What is more, the application of differential
privacy in recommendation algorithms other than user-
based collaborative filtering algorithmwill be further studied
in our future research.
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In order to improve the accuracy and efficiency of Android malware detection, an Android malware detection model based on
decision tree (DT) with support vector machine (SVM) algorithm (DT-SVM) is proposed. Firstly, the original opcode, Dalvik
opcode, is extracted by reversing Android software, and the eigenvector of the sample is generated by using the n-gram model.
,en, a decision tree is generated via training the sample and updating decision nodes as SVM nodes from the bottom up
according to the evaluation result of the test set in the decision path. ,e model effectively combines DT with SVM. Under the
premise of maintaining a high-accuracy decision path, SVM is used to effectively reduce the overfitting problem in DT and thus
improve the generalization ability, and maintain the superiority of SVM for the small sample training set. Finally, to test our
approach, several simulation experiments are carried out, and the results demonstrate that the improved algorithm has better
accuracy and higher speed as compared with other malware detection approaches.

1. Introduction

In recent years, mobile Internet has played a leading role in
the evolvement of the Internet, and smartphones have be-
come almost an indispensable tool in people’s daily life.
Smartphone penetration among adults in developed coun-
tries will reach 90 percent by the end of 2023, compared with
85 percent in 2018, and global smartphone sales will reach
1.85 billion units, 19% increase over 2018 [1]. According to
[2], worldwide sales of smartphones to end users are on track
to reach 1.57 billion units in 2020, an increase of 3% year
over year. Although the market sales of smartphone went
through a slight declination in 2019, Gartner forecasts that
sales of 5G mobile phones will total 221 million units in
2020, and more than double in 2021, to 489 million units;
there is no doubt that the gradual maturity of 5G technology
will also push the demand of smartphones rise considerably.

Currently, the common operating systems of smart-
phone terminals include iOS, Android, and Windows
Phone, among which Android, in particular, became the
dominating operating system with the highest market share
on a global scale because of its open-source nature, which

gives users and developers the flexibility to customize basic
functionality [3]. According to survey data released by
Gartner, the share of the Android system in 2017 was as high
as 85.9% [4]. However, the increasing popularity of Android
is also accompanied by the proliferation of malware. In 2018,
360 Internet Security Center intercepted about 4.342 million
new malicious samples on the mobile terminal, with an
average of about 12,000 new ones added every day. ,e new
malware types are mainly tariff consuming, accounting for
about 63.2%, followed by privacy theft 33.7%, malicious
deduction 1.6%, rogue behavior 1.2%, and remote control
0.3% [5]. ,e terminal application endangers the users’
interests by allowing unauthorized access to privacy-sensi-
tive information, rooting devices, monitoring their daily
behaviors, etc. [6]. ,e amount of malware continues to
grow at a faster rate each year and poses a serious security
threat, antivirus vendors detect thousands of new malware
samples daily, and there is still no end in sight [7]. In
particular, with the gradual maturity of 5G technology,
which marks the arrival of the era of intelligent networking
and industrial Internet, the Internet of everything will lead to
more lethal and wider harm caused by malware, and hence,
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malware detection has been and will be a critical topic in
computer security.

In this study, we develop a DT with the SVM algorithm
(DT-SVM) for improving the detection efficiency and ac-
curacy of malware on the Android platform. ,e major
contributions of this work can be summarized as follows:

(i) We develop an advanced machine learning algo-
rithm, which firstly extracts the opcode of samples;
then, n-gram is utilized to vectorize and train the
sample to generate the decision tree; and, finally, the
nodes with high error are updated from the bottom
up as SVM nodes. ,e algorithm combines the
advantages of DT and SVM; on the premise that
high accuracy is maintained, the SVM node is
employed to reduce the overfitting problem caused
by DT.,erefore, the algorithm takes full advantage
of the SVM in a small sample set and has a better
classification effect than merely using DT or SVM
separately.

(ii) We design an Android malware detection frame-
work based on DT-SVM algorithm. ,e framework
is trained based on the improved learning algorithm
with the malicious and benign applications utilized,
and feature vectors of these applications are gen-
erated by Android reverse engineering, feature
engineering, and n-gram, which are used as the
input of the proposed algorithm for malicious de-
tection. In this way, users can employ our proposed
framework to distinguish whether the application is
malicious or benign before installation; thus, the
Android platform security issues can be greatly
improved.

(iii) We verify the effectiveness of our advanced algo-
rithm based on real-word benign applications and
malware, perform malicious detection on the same
dataset of the proposed algorithm with the shallow
learning algorithms DT and SVM and the deep
learning algorithms CNN and LSTM, and use four
evaluation metrics (Precsion, ACC, Recall, F1) as
well as time consumption to measure the perfor-
mance of the algorithm. ,e results demonstrate
that our proposed algorithm performs better than
SVM, DT, and LSTM almost in all metrics and
performs better than CNN in some metrics. All the
fourmetrics, that is, Precision, Recall rate, ACC, and
F1, increase by nearly 0.01% compared with SVM,
while the time consumption reduces to one-tenth,
as well as increasing by nearly 0.03% separately
compared to DT with time consumption not
changed much. Compared with CNN, although
ACC and F1 are lower, Precision and Recall are
higher; furthermore, our algorithm takes less time,
and the implementation process is much simpler. In
terms of LSTM, our method performs better than it
in all metrics.

,e remainder of this paper is organized as follows.
Section 2 states some current work of Android malware

detection. Section 3 depicts the related methodology. Section
4 describes the proposed classification algorithm. Section 5
illustrates the Android malware detection framework and
explains the specific process of applying the proposed al-
gorithm to the detection of malicious applications. Section 6
verifies the effectiveness of the advanced algorithm based on
Android applications. Section 7 concludes the paper and
points out the main limitations and future directions.

2. Related Work

,ere have been a lot of achievements in terms of detecting
malware on the Android platform, which can be divided
into two analysis approaches, that is, static analysis and
dynamic analysis [8]. Static analysis is the process of an-
alyzing the code or binary without executing it. Dynamic
analysis is the process of studying traces of the malware
(API, system calls, permission, etc.) through running the
sample in a controlled and isolated environment [9].
Traditionally, malware detectors have been built on
handmade detection patterns that are not usually appli-
cable to new instances of malware; however, the increasing
number and diversity of these applications make tradi-
tional defenses largely ineffective; Android smartphones
often fail to protect themselves from new malware [10].
Owing to the emergence of machine learning technology,
which can potentially detect never-before-seen attacks or
variants of known malware with its strong generalization
and prediction ability, machine learning-based methods
are increasingly applied to Android malware detection by
researchers, and the improvement of classic algorithms has
always been the tireless work of scholars. ,e shallow
learning model and the deep learning model are the two
main types of machine learning techniques [11]. ,e
shallow learning model usually includes SVM, DT, and
k-means as well as k-nearest neighbor (KNN) algorithms,
etc. [12]. Reference [13] improved the accuracy of the
classifier by using machine learning to extract features from
the system call of Android malware. Due to the high feature
dimension in Dalvik opcode-based detection, [14, 15]
utilized two strategies of probability statistics and feature
extraction to effectively reduce the dimensionality of
extracted features, and the linear SVM was employed for
classification, and therefore, the inspection efficiency was
improved. Based on the characteristics of permission in-
formation and Intent information in AndroidManifest.xml
file, a random forest improvement algorithm based on
weighted voting was proposed in [16], and the inability to
distinguish strong and weak classifiers was solved. Nancy
and Sharma [17] compared the network traffic of malware
with that of benign applications to find out the charac-
teristics that distinguish the two types of traffic and built a
DT classifier to detect normal and malicious applications
from the test dataset. ,e results showed that the network
traffic analysis method was efficient in detecting Android
malware, with an accuracy rate of more than 90%. Nev-
ertheless, most of the work mentioned above has not
achieved decent performance. Recently, Android malware
researchers have also been exploring deep learning
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classifiers for malware analysis to increase detection ac-
curacy [18]. Cui et al. [19] took the advantage of the
performance of deep learning in image recognition; the
malicious detection code was converted into a grayscale
image as the input of CNN under the condition of the fixed
image size, which was not realistic in a real scenario.
,erefore, this method suffered from fluctuating in per-
formance when processing different sizes of images. To
improve the accuracy of malware detection and reduce the
training time, Wang et al. [20] proposed a hybrid model
based on deep autoencoder (DAE) and convolutional
neural network (CNN); the experiments demonstrated a
significant improvement compared with traditional ma-
chine learning methods in Android malware detection.
Wang et al. [21] ranked the permissions w.r.t. their risk to
the Android system and evaluated the feasibility of using
permission requests for malapp detection with different
subsets of risky permissions and classification algorithms;
the detection rate can achieve 94.62%. Furthermore, the
author considered the issue of user privacy information
leakage in literature [22] and implemented a framework
called ‘Alde’ to detect the users in-app actions collected by
analytics libraries; experimental results show that some
apps indeed leak users personal information through an-
alytics libraries. Lei et al. [23] adopted more advanced
features than the API event behavior model as a data
source, using different behavior patterns of events and the
semantic relationships between events to detect malicious
software. ,is method can effectively solve the problem of
confusion deformation. However, the results of the ex-
periment performed quite well only in the malware dataset
provided in 2013. As the complexity of the malware in-
creased, the detection ability declined.

In summary, it can be concluded that there are two ways
to improve the detection accuracy and efficiency of Android
malware; the first is through optimization of feature selec-
tion and detection model, and the second is to optimize
classification algorithms. We mainly focus on the latter and
improve the classic classification algorithm in this study.
SVM is simple and can achieve high classification accuracy.
However, it is merely suitable for small samples; if the
sample set is large, it will consume a lot of time and have a
high false positive rate. DT is easy to overfit, leading to weak
generalization ability of prediction results. To overcome
these limitations, our work proposes an advanced learning
algorithm based on static features and combines the ad-
vantages of SVM and DT algorithm, and the experimental
results are quite good. In the next section, we explain the
methodology.

3. Methodology

3.1. N-Gram. N-gram model is derived from Natural Lan-
guage Processing (NLP), commonly used in large-scale
continuous speech recognition, which believes that the
appearance of the Nth word must be related to the first N− 1
words, but not to other words. Hence, the probability of the
entire sentence should be equal to the probability product of

the occurrence of each word. N-gram can also be used in
malware detection. As early as 2008, Moskovitch et al. [24]
proposed the opcode n-gram scheme and achieved good
detection results.

3.2. Support VectorMachine (SVM). SVM [25] is a two-class
model whose basic model is a linear classifier that defines the
interval maximization in the eigenspace. Meanwhile, it can
also solve the nonlinear problem employing kernel trick
[26]. ,e learning strategy of SVM is to maximize the in-
terval, which can be formalized as a problem of solving
convex quadratic programming, also called the maximum
edge algorithm, whose advantage lies in strong generaliza-
tion ability, which can solve the issues of nonlinear, small
samples, high dimension, etc. Taking the linear separable
SVM as an example, the principle of SVM is to search for a
separable hyperplane in given eigenspace and then divide the
sample space into two categories, one is a positive class and
the other is a negative class, corresponding to two different
categories of samples. ,e hyperplane H in the support
vector machine can be represented by the equation of
w · x + b � 0, where w is the normal vector and b is the
intercept, as shown in Figure 1.

When the training samples are linearly separable, there
are many straight lines that can correctly classify the two
types of samples, and SVM is to find the line that can
correctly divide them with the largest interval. SVM also
supports nonlinear problem classification, whose main
character is the utilization of kernel trick, the basic idea
behind which is to match the input space to an eigenspace, so
that its hypersurfacemodel in the input space corresponds to
the hyperplane model in the eigenspace through a nonlinear
transformation. ,e radial basis function (RBF) is one of the
commonly used kernel functions.

Definition 1. Gaussian kernel function

K(x, z) � exp −
‖x − z‖

2
2

2σ2
 . (1)

Here, ‖x − z‖22 is the square Euclidean distance of two ei-
genvectors, and σ is a free parameter.

3.3. Decision Tree. Decision tree [27] is a basic classification
and regression method, which classifies samples into a tree
structure, represents the process of classifying samples based
on features in classification problems, and can also be
considered as a collection of if-then rules. DT is widely used
because of its intuitive feature description, high classification
accuracy, and simple implementation [28]. ,e learning
process of DT is to find a mapping relationship between the
object attribute and the object value, enabling it to generalize
a set of classification rules represented by tree structure from
random samples. ,e decision path of DT has important
properties: mutual exclusion and completeness; that is, each
instance is covered by the one and the only one path. ,e
learning algorithm of DT includes feature selection, decision
tree generation, and pruning process. ,e widely used
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generation algorithms of DT are ID3, C4.5, and CART. ,e
Gini index is used for optimal feature selection in CART
algorithm.

Definition 2. Gini index
In the classification problem, suppose that there are K

classes and the probability that the sample belongs to the kth
class is pk; then, the Gini index of the probability distri-
bution is defined as

Gini(p) � 

K

k�1
pk 1 − pk(  � 1 − 

K

k�1
p
2
k. (2)

In the dichotomy problem, the Gini index of the sample
set D is expressed as

Gini(D) � 1 − 
K

k�1

Ck




|D|
 

2

. (3)

Here, |Ck| represents the number of samples in category
k, and |D| represents the total number of samples. ,e Gini
index indicates the uncertainty of the sample set. ,e larger
the Gini index, the greater the uncertainty of the sample set.

4. DecisionTreewithSVMAlgorithm(DT-SVM)

To overcome the problem of overfitting and weak gener-
alization ability in DT algorithm, DT-SVM is proposed.
SVM is embedded into DTfor node optimization, which not
only ensures the high accuracy of the decision path and
improves the generalization ability of DT, but also takes
advantage of SVM in small sample training. DT-SVM aims
to create a decision model as shown in Figure 2. ,e process
of the algorithm is to generate a decision tree based on the
sample set and then update the decision node from the
bottom up.

DT is a supervised learning algorithm. ,e sample set
S � (x1, y1), (x2, y2), . . . , (xN, yN)  is divided into the
training set and the test set, denoted by TrainSet and TestSet.

Definition 3. Assume that the decision tree is as shown in
Figure 3, where the leaf nodes are instance sets, represented
by S � d1, d2, . . . , dn , where n is the number of leaf nodes.
,e nonleaf node is a feature set and is denoted by
C � c1, c2, . . . , cn . Each leaf node corresponds to a decision
path, the decision path corresponding to the leaf node j is
defined as dpj � c1, ck, . . . , dj , and h � len(dpj) indicates
the depth of the path. ,e details of our suggested DT-SVM
algorithm for Android malware detection are presented in
Steps 1 to 8.

According to the algorithm process, assume that the
initial decision tree is shown in Figure 4 and the DT-SVM
tree generated by the algorithm is shown in Figure 5.

,e algorithm has a good performance in the example
illustrated by Figure 6, in which the sample set cannot be
effectively segmented, adopting DT and SVM algorithm
separately, but the DT-SVM algorithm can preserve the high
precision decision path and optimize nodes with low pre-
cision as SVM nodes.

5. DT-SVM-Based Malware
Detection Framework

5.1. Model Overview. ,e DT-SVM-based malware detec-
tion framework is shown in Figure 7. ,e framework
consists of four modules, that is, instruction extraction,
feature engineering, classifier training, and result evaluation.

5.2. Sample Instruction Extraction. Firstly, those samples are
labeled as two categories, positive and negative. ,en, opcode
extraction is performed for each apk. After apk decompression,
the core classes.dex file of the appwill be obtained.,e classes.dex
file is the executable file of theAndroid system, which contains all
operation instructions and data required by the runtime.,e dex
file can be parsed by 010Editor, and its structure is shown in
Figure 8. ,e Methods structure contains all the methods of the
app, represented by the DexMethod structure.

struct DexMethod{

/∗ Index pointing to the list of DexMethodId∗/
u4 methodIdx;
u4 accessFlags;
/∗ offset to the DexCode structure ∗ /}

H2

H1

H

Label 1
Label 2

Figure 1: ,e hyperplane of SVM.

C1

C2 C3

C5d1

d7

d5 d6

d8

d2′ d3′

SVM1
SVM2

Figure 2: Decision tree with SVM nodes.
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C1

C2 C3

C5

d2 d3 d4 d5

C4d1 d4

(C1, C2, d1) (C1, C3, d4)

(C1, C2, C4, d2) (C1, C2, C4, d3) (C1, C3, C5, d5) (C1, C3, C5, d6)

Figure 3: Traditional decision tree labeled with decision path.

Step 1. According to the training set TrainSet, the Gini index is used for feature selection and prepruning, and the decision tree T is
constructed.

Step 2. Use the test set TestSet to evaluate the decision tree and calculate the Precision of each decision path pi, then constitute the
decision object do � (dpi, pi, hi), and set the decision path accuracy threshold Th.

Step 3. Initialize the queue Q � { }, sort the decision objects generated in step 2 in descending order according to the path depth h of the
decision path dp, and sequentially add them to the queue Q.

Step 4. Determine if the queue is empty. If it is, the algorithm ends. Otherwise, go to step 5.
Step 5. Fetch the element q � (dp, p, h) from the queue, and compare the decision path Precision rate p with the preset threshold Th. If

it is less than the threshold, go to step 6; otherwise, retain the decision path and go to step 4.
Step 6. Determine whether the sibling node of q is a leaf node. If it is, go to step 7; otherwise, go to step 8.
Step 7. Determine whether the Precision of the path of q’s sibling nodes is lower than the threshold Th. If it is, all the samples passing

through the two decision paths (both path of q and q’s siblings) are taken as a training set, which is trained with the SVMmodel and
then merged and updated as SVM nodes; thereafter, the process proceeds to step 4.

Step 8. Take out all the training sets of the path of p, train them with the SVMmodel, and update them to SVM nodes.,en, go to step
4 and continue to traverse so as to update nodes.

ALGORITHM 1: ,e detailed procedure of DT-SVM.

C1

C2

C4

C3

C5
d4d1

d2 d3 d5 d6

(C1, C2, d1), 0.86 (C1, C3, d4), 0.75

(C1, C2, C4, d2), 0.70 (C1, C2, C4, d3), 0.65 (C1, C3, C5, d5), 0.9 (C1, C3, C5, d6), 0.89

Figure 4: An instance with traditional decision tree.
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u4 codeOff;
}

struct DexCode{

/∗ the number of used registers ∗/
u2 registersSize;
/∗ the number of parameters ∗/
u2 insSize;
/∗ the number of used registers when calling other
methods ∗/
u2 outSize;
/∗ the number of try and catch ∗/
u2 triesSize;
/∗ offset to debug information ∗/
u4 debugInfoOff;
/∗ the number of Instruction Set ∗/

u4 insnsSize;
/∗ Instruction Set ∗/
u2 insns [1];

}

In this structure, the last field insns[1] contains all the
instruction sets of the method, namely, the corresponding
Dalvik opcode. By going through all the methods, all opcode
instructions can be fetched according to the Dalvik opcode
instruction list in Table 1.

5.3. Feature Engineering. Since there are more than 200
Dalvik instructions, if all of them are directly input into the
n-grammodel, the feature dimension will be too high. In this
paper, first of all, the Dalvik instruction sets are simply

DT

SVM

Label 1

Label 2

Y

X

Figure 6: Classification of samples with DT-SVM algorithm.

C2

C1

d1

d7 d8

d5d3′d2′ d6

C3

C5SVM1
SVM2

(C1, C2, d1), 0.86

(C1, C3, C5, d5), 0.9 (C1, C3, C5, d6), 0.89

Node
update

Figure 5: Updating decision tree with SVM nodes from the bottom up.
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classified; then, irrelevant instructions are removed; and,
finally, only eight types are left. ,e opcode and its corre-
sponding identifier are shown in Table 2.

After simplifying the Dalvik instruction sets, all of them
can be input to the n-gram model to generate sample
eigenspace. ,e extracted opcode for each sample in
Section 5.2 is mapped to the identifier, and the n-gram
vector is constructed. Assuming that the Dalvik instruction
is G, P, V, I, J, R, M, C{ }, when N � 3, the 3-gram vector is
[ GPV{ }, PVI{ }, VIJ{ }, JRM{ }, RMC{ }].

After the n-gram model of samples is obtained, the
n-gram types are counted. If a feature appears in the sample,

Samples set

Benign
Unzip apk Get opcodeDex module parse

Extract opcode 

Simplified feature 

Feature engineering 

Feature vector Normal DT

DT– SVM train

DT-SVM

Test

Test set verification

Benign

Optimization
decision 

node
N-gram

Classification
result

Result
evaluation Malware

Malware

Reverse

Figure 7: Android malware detection model based on DT-SVM algorithm.

Table 1: Dalvik opcode.

Opcode (hex) Opcode name Length
00 nop 2
01 move vx, vy 2
02 move/from16 vx, vy 4
03 move/16 6
04 move-wide 2
05 move-wide/from16 vx, vy 4
06 move-wide/16 6
07 move-object vx, vy 2
08 move-object/from16 vx, vy 4
09 move-object/16 6
0A move-result vx 2
0B move-result-wide vx 2
0C move-result-object vx 2
0E return-void 2
0F return vx 2
10 return-wide vx 2
. . . . . . . . .

Header

String_ids

Type_ids

Proto_ids

Fields

Methods

Classes

Data

Dex structure

Figure 8: Android dex file structure.
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the value of the feature is set to 1; otherwise, it is set to 0; the
feature vector of the sample is finally obtained.

5.4. EvaluationMetrics. Four metrics are employed to verify
the performance of our proposed algorithm, namely, Pre-
cision, Recall, classification accuracy ACC, and F1 value,
which are broadly used in machine learning. ,e Precision
can be denoted as

Precision �
TP

TP + FP
, (4)

where TP (true positive) indicates the number of Android
malware samples which are correctly detected and FP (false
positive) indicates the number of benign applications that
are wrongly detected as Android malware [29]. In this study,
the Precision refers to the ratio of the identified malicious
samples to the real malicious samples. ,e Recall can be
formulated as

Recall �
TP

TP + FN
, (5)

where FN (false negative) indicates the number of Android
malware samples that are not detected (predicted as benign
applications) [29]. In this study, Recall reflects the pro-
portion of malicious samples identified in the real malicious
sample. ,e ACC can be formulated as

ACC �
TP + TN

TP + TN + FP + FN
, (6)

where TN (true negative) represents the number of benign
applications that are correctly classified and ACC is an
overall evaluation of the classifier, representing the pro-
portion of the total number of the applications that are
correctly classified whether as benign or malicious. ,e
higher the ACC is, the better the performance will be. F1 is
the harmonic mean between the Precision and Recall; it can
be denoted as

F1 �
2∗ precision∗ recall
precision + recall

. (7)

6. Experimental Simulation

6.1. Datasets. In the experimental simulation environment,
the malicious sample set was obtained from the malicious

sample database in the Drebin project of the University of
Gottingen, Germany [30], in which the malware samples are
5560 in total, and the time range was from August 2010 to
October 2012. An overview of the top 20 malware families in
the dataset is provided in Table 3, including several families
that are currently actively distributed in application markets.
,ere are 4414 benign samples, and the benign samples were
randomly selected from the applications, which were
downloaded from the Google Play app store in order of
ranking through the crawler module. ,e tools used in the
experiment include unzip, dexParser, scikit-learn, etc. Scikit-
learn is an excellent Python programming machine learning
library, which has a variety of classification, regression, and
clustering algorithms, including support vector machine,
random forest, and gradient enhancement.

6.2. Experimental Procedure. ,e sample set was divided
into a training set, a pseudo test set, and a test set in the
ratio of 6 : 2:2. ,e training set feature vector was input
into the DT-SVM model for training. ,e pseudo test set
was used to update the decision node and obtain the DT-

Table 2: Feature simplification mapping.

Identifier Description Opcode
G Fetching data aget—iget—sget—aget-wide—aget-object—aget-boolean—aget-byte—aget-char
P Storing data aput—iput—sput—aput-wide—aput-object—aput-boolean—aput-byte—aput-char
V Method call invoke-virtual—invoke-super—invoke-direct—invoke-static
I Judgement if-eq—if-ne—if-lt—if-ge—if-gt—if-le—if-eqz—if-nez—if-ltz—if-ltz—if-gez—if-gtz—if-lez
J Goto goto—goto/16—goto/32
R Return return—return-void—return-wide—return-object
M Move move—move-wide—move-object—move-result—move-exception
C Compare cmpl-float— cmpg-float— cmpl-double— cmpg-double—cmp-long

Table 3: Top malware families in our dataset.

ID Family Number
A FakeInstaller 925
B DroidKungFu 667
C Plankton 625
D OpFake 613
E GingerMaster 339
F BaseBridge 330
G Iconosys 152
H Kmin 147
I FakeDoc 132
J Geinimi 92
K Adrd 91
L DroidDream 81
M Linux/Lotoor 70
N GoldDream 69
O MobileTx 69
P FakeRun 61
Q SendPay 59
R Gappusin 58
S Imlog 43
T SMSreg 41
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SVM tree. Finally, the test set was employed to evaluate
the performance of the classifier.

,e experiment used 1638 malicious samples and 1324
normal samples. 60% of the training sets and 20% of the
pseudo test sets were used to generate the DT-SVM model,
and then the remaining 20% were used to evaluate the
classifier performance. 3-gram was used for feature selec-
tion. Since different sampling will affect the classification
results, the experiment will perform 10-fold cross-
validation.

In order to ensure that the decision leaf node has suf-
ficient sample capacity for SVM training, the decision tree
needs to be prepruned. In the experiment, the minimum
sample number of the leaf node min_samples_leaf is 40, the
maximum depth of the decision tree max_depth is 5, and the
Precision threshold is set to 0.9.,e decision tree path below
the threshold is shown in Table 4, where the field of ‘Path
matrix’ is the binary representation of decision path. ,e
encoding process is to sort all nodes of a decision tree from
left to right and from top to bottom, and then map them to a
multidimensional vector. ,e position of this multidimen-
sional vector represents the sort of decision tree node, and
the value represents whether the decision path contains this
node. If it is 1, the node is included; otherwise, it is not
included.

For these decision paths with higher error, the samples
under each path are taken out for SVM training to generate
SVM nodes. ,e Gaussian kernel function is used to process
the feature space during training. At this time, there are two
essential parameters that need to be adjusted, namely, the C
(Penalty factor) and gamma (RBF kernel width). In general,
a larger C leads to higher tolerance, but fewer errors, so as to
eliminate overfitting. Otherwise, it is easy to result in
underfitting. Gamma is a parameter of the Gaussian kernel
function.,e larger the gamma is, the less the support vector
is, and the simpler the model is.

After training, the parameters of each SVM node are
shown in Table 5.

6.3. Experimental Results

6.3.1. Scenario I: =e Impact of Different N-Gram Types on
the Classifier. DT and SVM classifiers were trained sepa-
rately applying different n-gram models, and the predictive
Precision results are shown in Table 6.

,e results show that DT and SVM can get good eval-
uation results on the basis of 3-gram and 4-gram, demon-
strating the feasibility of the modeling method. When n> 3,
the Precision of DT only increases by 0.7%; SVM increases
by 2%, but it consumes a lot of time. SVM takes 1002.23
seconds under 4-gram and 113.65 seconds under 3-gram, so
n � 3 gives the best performance for sample vectorization.

6.3.2. Scenario II: Results Comparison with Shallow Learning
Algorithm. ,e sample was vectorized based on 3-gram, and
Table 7 demonstrates a comparison of the proposed algo-
rithm with SVM and DT for Android malware detection.

,e results show that the Precision, ACC, Recall, andF1 of
the DT-SVM algorithm are apparently higher than traditional
DTand slightly higher than SVM. In terms of efficiency, SVM
takes the longest time, while DT-SVM is trained by DT first,
and then the small sample is trained by the SVM node. Hence,
the time dramatically reduces compared with SVM, albeit a
little longer than DT.

6.3.3. Scenario III: Results Comparison with Deep Learning
Algorithm. We also compared the CNN [31] and LSTM [32]
using the same sample set for training. ,e results show that
ACC and F1 of CNN are relatively high, but other metrics
are lower than our proposed model, which means that there
would be a lot of false positives of CNN. In addition, CNN is
time consuming and requires high machine configuration.
,e performance of the LSTMmodel for malicious detection
of Android is not so good as that of DT-SVM algorithm, and
the time consumption is 117s higher than that of our al-
gorithm. ,e results are detailed in Table 8.

6.3.4. Scenario IV: Comparison of DT-SVM Results with
Different Sample Sizes. We randomly select 507 samples
from the 2962-sample set for experiment. ,e effects of
different sample sizes on DT-SVM classifier are shown in
Table 9 .

,e experimental results show that the sample size has a
certain influence on the detection effect. ,e number of
samples increases, and Precison, ACC, Recall, and F1 in-
crease by 0.03. Hence, we can conclude that the larger the
sample size is, the better the overall performance will be.

6.4. Analysis. Decision tree is a prediction model, which
represents a mapping relationship between object attributes
and object values. Its branches classify objects of this type
based on attributes. It is a decision tool using a decision
model, which can help determine a strategy most likely to
achieve the goal. DT is easy to understand and implement,
the advantage of which lies in its ability to make accurate and
feasible predictions for large data sources in a short time.,e
basic principle of DT-SVM is to first extract some high-
accuracy decisions through DT model and quickly find the
strong correlation between the results and the attributes, and
then the kernel technique of SVM is used to solve nonlinear
prediction for some weakly correlated samples and at the
same time give full play to the advantages of SVM in small
sample prediction. Hence, the prediction accuracy of the
samples is largely improved through the combination of DT
and SVM.

,e time complexity of DT is O(n log n), and SVM is
O(n3). However, DT-SVM first generates a decision tree,
selects the optimal path, and then uses SVM for training for
the remaining samples, so the time complexity is O(n log n)

+ O(m3), where n is the total number of samples and m is the
number of samples that cannot be distinguished with high
accuracy after training the sample using the decision tree;
m≪ n; thus, the value falls in the interval
(O(n log n), O(n3)). In this experiment, decision tree was
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first used to train samples, and it can be found from Table 4
that the Precision of paths 1, 2, 3, 4, 5 is low, indicating that
DTcannot accurately separate positive and negative samples.
Taking path 2 (C296, C9, C120, d1) as an example, by mapping
and restoring, the opcode sequence corresponding to path 2
is JRG,GPP,PCG, where it is observed that JRG is a jump
return to obtain data sequence, GPP is a data acquisition and
storage sequence, and PCG is a data dump sequence. ,ese
sequences are often used for both positive and negative
samples; therefore, merely using DTcannot distinguish them
effectively (the accuracy is only 57.1%). Based on this, this
paper trains these undifferentiated samples using SVM, and

the Precision reaches as high as 96%. In summary, the
proposed algorithm improves detection accuracy, while the
time consumption is relatively low.

7. Conclusion and Future Work

Taking the sample Dalvik opcode as the research object, the
n-gram model is utilized to generate the sample eigenvector,
and DT-SVM is proposed. Based on the original DT, the
proposed algorithm uses SVM to update the decision nodes
from the bottom up. ,e advantages of DTand SVM can be
combined through DT-SVM, and the disadvantages of
overfitting of DTand low accuracy of SVM for large samples
are overcome. Finally, the superiority of the algorithm is
demonstrated by simulation experiments, and good results
are obtained in Android malicious apps detection.

However, in addition to the above advantages, there are
some limitations to our study. ,is paper only performs
static analysis on the sample; if the sample is hardened or
confused, the unzip file will no longer be the sample’s
classes.dex, but the hardened executable file. ,e Dalvik
opcode will be virtualized, and all instructions will be ex-
ecuted by a hardened virtual machine. At this time, opcode
will no longer correspond to the Dalvik instruction list, and
only the dynamic behavior analysis method can be used for
malicious code detection. In addition, the proposed DT-
SVM algorithm can still be improved by, for example, using
the random forest to further improve the classification
ability of DT-SVM and extending DT-SVM algorithm to the
multiclassification decision model.

Data Availability

,e data in this paper are divided into benign samples and
malicious samples. ,e malicious sample data that support
the findings of this study are available but restrictions apply
to the availability of these data, which were used under
license for the current study, and so they are not publicly
available. ,ese data are however available from the cor-
responding author upon reasonable request and with per-
mission of the Drebin project of the University of Gottingen,
Germany. ,e benign sample data generated and/or ana-
lyzed during the current study are available from the cor-
responding author upon reasonable request.
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Table 4: Decision tree path with Precision.

Path ID Decision path Path matrix Precision
1 (C296, C9, C313, C304, C308, d7) 1100000110001010000000000 0.737
2 (C296, C9, C120, d1) 1111000000000000000000000 0.571
3 (C296, C9, C313, d8) 1100000100000001000000000 0.590
4 (C296, C307, C223, d10) 1000000000000000101100000 0.685
5 (C296, C307, d9) 1000000000000000110000000 0.850

Table 5: SVM node parameters.

SVM node ID C gamma
1 7 0.03
2 7 0.003
3 1 0.04
4 5 0.04
5 5 0.04

Table 6: ,e results of scenario I.

N-gram DT SVM
2-gram 0.79 0.76
3-gram 0.92 0.95
4-gram 0.94 0.97

Table 7: ,e results of scenarios II.

Classifier Precision ACC Recall F1 Time consumption
DT 0.92 0.93 0.93 0.93 8.01s
SVM 0.96 0.96 0.94 0.95 105.79s
DT-SVM 0.96 0.96 0.96 0.96 18.9s

Table 8: ,e results of scenario III.

Classifier Precision ACC Recall F1 Time consumption
LSTM 0.893 0.938 0.556 - 117.8s
CNN 0.944 1 0.944 0.971 357.24s
DT-SVM 0.96 0.96 0.96 0.96 18.9s

Table 9: ,e results of scenario IV.

Samples size Precision ACC Recall F1
507 0.93 0.93 0.94 0.93
2962 0.96 0.96 0.96 0.96
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With the development of social networks, there are more and more social data produced, which usually contain valuable
knowledge that can be utilized in many fields, such as commodity recommendation and sentimental analysis. -e SVM classifier,
as one of the most prevailing machine learning techniques for classification, is a crucial tool for social data analysis. Since training
a high-quality SVM classifier usually requires a huge amount of data, it is a better choice for individuals and small enterprises to
conduct collaborative training with multiple parties. Nevertheless, it causes privacy risks when sharing sensitive data with
untrusted people and enterprises. Existing solutions mainly adopt the computation-intensive cryptographic methods which are
not efficient for practical applications. -erefore, it is an urgent and challenging task to realize efficient SVM classifier training
while protecting privacy. In this paper, we propose a novel privacy-preserving nonlinear SVM classifier training scheme based on
blockchain. We first design a series of secure computation protocols which can achieve secure nonlinear SVM classifier training
with minimal computation overheads. -en, leveraging these building blocks, we propose a blockchain-based secure nonlinear
SVM classifier training scheme that realizes collaborative training while protecting privacy.We conduct a thorough analysis of the
security properties of our scheme. Experiments over a real dataset show that our scheme achieves high accuracy and
practical efficiency.

1. Introduction

Nowadays, social networks have been playing a significant
role in reflecting and influencing human living styles. It
makes people be able to keep in touch with each other and
share information anytime and anywhere. -e development
of social networks has resulted in more and more social-
related data being produced, which consist of various raw
insights and information. With the evolution of artificial
intelligence and machine learning, many individuals and
companies try to train learning models by utilizing social
data to learn valuable information for personal or com-
mercial purposes. Support vector machine (SVM), as one of
the most essential and important machine learning tech-
niques for classification, can be applied to many fields, such
as medical diagnosis [1], image recognition [2], and rec-
ommendation system [3]. It is also crucial for social data

analysis and processing. For instance, many e-commerce
companies may collect social information about potential
customers and train effective SVM classifiers to conduct
commodity recommendation. In addition, individuals may
want to train SVM models by utilizing photos from social
media to support automated image annotation, which can
make it more convenient to find photos from electronic
albums. To obtain an SVM classifier with high accuracy, the
training process usually requires a huge amount of social
data. However, it is difficult for a single party (e.g., an in-
dividual or a company) to collect plentiful and diversified
data. -erefore, there has been a surge in demand for
collaborative training by a group of parties. -e merged
dataset from multiple sources on social networks has ob-
vious advantages on data volume and variety. -erefore, it is
a growing trend for companies and individuals to share
information and collaboratively train a high-quality
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classifier. However, it causes nonnegligible privacy risks
when sharing private data with untrusted parties [4]. For
instance, the individuals own some private photos in social
networks which only themself and their friends can access.
-ey want to train a classifier to support automated image
annotation. However, they hesitate to share the photos with
other entities that they do not trust because it may cause the
leakage of personal privacy.-erefore, it is a crucial problem
to perform collaborative training while protecting privacy.

To address this issue, many privacy-preserving classifier
training schemes have been proposed. -e most common
cryptographic method for protecting data is homomorphic
encryption [5, 6]. However, the homomorphic encryption
technique is usually involved with computationally expen-
sive cryptographic primitives, which result in heavy com-
putation cost. Differential privacy is another method to
guarantee the security of data [7, 8]. Nevertheless, the dif-
ferential privacy technique cannot achieve high accuracy
because it protects data privacy by adding immeasurable
noises to the parameters of the model. Besides, in the above
privacy-preserving training schemes, the data owners
completely lose control of their data when outsourcing the
data to the untrusted parties. -e data ownership has not
been well guaranteed, which is also a potential threat of data
confidentiality. Once the data are shared to the untrusted
servers for training, there are potential risks that the data
might be modified or replicated by the unauthorized servers.
Recently, several privacy-preserving schemes are proposed
to achieve privacy-preserving training by utilizing the
blockchain technique due to its decentralized digital ledger
property. Shen et al. [9] proposed a privacy-preserving SVM
training scheme over blockchain-based encrypted IoT data.
However, their scheme just fits linear data but cannot deal
with classification tasks for nonlinear datasets, which are
more common in practice. Moreover, they adopted the
computing-intensive Paillier homomorphic encryption
technique, which causes huge computation overheads.

In this paper, we propose a new privacy-preserving non-
linear SVM classifier training scheme based on blockchain.
Specifically, we establish a blockchain-based data sharing and
computation outsourcing mechanism which allows partici-
pants to collaboratively train the model while protecting pri-
vacy. We utilize the blockchain technique to establish a
distributed data sharing environment. In our scheme, the
communication of multiple parties is recorded on the block-
chain. It ensures transparent delivery of training tasks and the
guarantee of data ownership. -e blockchain also supports fair
incentives to avoid deceptive behavior. We adopt the additive
secret sharing technique based on two-party computation to
design the computation protocols, which can achieve secure
SVM training with minimal computation overheads.

-e main contribution of this paper can be summarized
as follows:

(1) To train a high-quality nonlinear SVM classifier
while protecting privacy, we propose a privacy-
preserving training scheme based on blockchain. We
utilize the blockchain technique to design a

decentralized scheme for collaborative training while
ensuring the invariance and ownership of training
data. -e incentive mechanism of blockchain can
also help to guarantee the fairness of the participants
and prevent destructive behaviors of the computing
parties meanwhile.

(2) We adopt the additive secret sharing techniques and
design a series of arithmetic primitives such as
multiplication, comparison, and natural exponential
computation to realize efficient collaborative train-
ing while protecting the privacy of both the data and
the model. -e protocols in our scheme contain no
computation-intensive cryptographic primitives and
greatly reduce the computation overheads.

(3) We thoroughly analyze the security of our scheme
and conduct experiments over real-world datasets.
-e security analysis shows that our scheme can well
protect the privacy of the data and the users. We
conduct comprehensive experiments, and the results
demonstrate that our scheme can achieve high ac-
curacy and obtain nonlinear SVM classifiers with
practical training efficiency.

-e rest of this paper is organized as follows: Section 2
introduces the formulation of the problem, our design goals,
and the preliminaries of our scheme. In Section 3, we present
the secure computation protocols based on secret sharing.
Section 4 gives the details of our privacy-preserving training
scheme. Security analysis and performance evaluation are
presented in Section 5 and Section 6, respectively. We
conclude the paper in Section 8.

2. Problem Statement

2.1. System Model. In this paper, we focus on designing a
scheme for privacy-preserving and efficient nonlinear
SVM classifier training. -ere are three entities in our
framework: the blockchain, the data providers, and the
servers, as shown in Figure 1. -e role of each entity is
described as follows:

Blockchain. -e blockchain in our scheme serves as a
distributed and immutable ledger. Each block of the
blockchain stores a group of transactions of the training
requests, the delivery of training data, and so on. -e
blockchain also provides an incentive mechanism to
guarantee fairness.
Data Providers. -e data providers can be institutions,
enterprises, or individuals who own some training data
and participate in the collaborative training of the SVM
classifier. -ey take charge of encrypting the original
datasets before sending them to the servers and gener-
ating random values in the secure computation process.
Servers. -e servers are two computing parties which
are selected from the parties in the decentralized
network. -ey are incented to conduct the training
tasks, like the miners in Bitcoin.
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In the blockchain-based decentralized system, the servers
should first register on the blockchain and join the network.
Meanwhile, each party is required to commit a deposit, which
is frozen in the account. -e goal of freezing a deposit is to
prevent dishonest behavior of the servers. It will be withheld
as forfeit if the servers return deceitful results. When the data
providers want to conduct collaborative training by utilizing
the computing resources in the network, they should generate
a transaction that contains the requests and pays. After re-
ceiving the transaction, the blockchain selects two servers as
computing parties and sends the addresses and the public
encryption keys of the servers to the data providers. -en,
each provider encrypts the training data with the respective
public keys and sends the encrypted data to the servers. On
receiving the encrypted data from all the participants, the
servers perform the secure computation protocols and con-
duct the SVM classifier training. -e secure computation
involves some random values, which can be generated offline
by the data providers. After finishing the training process, the
servers send the results back to the data providers. -en, each
provider reconstructs the model and sends to the blockchain
an acknowledgement message, with which the blockchain
determines to give the servers rewards or penalties.

2.2.(reat Model. In this paper, we assume that the servers
are noncolluding and there are secure channels among the
nodes in the decentralized network. We consider the servers
to be honest but curious. It means that the servers would
execute the designed task honestly, but they are curious to
infer sensitive information from the encrypted data and the
interactive messages. -e privacy threats mainly come from
two aspects: (1) the encrypted original datasets. -e original
datasets may contain lots of sensitive information about the
data providers. -e adversaries can still infer valuable in-
formation about the local data through the training process.
(2) -e training results. -e results of training, i.e., the SVM

model, can be used for some commercial benefit. -us, the
results could be embezzled by the computing parties or
adversaries.

Specifically, to better evaluate the security of our scheme,
we consider two levels of threat as follows:

Level 1. -e computing parties can learn nothing about
the original datasets. -ey are assumed to only know
the split shares of the datasets and the immediate results
of each step in the training protocol.
Level 2. Apart from the information in Level 1, the
computing parties can also obtain part of original
datasets from certain data providers among the mul-
tiple participants of the collaborative training.

2.3. Design Goals. To implement privacy-preserving and
efficient nonlinear SVM classifier training, our scheme
should meet the following goals:

Security. Our scheme is supposed to protect the in-
formation and resist the potential adversities intro-
duced in the threat model. Besides, even if some data
providers collude with the servers, the privacy of
datasets of other data providers stored on the servers is
still preserved.
Correctness. Our training algorithm should be designed
correctly to obtain a high-quality SVM classifier model.
-e privacy-preserving classifier ought to be almost
equally effective as those obtained in the plaintext
domain, and the accuracy should be high enough for
practical use.
Efficiency. High efficiency is the premise for a training
algorithm to be used in practical applications. For this
purpose, the encryption technique we adopt should not
contain computation-intensive cryptographic primi-
tives, and our scheme ought to achieve minimal
computing overhead.

2.4. Preliminaries

2.4.1. SVM Classifier. -e support vector machine (SVM) is
a widely used learning method based on the structural risk
minimization [10]. -e objective of SVM is to find an op-
timal separating hyperplane with the maximum margin that
distinctly classifies the data points. Suppose that ( x

→
i, yi) is a

pair of instance, where x
→

i is a vector containing attributes of
the ith instance and yi is the class label which satisfies
yi ∈ − 1, +1{ }. -e decision function to classify an instance x

→

is y � wT x
→

+ b. -e optimization problem of the SVM
classifier is described as

argmin
w,b,ξ

1
2

‖w‖
2

+ C 
m

i�1
ξi,

subject to yi w · x
→

i + b( ≥ 1 − ξi, ξi ≥ 0, for i � 1, . . . , m.

(1)

In practice, the sample data are not linear separable in
some classification tasks. -at is, there exists no hyperplane
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Figure 1: System model of the proposed scheme: ① register and
$deposit; ② request and $payment; ③ addr of servers; ④
encrypted data and random values;⑤ secure computing protocols;
⑥ encrypted model;⑦ acknowledgement messages;⑧ rewards or
penalties.
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which separates the data points. -e nonlinear SVM can
map the training data from the low-dimensional space into a
higher dimensional space through a kernel function. -e
corresponding decision function is
y � 

m
i�1 α∗i yiK( x

→
i, x

→
) + b. -e commonly used kernel

functions include linear kernel, polynomial kernel, and
Gaussian kernel. In this paper, we choose the Gaussian
kernel which function is

K x
→

i, x
→

j  � exp −
x
→

i − x
→

j

�����

�����
2

2σ2
⎛⎜⎜⎝ ⎞⎟⎟⎠. (2)

2.4.2. Blockchain. Blockchain is a kind of distributed ledger
technology (DLT) on a peer-to-peer (P2P) network which
makes the history of any digital transactions unalterable and
transparent through the use of decentralization and cryp-
tographic hashing [11, 12]. -e transactions are stored in
blocks which are linked as a chain. Blockchain has been
originally proposed for constructing a public-distributed
ledger for transactions in Bitcoin [13], which is a worldwide
electronic payment system.

Blockchain is well known for its decentralization, trans-
parency, and tamper-proof property. It is built with no need for a
trusted third party or a central administrator.-ere is no single-
point-of-failure since the blockchain is not maintained by a
single party but kept by all parties.-e transactions that occur in
the network would be recorded on the digital ledger, and no one
can modify it. Blockchain usually adopts consensus protocols to
manage the right of creating new blocks.-ere are three kinds of
common consensus protocols, i.e., Proof-of-Work (PoW),
Proof-of-Stake (PoS), and Practical Byzantine Fault Tolerance
(PBFT). Recently, there are lots of attempts of applying
blockchain into different scenarios, such as solving trust crisis,
simplifying various procedures, and verifying digital identities.

2.4.3. Secure Multiparty Computation. Secure multiparty
computation (SMC) originates from the secure two-party
computation (2PC) in 1982 (for the so-called Millionaires’
Problem) introduced by Yao [14]. SMC is a central cryp-
tographic task that allowsmultiple parties to jointly compute
some function over their inputs while protecting the privacy.
Specifically, there are multiple participants P1, P2, . . . Pn.
Each participant Pi holds its input xi, and the participants
agree on some function f that takes the n inputs. -eir goal
is to compute y � f(x1, x2, . . . , xn) while satisfying the
following two conditions:

(i) Correctness: the value of y is correctly computed
(ii) Privacy: the participants cannot learn anything

about the inputs of others

Most of the SMC architectures are based on some
cryptographic tools such as homomorphic encryption (HE),
garbled circuits (GC), and oblivious transfer (OT). However,
these frameworks are computationally expensive and diffi-
cult to be deployed for processing large-scale data sets. By
contrast, SMC frameworks based on secret sharing do not

involve any cryptographic primitives. -erefore, they could
obtain a better performance.

3. Secret Sharing-Based Secure
Computing Protocols

In this section, we mainly introduce the secure computation
protocols used in our scheme which are based on additive
secret sharing. Additive secret sharing is a kind of cryp-
tography technique that means all intermediate values are
additively shared between the chosen worker servers. Given
two inputs a and b, they will be randomly split into two
shares, i.e., a � a1 + a2 and b � b1 + b2, which are out-
sourced to two servers S1 and S2, respectively. Here, we
denote 〈a〉1 and 〈a〉2 as the two shares stored onS1 andS2,
respectively. To cooperatively work out f(a, b), S1 outputs
f1 and S2 outputs f2. f1 and f2 satisfy that f1 + f2 � f.
During the computation, S1 and S2 learn no information
about the value of a, b, and the result f.

3.1. Secure Addition/Subtraction Protocol. Given two values
a and b, the addition/subtraction protocol is to jointly
compute a ± b. It is obvious that the computation can be
executed byS1 andS2 independently since (〈a〉 1 ± 〈b〉1)+

(〈a〉2 ± 〈b〉2) � (〈a〉1 + 〈a〉2) ± (〈b〉1 + 〈b〉2) � a ± b.
Note that there is no interaction between the two servers
during the computation.

3.2. Secure Multiplication Protocol. -e multiplication
protocol is to calculate the product of two given values a and
b. We adopt the Beaver’s precomputed multiplication triplets
[15] technique to realize multiplication protocol.-e steps of
our secure multiplication protocol SecMul(·) are given as
follows.

To obtain c � a × b, the algorithm utilizes a pregenerated
triplet (u, v, w), where u and v are randomly generated and
w � u × v. -e shares of u, v, and w are ui, vi, and wi

(i � 1, 2), which are stored inSi, respectively. -e serversSi

then calculate 〈e〉i � 〈a〉i − 〈u〉i and 〈f〉i � 〈b〉i − 〈v〉i

locally. After that, they send 〈e〉i and 〈f〉i to each other
and reconstruct e and f. Finally, Si computes and outputs
the shared results as 〈c〉i � f · 〈a〉i + e· 〈b〉i

+ 〈w〉i + (i − 1) · e · f.
-us, the product c can be reconstructed simply by

adding the respective results ofS1 andS2 as c � 〈c〉1 + 〈c〉2.

3.3. Secure Comparison Protocol. Given a value a and b, the
secure comparison protocol SecComp(·) is used to judge
whether a< b. Specifically, the function outputs 1 if and only if
a< b and outputs 0 otherwise. We adopt the bit-decomposition
method in [16] and follow the comparison protocol proposed
by Huang et al. [17] which is based on additively secret sharing.

We first transform the real-number shares into integers.
Specifically, we multiply the numbers by 10p and truncate
the remaining decimal parts. -en, we utilize the two’s
complement representation, where the most significant bit
(MSB) of a number indicates whether it is a positive or
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negative. For an l-bit signed number c, its binary comple-
ment form can be denoted as c(l− 1), c(l− 2), . . . , c(0). Corre-
spondingly, c can be reconstructed as

c � − c
l− 1

· 2l− 1
+ 

l− 2

j�0
c

(j)
· 2j

. (3)

Suppose that the l-bit shares of c are c1 and c2, and the
protocol performs bitwise operations over c1 and c2 to
compute the sign of c. -us, the protocol can compare a and
b by computing the sign of a − b.

3.4. SecureNaturalExponentialProtocol. Given a value a, the
secure natural exponential protocol SecExp(·) is used to
calculate ea. -e algorithm utilizes SecMul(·) and the
property of additive secret sharing. -e shares of a are 〈a〉1
and 〈a〉2. S1 and S2 calculate e〈a〉1 and e〈a〉2 on the local
servers, respectively. Note that 〈a〉1 + 〈a〉2 � a, and we can
calculate ea as

e
〈a〉1 · e

〈a〉2 � e
〈a〉1+〈a〉2 � e

a
. (4)

-us, S1 randomly splits e〈a〉1 into two parts, i.e.,
〈e〈a〉1〉1 and 〈e〈a〉1〉2, and sends 〈e〈a〉1〉2 to S2. Corre-
spondingly, S2 randomly splits e〈a〉2 into 〈e〈a〉2〉1 and
〈e〈a〉2〉2 and sends 〈e〈a〉2〉1 toS1. Finally,S1 andS2 conduct
SecMul(·) to calculate e〈a〉1 · e〈a〉2 .

4. The Proposed Scheme

In this section, we present the framework of our privacy-
preserving nonlinear SVM classifier training scheme. Our
scheme contains two main parts: the blockchain design and
the privacy-preserving SVM classifier training. -e details
are as follows.

4.1. Blockchain Design

4.1.1. Registering. -e parties that want to join the decen-
tralized network and become computing parties should first
create a registering transaction in the blockchain. Each party
would send a register request to the blockchain which is
supposed to own at least $ deposit in the account, which is to
be frozen by the contract when registering. It is used to avoid
malicious behaviors during the computing period. Specifi-
cally, the servers may reduce the quantity of training data to
save computation resources. -ey may also forge inaccurate
results and return them to the data providers.

4.1.2. Consensus Protocol. In the decentralized network, a
consensus protocol is necessary to make all the nodes in the
network reach a consensus. We adopt the Proof-of-Work
(PoW) protocol as the consensus protocol in our scheme.
-e computing nodes increment a nonce in the block and
compute the hash value of the block header.-e first and the
second nodes that find such a value that meets the pre-
defined requirement by the contract would broadcast their
results in the blockchain. After the other nodes verify the

correctness of the results, the two nodes are accepted as the
computing parties, and the first node has the right to create a
new block.

4.1.3. Computing Request. -e data provider who wants to
outsource computation tasks to the computing nodes should
first generate a transaction as Tranreq � (protocols,
$ payment), in which protocols are the computing functions
for the servers to execute and $ pay is the payment. -en, the
data owner publishes the request transaction on the blockchain.

After receiving the request from the data provider, the
blockchain selects two servers for computing from the nodes
in the network by PoW protocol and publishes the addresses
addri(i � 1, 2) and the public key pki(i � 1, 2) of the two
computing nodes.

4.1.4. Payment. If there are multiple data providers who
own a set of training data and want to perform collaborative
training, they should first reach a consensus about their
payments of the training. In a practical scenario, each data
provider usually owns different amounts of training data.
-e payments ought to be decided based on the amounts of
data that the providers contribute. Specifically, the data
provider who contributes a larger amount of training data
ought to give less payment for the collaborative training.
Once the data providers receive the results and believe the
results can meet their requirements, they would send an
acknowledgement message to the blockchain. If the block-
chain receives more than two-thirds of the acknowledge-
ment messages from data providers, it splits the total
payment and distributes the payments to the two computing
servers, respectively. Otherwise, the blockchain would
return the payments to the data providers and deduct the
fine from the deposits of the computing servers. -e cri-
terion of rewards and punishments can be adjusted in the
consensus protocol before training.

4.2. Privacy-Preserving SVM Classifier Training

4.2.1. System Initialization. Suppose that there are n data
providers DPj(1≤ j≤ n) who own some training data, re-
spectively, and want to collaboratively train an SVM clas-
sifier with a kernel function. -e data providers first reach a
consensus on the training protocols, parameters, and pay-
ments. -en, they send the transactions of request to the
blockchain and thereafter receive the addresses and public
keys of the computing servers.

After that, the data providers first encrypt the training
data by randomly splitting each element into two shares.
-en, they encrypt the shares with the corresponding public
key pki of the two computing servers and obtain the
encrypted training datasets 〈Dj〉i. Finally, the data providers
send the encrypted datasets to the two servers, respectively,
and then publish the transactions on the blockchain.

4.2.2. Training. After receiving all the encrypted datasets
from the data providers, the servers decrypt the shares by
utilizing their corresponding private key ski and perform the
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training protocol. In our SVM model, we choose the
Gaussian kernel function, which is depicted in equation (2),
to achieve nonlinear separation. -e function can be in-
teractively calculated by the two servers. -e steps of cal-
culating the Gaussian kernel are shown in Algorithm 1.

To train the SVM classifier, we adopt the gradient de-
scent (GD) as the optimization method, which is utilized in
[9]. Compared with another optimization algorithm that is
also frequently used in plaintext tasks, i.e., the sequential
minimal optimization (SMO), GD contains less complex
computation. -us, it is regarded to be more suitable for the
training in the encrypted domain. By introducing a hinge
loss, the optimization problem of the SVM is converted to

min
1
2

‖ω‖
2

+ C 
m

i�1
max 0, 1 − yi 

m

j�1
αjK x

→
i, x

→
j  + b⎛⎝ ⎞⎠⎛⎝ ⎞⎠.

(5)

-e protocol firsts executes SecComp(·) to compare
yi(

m
i�1 αiK( x

→
i, x

→
) + b) and 1. If yi(

m
i�1 αiK

( x
→

i, x
→

) + b)< 1, the servers update α and b by calculating
the derivatives of the margin and the hinge loss. -e steps of
privacy-preserving training are shown in Algorithm 2. -e
dataset for training and the SVM model is well protected
during the training process. -e servers and other adver-
saries cannot infer any information except the respective
shares obtained in each step.

5. Security Analysis

In this section, we present the security strength of our
proposed scheme under the two-level threat models. First,
we analyze the security of our scheme under the Level 1
threat model based on the universal composability (UC)
framework [18], which is regarded to guarantee strong se-
curity properties. To prove the security of our scheme, we
first give some definitions as follows.

Definition 1. A protocol is secure if there exists a proba-
bilistic polynomial-time simulator S that can generate a
view for the adversary A in the real world which is com-
putationally indistinguishable from its real view.

Due to the secret sharing-based protocols, the addition
and subtraction operations which are computed locally on
the servers can be easily simulated. We prove the security of
other computing protocols in our scheme.

Theorem 1. (e protocol SecMul(·) is secure under the
honest but curious model.

Proof. -e view ofS1 is view1 � (a1, b1, u1, v1, w1, e2, f2). It
is obvious that a1 and b1 are randomly split from a and b and
u1, v1, andw1 are uniformly random values. e2 and f2
are also random values because they are generated as e2 �

a2 − u2 and f2 � b2 − v2. -e output of S1 is
view1 � f · a1 + e · b1 + w1, which is also uniformly random.
Note that both the input and output of S1 are random
values, so they can be perfectly simulated by S. -e view of

adversary A and its real view are computationally indis-
tinguishable. Similarly, the input and output of S2 can also
be perfectly simulated.

Theorem 2. (e protocol SecComp(·) is secure under the
honest but curious model.

Proof. For the comparison protocol SecComp(·), the view1
and view2 of S1 and S2 are view1 � (a1, u1, v2) and
view2 � ( a2, u2, v1, v

(l− 1)
2 , v

(l− 2)
2 , . . . , v

(0)
2 ). -e values are

random and simulatable. -e bitwise addition can be
deployed by secure addition and secure multiplication,
which has been proved to be simulatable.-erefore, it can be
proved that the comparison protocol can be simulated by a
simulator S.

Theorem 3. (e protocol SecExp(·) is secure under the
honest but curious model.

Proof. -e SecExp(·) protocol in our scheme only involves
natural exponential computation, subtraction, and secure
multiplication. -e first two operations are implemented
locally on the servers. -e secure multiplication is proved
that it can be simulated.-us, the secure natural exponential
computation is simulatable. A view can be generated for the
adversary A, and the view is computationally indistin-
guishable with its real view.

-e privacy-preserving training protocol is composed of
the above computing protocols, which are proved to be
secure. -us, our privacy-preserving nonlinear SVM clas-
sifier training scheme is secure against the Level 1 threat. In
the Level 2 threat model, the servers can obtain some
original training data from certain data providers. However,
the shares of other training data are still randomly generated.
-us, for the datasets from other data providers, the sim-
ulator S can still generate the view that is computationally
indistinguishable from its real view. -erefore, the security
of the other training data and the protocols can still be
guaranteed under the Level 2 threat model.

6. Performance Evaluation

In this section, we evaluate the performance of our scheme
by conducting experiments over real-word datasets. We use
a real-world dataset about social network advertising col-
lected from a trusted website. -e dataset contains 400
instances. Each instance is with 4 features and labeled as
purchased or not purchased. We also use the Breast Cancer
Wisconsin Database (BCWD) from the UCI machine
learning repository. -e dataset contains 699 instances, and
each instance contains nine features. -e instances in the
dataset are labeled as benign or malignant. We implement
the experiments on a PC with a 32-core Intel i7 CPU @
1.80GHz and 16GB RAM. -e algorithms are programmed
with Python 2.7. Specifically, we investigate the performance
through accuracy and efficiency.
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6.1.Accuracy. -e precision rate and the recall rate are two
key parameters to evaluate the accuracy of a classifier. We
calculate the two parameters by utilizing both our pro-
posed privacy-preserving SVM classifier and the tradi-
tional SVM classifier over plaintext. -e results are shown
in Table 1. We can see that our scheme can achieve nearly
the same accuracy with the SVM classifier over plaintext.
It demonstrates that the cryptographic methods in our
scheme do not influence the classification functionality.
Our scheme can maintain high accuracy while protecting
privacy.

6.2. Efficiency. In this section, we evaluate the efficiency of
our scheme. Specifically, we investigate the time con-
sumption both on the data providers and the servers by
utilizing cross-validation. We evaluate the time consump-
tion with different percentage of instances for training and

Input:S1: the shared vectors 〈 x
→

a〉1, 〈 x
→

b〉1, and σ; S2: the shared vectors 〈 x
→

a〉2, 〈 x
→

b〉2, and σ.
Output:S1: the shared Gaussian kernel result 〈r〉1; S2: the shared Gaussian kernel result 〈r〉2.
(1) Si initialize 〈s〉i � 0.
(2) for k from 1 to len(〈 x

→
a〉i)do

(3) Si locally compute 〈z〉i⟵ 〈xa[k]〉i − 〈xb[k]〉i.
(4) Si compute 〈g〉i⟵ SecMul(〈z〉i, 〈z〉i).
(5) Si locally compute 〈s〉i⟵ 〈s〉i + 〈g〉i.
(6) end for
(7) Si locally compute 〈f〉i⟵ − (1/2σ2) · 〈s〉i.
(8) Si compute 〈r〉i←SecExp(〈f〉i).

ALGORITHM 1: Secure Gaussian kernel function.

Input:Si: the split dataset 〈D〉 i � (〈 x
→

1〉 i, 〈y1〉i), (〈 x
→

2〉i, 〈y2〉i), . . . , (〈 x
→

m〉i, 〈ym〉i)} learning rate λ, max iterations T, and
precision ε.

Output:Si: 〈α∗〉i, 〈b∗〉i.
(1) Si initialize 〈α1〉i, 〈b1〉i, 〈loss〉i.
(2) for p from 1 to m do
(3) for q from 1 to mdo
(4) Si compute 〈K[p][q]〉i⟵SecKer(〈 x

→
p〉i, 〈 x

→
q〉i).

(5) end for
(6) end for
(7) While loss> ε or t<T do
(8) Si initialize Δα,Δb.
(9) Si compute 〈loss〉i⟵SecMul(SecMul(〈αt〉i, 〈K〉i), 〈αt〉

T
i ).

(10) forp from 1 to m do
(11) for q from 1 to mdo
(12) Si compute 〈gp〉i⟵SecMul(〈αt[q]〉i, 〈K[p][q]〉i).
(13) Si locally compute 〈sp〉i⟵〈sp〉i + 〈gp〉i.
(14) end for
(15) Si locally compute 〈fp〉i⟵〈sp〉i + 〈bp〉i.
(16) Si compute 〈fp〉i⟵SecMul(〈yp〉i, 〈fp〉i).
(17) Si compute SecComp(〈fp〉i, 1).
(18) if 〈fp〉i < 1then
(19) Si compute 〈Δα〉i⟵〈Δα〉i − C · SecMul(〈yp〉i · K[p]).
(20) Si compute 〈Δb〉i⟵〈Δb〉i − C · 〈yp〉i.
(21) end if
(22) end for
(23) Si update 〈αt〉i⟵〈αt〉i − λ · 〈Δα〉i.
(24) Si update 〈bt〉i⟵〈bt〉i − λ · 〈Δb〉i.
(25) Si compute SecComp(〈loss〉i, ε).
(26) t � t + 1.
(27) end while
(28) Si return 〈α∗〉i, 〈b∗〉i.

ALGORITHM 2: Secure nonlinear SVM classifier training.

Table 1: Accuracy performance.

Our scheme (%) SVM over plaintext (%)
Precision 85.8 86.7
Recall 92.8 91.3
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testing, as shown in Figure 2. Specifically, we take several
percentages of instances for training and the others for
testing. We can see that the time consumption of training
data encryption is positively correlated with the percentage
of instances for training because more instances mean a
larger number of computation both on the data provider
side and the server side. Overall, the efficiency of our scheme
is acceptable for practical use.

6.3. Comparison. We also compare our scheme with the
privacy-preserving SVM classifier training scheme proposed
by Shen et al. We use the BCWD dataset and conduct
training both on our scheme and Shen et al.’s scheme. -e
results are shown in Table 2. We can see that our scheme can
achieve higher accuracy than Shen’s scheme. It is because
our scheme adopts the nonlinear kernel, which makes the
scheme more adaptive to the datasets that contain nonlinear
data. As for the efficiency, it is shown in Table 3 that our
scheme achieves much better efficiency performance. It is
because our scheme does not involve any computationally
expensive cryptography techniques.We can see that the time
consumption on the data provider side in our scheme is just
1.4 s, while in Shen et al.’s scheme, it takes the data provider
more than 2000 s.-e time of computation on the server side
is also much less than Shen et al.‘s scheme. -e experiment
results show that our scheme is much more efficient than
Shen et al.‘s scheme and achieves better overall performance
for practical utilization.

7. Related Work

Classification is a fundamental task of machine learning and
applied to many fields, such as face recognition, speech
recognition [19], and financial prediction. To protect the
privacy of individuals and enterprises, there have been many
privacy-preserving classifier training schemes proposed.
-ese schemes focus on training classifiers and performing
classification tasks over encrypted data while protecting user
privacy. Bos et al. [20] proposed a scheme to privately
conduct medical predictive analysis tasks on encrypted data.
However, their scheme cannot protect the model from being
exposed to the users. In addition, the scheme leaks much

information of the patients. Raphael Bost et al. [5] proposed
privacy-preserving protocols for three common classifiers,
i.e., hyperplane decision, Näıve Bayes, and decision trees.
González-Serrano et al. [21] proposed a privacy-preserving
semiparametric SVM scheme by utilizing a partial homo-
morphic cryptosystem. Recently, Shen et al. [9] proposed a
privacy-preserving SVM training scheme based on the
blockchain for secure IoT data sharing. -ey utilized the
Paillier encryption technique to design secure building
blocks and achieve secure SVM training. However, these
schemes all adopt the homomorphic encryption and contain
computationally expensive cryptographic primitives, which
make the schemes inefficient.

Some existing schemes are based on a combination of
homomorphic encryption and multiparty computation.
Barni et al. [22] proposed a privacy-preserving neural
network classification scheme. In their algorithm, the neural
networks contain a series of scalar products which are
encrypted by utilizing the homomorphic encryption. -e
activation functions are calculated based on the secure
multiparty computation. Subsequently, Orlandi et al. [23]
enhanced the scheme of Barni. -ey masked the scalar
product results and protected the intermediate results from
revealing to the client. However, these schemes also suffered
heavy computation overheads.

-ere are also a number of privacy-preserving training
schemes that adopt differential privacy. Pathak and Raj [24]
presented a scheme to learn a discriminatively trained
multiclass Gaussian mixture model-based classifier that
preserves differential privacy using a large margin loss
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Figure 2: Efficiency performance with different percentage of instances.

Table 2: Comparison of the accuracy.

Our scheme Shen’s scheme (%)
Precision 93.3% 90.35
Recall 1 96.19

Table 3: Comparison of the efficiency.

Our scheme (s) Shen’s scheme (s)
Server side 146 953
Data provider side 2.6 2233
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function. Zhang et al. [25] designed a privacy-preserving
decision tree classification construction model based on a
differential privacy-protection mechanism. Nevertheless, in
these schemes, there have been conflicts between privacy and
accuracy. -e differential privacy-protection technology by
adding immeasurable noises influences the accuracy of the
models.

8. Conclusion

In this paper, we proposed a new privacy-preserving non-
linear SVM classifier training scheme for social networks.
We utilize the blockchain technique to design a decentral-
ized framework for data sharing and training while ensuring
the invariance of datasets. We adopt additive secret sharing
based on secure two-party computation and design a suite of
secure computing protocols to conduct the training process
with no information leakage. Our training scheme is proved
to be secure through comprehensive analysis. Experiments
over real datasets demonstrate that our scheme can achieve
high accuracy and efficiency for practical applications.
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[21] F.-J. González-Serrano, Á. Navia-Vázquez, and A. Amor-
Mart́ın, “Training support vector machines with privacy-
protected data,” Pattern Recognition, vol. 72, pp. 93–107, 2017.

[22] M. Barni, C. Orlandi, and A. Piva, “A privacy-preserving
protocol for neural-network-based computation,” in Proceed-
ings of the 8thWorkshop onMultimedia and Security, MM&Sec
2006, pp. 146–151, Geneva, Switzerland, September 2006.

[23] C. Orlandi, A. Piva, and M. Barni, “Oblivious neural network
computing via homomorphic encryption,” EURASIP Journal
on Information Security, vol. 2007, no. 1, pp. 1–11, 2007.

Security and Communication Networks 9

https://github.com/JIANAN17/privacy-preserving-SVM
https://github.com/JIANAN17/privacy-preserving-SVM


[24] M. A. Pathak and B. Raj, “Large margin Gaussian mixture
models with differential privacy,” IEEE Transactions on De-
pendable and Secure Computing, vol. 9, no. 4, pp. 463–469,
2012.

[25] L. Zhang, Y. Liu, Y. Liu, R. Wang, X. Fu, and Q. Lin, “Efficient
privacy-preserving classification construction model with
differential privacy technology,” Journal of Systems Engi-
neering and Electronics, vol. 28, no. 1, pp. 170–178, 2017.

10 Security and Communication Networks



Research Article
Hidden Service Website Response Fingerprinting Attacks
Based on Response Time Feature

Yitong Meng and Jinlong Fei

State Key Laboratory of Mathematical Engineering and Advanced Computing, Zhengzhou 450001, China

Correspondence should be addressed to Jinlong Fei; feijinlong@126.com

Received 20 August 2020; Revised 8 October 2020; Accepted 10 November 2020; Published 1 December 2020

Academic Editor: Zhe-Li Liu

Copyright © 2020 Yitong Meng and Jinlong Fei. -is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

It has been shown that website fingerprinting attacks are capable of destroying the anonymity of the communicator at the traffic
level.-is enables local attackers to infer the website contents of the encrypted traffic by using packet statistics. Previous researches
on hidden service attacks tend to focus on active attacks; therefore, the reliability of attack conditions and validity of test results
cannot be fully verified. Hence, it is necessary to reexamine hidden service attacks from the perspective of fingerprinting attacks. In
this paper, we propose a novel Website Response Fingerprinting (WRFP) Attack based on response time feature and extremely
randomized tree algorithm to analyze the hidden information of the response fingerprint. -e objective is to monitor hidden
service website pages, service types, and mounted servers. WRFP relies on the hidden service response fingerprinting dataset. In
addition to simulated website mirroring, two different mounting modes are taken into account, the same-source server and
multisource server. A total of 300,000 page instances within 30,000 domain sites are collected, and we comprehensively evaluate
the classification performance of the proposedWRFP. Our results show that the TPR of webpages and server classification remain
greater than 93% in the small-scale closed-world performance test, and it is capable of tolerating up to 10% fluctuations in
response time. WRFP also provides a higher accuracy and computational efficiency than traditional website fingerprinting
classifiers in the challenging open-world performance test.-is also indicates the importance of response time feature. Our results
also suggest that monitoring website types improves the judgment effect of the classifier on subpages.

1. Introduction

In the face of diversified attacks, anonymous communica-
tion platforms such as Tor [1], I2P [2], and Zeronet, take
advantage of the protocol features to protect the data se-
curity and identity privacy for both parties involved in
digital communications over Internet. For instance, Tor
provides low-latency interaction to meet users’ needs for
anonymous access. On a daily basis, Tor embeds hidden
service to protect anonymity of 150,000 websites. In order to
monitor the hidden services that usually provide illegal
services in violation of the user policy, regulators put for-
ward attack technologies based on different levels of traffic
and protocol as countermeasures. Instances of common
legacy attack technologies include active association attack
[3], information disclosure attack [4], and node attack [5].

Biryukov et al. [4] proposes to control the key nodes to send
50 padding packets and detect server’s packet drop feedback.
He did not however make any actual test and evaluation.
Matic [6] uses service certificate vulnerabilities to detect the
certificate chain of hidden services for tracking purpose;
however, the achieved success rate is only 79%.

In order to avoid the problems associated with elevated
conditions and low real-world test accuracy in conventional
hidden service attacks, here we use mature website finger-
printing attacks [7–9]. -is enables us to reexamine the
website response and further achieve effective hidden service
attacks based on analyzing the implicit information of
hidden service response traffic. Website fingerprinting at-
tacks are known for being capable of destroying the ano-
nymity of transmission at the traffic level. -e main goal of
such an attack is to match the website contents (i.e., website
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pages and its addresses) generated by the Tor users. At-
tackers are local observers, including local network ad-
ministrators, Internet service providers (ISP), autonomous
system administrators (AS), and other network backbones.
-e attacker’s attack capability is also amplified. If the ob-
server is near the monitoring server, the attacker can pas-
sively analyze the response encrypted traffic generated by the
website and then record the two-way transmission features
of data packet.-ese features are then matched with the self-
built response traffic template library to restore the moni-
toring website content and track the website server.

In this paper, a novel hidden service attack technique,
hidden service website response fingerprinting (WRFP), is
proposed based on response time feature. We show, for the
first time, that in a real communication environment, the
WRFP attack is in fact capable of threatening hidden ser-
vices. -e attack scenario is shown in Figure 1. WRFP
utilizes response fingerprinting dataset of hidden service,
then designs website mirroring, and builds different
mounting modes of the same-source or multisource servers,
thus accurately replicating the website response traffic status.
WRFP further analyzes 87 combined features including
response time feature with an extremely randomized tree
algorithm. It is shown that the proposed method successfully
categorizes the index pages and subpages, websites, and
service types of hidden services. -e contributions of this
paper are listed in the following:

(i) We propose a novel hidden service WRFP attack
which is different from the traditional website
fingerprinting attack. WRFP monitors the website
pages, its types, and website’s servers simulta-
neously. Furthermore, the higher the target, the
better the classification effect will be.

(ii) We collect 300,000 pages of hidden service WRFP
datasets to achieve the same benefit of data traffic of
the real hidden service website. -e datasets include
the construction and mounting of two service
scenarios of the same-source and multisource
servers.

(iii) We propose a combination feature based on re-
sponse time to select and optimize the traffic feature.
We then show rationality and effectiveness of the
response time feature using test evaluations.

(iv) We compare the recognition performance and
computational efficiency of WRFP with other
website fingerprinting classifiers and show that its
classification performance is higher than that of
k-NN [7], CUMUL [8], and k-FP [9]. We also test
the advanced fingerprinting defense model and
show that the lightweight website fingerprinting
defense model is unable to effectively resist response
fingerprinting attacks.

-e rest of this paper is structured as follows. Section 2
introduces the deployment form of website fingerprinting
attack and hidden service server and explains the attack
hypothesis and targets. Section 3 summarizes the methods
and effects of traditional website fingerprinting attacks and

analyzes the results and deficiencies of various attacks on
hidden services. Section 4 is to design website mirroring and
website mounting methods and to collect the response
fingerprinting dataset of hidden service websites. Section 5 is
concerned with the response time measurement method and
proposes the WRFP classifier based on the response time
feature. Section 6 cross-evaluates the WRFP in the closed
and open worlds and further conducts tests for the network-
type subpage classification, TBB version changes, and de-
fense models. Section 7 summarizes the paper and proposes
the future work.

2. Background

2.1. Website Fingerprinting Attack. Evidences show that the
success of the website fingerprinting attack technique is
mainly due to the fact that attackers can capture and analyze
the statistical feature of data packets exposed at the traffic
level. -is compromises the reliability of anonymous net-
works. -is is shown in Figure 2(a) as the attacker analyzes
the original encrypted communication data, extracts the
transmission data at the cell, TLS, or TCP level [8], and then
obtains features such as packet length, direction, and se-
quence. -ese features are then matched with the feature
sequence of themonitoring website pages. In Figure 2(b), the
data traffic deformed by fingerprinting defense is shown.-e
essence of website fingerprinting defense [10–13] against
attacks lies in the real-time adjustment of the exposed
features of the traffic, the quantitative changes in the sta-
tistical feature that attacks rely on, and obscuring the
transmission trajectory of real websites. -ese are adjust-
ments made to deceive the classifier. Conventional methods
include analyzing the diversified traffic feature attack clas-
sifiers, improving the resistance of website fingerprinting
defense models, reducing the accuracy of attack classifiers,
and enhancing the security and anonymity of network
transmission.

By evaluating the classifier performance of a website
fingerprinting attack, the attacker tries to choose a closed
world with a single target or a complicated open world based
on the number of monitors [9]. In the closed world,
restricting the monitoring quantity and accessing range of
websites have the advantages of small training data, com-
plete presupposition, and low monitoring cost. -erefore, it
is the first choice for the attackers to evaluate the basic
performance of the classifiers. However, in the open world,
the real communication scenario is simulated and the
number of unmonitored website pages in the big back-
ground is far larger than those of the monitored pages. -is
means that the classifier needs to comprehensively judge the
feature information of unmonitored websites, to be able to
pose a viable challenge to the performance of the classifier.

2.2. Website Server. We usually suppose that the service
type of a website represents its service goal. To examine the
content of monitoring hidden services, we classify the
websites into eight categories, including store, search,
e-mail, news, forum, social, porn, and others. We further
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note that a website relies on the carrying capacity of the
server and responds to web data according to the internal
scale of the server.-erefore, we consider two scales for the
server configuration: same-source server and multisource
server (Figure 3).

-e same-source server is the basic configuration, where
single or multiple website domain names are deployed in the
same server space. To avoid issues such as insufficient server
performance or data lost caused by multiuser responses, the
two-way traffic of each website is concurrently processed on
the service port. For instance, port 443 in Figure 3 is an
external service port. By expanding the scale of the website
or increasing the number of visitors, the website resources
should be divided and deployed in a cluster server. In a
cluster server, distributed servers, SQL servers, load bal-
ancing servers, and other functions cooperate with each
other to provide the response to the needs of the website.
Such a setting is collectively referred to as the multisource
server. In a multisource server, the internal response traffic
of the servers is then collected and provided through the
service port for unified forwarding. -is is different from
that of the same-source servers in terms of traffic profile. In
this paper, we focus on the response fingerprinting analysis
of servers with two scales.

2.3. Attack Hypotheses. Juarez [14] pointed out that attacks
on traffic fingerprints requires reliable attack hypotheses,
and the success of website response attacks further depends
on the hypotheses in the mirror mounting stage, fingerprint
capturing, and response time measurement. In the mirror
mounting stage of the monitoring website, it is assumed that
the attacker has the ability to obtain the software and
hardware configuration of the monitoring website server

and copy and reconstruct the service content of the website
page. It is further assumed that the attacker is capable of
forwarding the response traffic according to the same-sized
same-source or multisource server configured by software
and hardware. -is hypothesis is preliminarily verified for
suitability in Section 4.2.

In the response fingerprint collection stage, it is assumed
that the attacker, when it is monitoring locally, is able to
judge the start and end of a single page request and response
traffic and further filter out the remaining noise traffic. -is
enables the attacker to effectively identify and isolate the
server responding to multiple response traffic of the same
domain name. Wang’s [15] research shows that the page
parsing assumption is in fact a difficult task. In the stage of
extracting the features of the response time, it was necessary
to assume that the attacker is less disturbed by the envi-
ronmental factors before and after the traffic is captured, and
the overall time volatility is within the receiving range. Our
experiments reported in Section 6.3 show that, by sliding the
response time within 10% of the prediction range, the
classifier keeps a normal judgment.

2.4.AttackGoal. Our goal is to attack the server mounted by
the hidden service, that is, to monitor the server that pro-
vides the specified website at the traffic fingerprint level. -e
test in Section 6.3 shows that the recognition effect of the
classifier can be improved by focusing the target on the
server. -e accuracy is also improved by focusing the target
on the type of website service. At the same time, the classifier
supports classification of the same-source and multisource
servers and realizes the corresponding recognition effect in
the face of different monitoring targets. In general, the re-
sponse fingerprinting attack is different from the traditional

Time

(a)

Time

(b)

Figure 2: Website fingerprinting attack and defense data traffic. (a) Original encrypted communication data traffic. (b) Fingerprinting
defense deformed data traffic.

Local attacker

GuardGuardTor client

Figure 1: Hidden services response fingerprinting attack scenario.
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fingerprinting attack, which is only a single target to restore
the trajectory of user’s behavior.

3. Related Works

3.1. Traditional Fingerprinting Attack. Website finger-
printing attacks are based on the passive traffic analysis in
the initial stage where the tunnel traffic with data en-
cryption techniques such as VPN, HTTPS, and SSH is
identified. For the first time, Herrmann [16] uses the
traditional data packet length feature to evaluate the
protection performance of Tor website and obtained a
modest webpage recognition accuracy rate of 2.95%. In
fact, Herrmann’s work turns the research goal in the field of
website fingerprinting to Tor and tries to build a website
fingerprinting model that is different from tunnel traffic
recognition. Cai et al. [17] then optimizes Herrmann’s
recognition algorithm by using string-based edit distance
algorithm and SVM model to characterize the communi-
cation data packet sequences. -eir method achieves 86%
recognition accuracy for 100 websites in the closed-world
scenario. LashKari et al. [18] focus on time based traffic
features, introduce 32 features, and show that the time
features can be used to classify the type of communication
type. -e accuracy of the proposed method is not however
comparable with that of the previous works.

Using deep learning techniques further increases the
recognition accuracy of the classifiers. In 2016, Kota and
Goto [19], instead of manual selection of the feature, use a
SDAE autoencoder and achieve an accuracy of over 86%
with simple input data. Later, Rimmer et al. [20] explore the
automated recognition results provided by a variety of deep
learning algorithms; however, to obtain a reasonable ac-
curacy, their approach requires access to a rather large
dataset including up to 2500 instances per page. In 2018,
Sirinam et al. [21] propose a recognition model of deep
fingerprinting (DF) which is trained and optimized based on
CNN. -is is the first classifier that is capable of producing
effective attacks on WTF-PAD fingerprinting defense. Bhat
et al. [22] further optimize the DF, to obtain an accuracy of
97.8%. -ey use a semiautomatic characteristic extraction to
improve Var-CNN classifier understanding of the nature of
the input data based on a small training dataset and short
training time.

Although fingerprinting classifiers based on deep
learning are in the mainstream of improving the recognition
accuracy, they often lack characteristic interpretability and
thus unable to express the differences between fingerprints
compared with the traditional machine learning algorithms.
In other words, deep learning weakens the statistical feature
exposed by the encrypted traffic and prioritizes the accuracy
of the classifier [23].-erefore, in order to explore the degree
of characteristic influence of response fingerprints, the
following three representative machine learning classifiers
are chosen for testing and comparison with the algorithm
proposed in this paper.

3.1.1. k-NN Classifier. Wang et al. [7] propose a website
fingerprinting classifier based on k-nearest neighbors (k-
NN) and extract 3736 combined features such as the
quantity, order, and single packet length of the load. -e
Euclidean-like distance function suitable for the recognition
is then used to measure the distance similarity between
features. -en, the weighted value of characteristic distance
is adjusted to measure the efficiency of the classification.
-ey show that k-NN is able to reach 85% TPR by moni-
toring 100 pages in the open world scenario.

3.1.2. CUMUL Classifier. Panchenko et al. [8] propose a
CUMUL classifier based on the SVM algorithm which
achieved 92% recognition accuracy for 100 pages in the
closed-world scenario. CUMUL expresses the tracked cu-
mulative sum of packets as a length cumulative vector to
minimize the differences in bandwidth, congestion, and
webpage loading time. A total of 300,000 real page finger-
print sets are collected to ensure the rationality of the
classification results.

3.1.3. k-FP Classifier. Hayes and Danezis [9] propose a more
advanced k-FP classifier in terms of web page recognition
accuracy, and its recognition accuracy to Alexa pages and
hidden service pages is both above 90%. k-FP is a set of
webpage classifiers based on random forest and k-NN. It
creatively uses random forest leaves to represent Hamming
distance to achieve webpage classification and systematically
analyzes the information benefits of 175 features. -e test

Web server

Same source
server Multisource server

Web proxy

ABC.onion:443

Distributed
server

Load balancer
server

SQL
server

Web server

Figure 3: A schematic of the web server deployment.
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result shows that using the first 40 combined features results
in the highest classifier accuracy.

3.2. Hidden Service Attack. In 2008, Zander and Murdoch
[24] propose an attack model based on hidden service re-
quest clock drift, and the results indicate that it had a certain
effect, but the attack condition depended on the number and
time of arrival of hidden service requests. Elices and Perez-
Gonzalez [3] improved the request arrival time prediction,
taking each request as an interval as a reference, thus im-
proving the positioning effect of hidden services. Biryukov
et al. [4] found that the server would make abnormal
feedback after sending the padding packet to the key po-
sition of the joint rendezvous node and guard entry node.
Ling et al. [5] manipulated the transmission load by using
the similarity principle and confirmed the hidden service IP
address by analyzing the protocol-level feature of the load at
multiple intersection points. In 2015, Matic et al. [6]
designed the detection tool CARONTE to locate the actual
server IP address by detecting the unique string and cer-
tificate chain leaked in the content of the hidden service. Tan
et al. [25] used the Eclipse attack to destroy the DHT
structure of the hidden service directory server, which could
cover any hidden service under a small amount of IP
resources.

In terms of the research objectives, compared with the
previous active attack methods, we tended to realize attacks
based on passive traffic analysis theory. As early as 2015,
when Kwon et al. [26] realized the classification of Hidden
Service link fingerprints, they also initially explored the
threat of website fingerprints to hidden services. Although
the experiment obtained 88% TPR, for the lack of consid-
eration of some objective factors such as actual server
software and hardware configuration, environment, and
internal relations, this research is just a reapplication of the
website fingerprinting attack scenario, and it is not helpful to
the reliability and effectiveness of response fingerprinting
data analysis.

4. Dataset

During the hidden service response period, the confusing
traffic between the server and the client is an unequal traffic;
therefore, the previously disclosed website fingerprinting
dataset cannot be used. -is is because of objective reasons
such as network disturbance, load encapsulation, and im-
balance between the demand and transmission link capacity.
Here, we collect a set of universal response fingerprinting
dataset of hidden service websites combined with the actual
server size, server mirroring, and mount mode. -e dataset
provides a reliable data basis for the classifier training.

4.1. Hidden Service Addresses. -e addresses of hidden
services are opaque and need to be collected through public
crawling, network detection, and memory extraction. -e
public collection methods include summarizing addresses
through Hidden Wiki, Real-World Onion Sites, Daniel’s
Hosting, and other means. -e nonpublic collection

methods consist of network detection and memory ex-
traction. Network detection is based on Elasticsearch engine,
combined with large search sites for large-scale hidden
service link scanning. Memory extraction [27] is much more
hidden and uses a self-built server that temporarily applies
for and obtains the HSDir tags to extract memory from the
short-term upload addresses.

Considering the rapid offline of some home pages and
Tor privacy protection of Tor, only memory addresses within
96 hours are extracted. It should be also noted that servers
with versions higher than Tor 0.3.5 give priority to v3 ad-
dresses. If the hidden service provides both v2 and v3 ad-
dresses, only v3 addresses are stored. During the collection,
according to the HTTP status code and curl error code of the
websites, the invalid, duplicated, and censored addresses are
also deleted, and a total of 34,890 active website addresses are
kept (Table 1).

4.2.WebsiteMirroring. As mentioned in Section 2, accurate
simulation of the communication behavior in the real en-
vironment is one of the key steps in fingerprint collection.
Taking the response traffic of DuckDuckGo as an example,
when the response fingerprinting sets of hidden service are
explored, the issue with the accuracy of image matching
needs to be solved. In the present study, a self-controlled exit
node is set to visit the normal site (http://duckduckgogo.
com) and the mirror site (http://3g2upl4pq6kufc4m.onion).
-e response traffic (T and RT) is then recorded. -e re-
sponse packets are also arranged in equal proportions in
time (Figure 4). -e mean value of 50 subpages is also
calculated. -e traffic of mirror image (RT1) is displayed on
the top of Figure 4, and the combined traffic of mirror image
and multisource server mount (RT2) is shown in the bottom:

1>Array 
RT2

T
 >Array 

RT1

T
 . (1)

A closer value of the cumulative sum of RT/T in mirror
matching to 1 indicates a higher sensitivity of the packet can
be maintained to time. -erefore, after evaluating the re-
lationship between the site and server image, it is determined
to build a combination mode of website image and website
mounting to provide a real website response traffic.

-e content of mirroring is stipulated. Public infor-
mation such as website templates, service content, and
addresses is included. Furthermore, server’s architecture
technology stack, file layout, storage, and other private in-
formation are detected with the modified OnionScan sup-
porting tools. Public information refers to the main
presentation form of the website service content. First, a
website crawler tool is developed based on requests and
selenium to obtain complete HTML, CSS, JavaScript, and
other structural data. -e internal and external links of
JSON, JavaScript, and CSS language are then automatically
rewritten, such that the style of the website pages is not lost
and even the address links of dynamically generated images
cannot be mirrored correctly. Secondly, we use Flask
lightweight framework to build the site and Cchardet
module to assist in confirming the coding method of the
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website to ensure uniform mirror content. Finally, to ensure
the balance between each type of website and the number of
accepted subpages, the collection and processing of subse-
quent subpages of each website are determined according to
the website type. -e specific crawling depth of the website
type is shown in Table 2. Websites of e-mail type need
logging in and cannot be effectively crawled; therefore, only
the login page is recorded as the index page.

Privacy information represents the response perfor-
mance of the server; fortunately, information collection can
be done without controlling the server itself. It is also found
through scanning OnionScan that about 55% of hidden
service websites are equipped with the classical technology
stack combination of Nginx + PHP, and 38% of websites
have a common file layout structure, such as /style, /images,
/css, and other major directories. To optimize website
hosting, the key exchange in the handshake phase of HTTPS
is also ignored, and all HTTPS sites are simplified to HTTP
sites. Different from the TLS protocol, in Tor transmission
tunnel, the SSL certificate is only provided through simple
handshake by HTTPS exchange protocol. -erefore, this
cannot affect the subsequent page element transmissions.
Optimization of the network bandwidth, server require-
ments, and internal links is conducted within the acceptable
range. For example, timely deletion of access.log could ef-
fectively solve the problem of slow response.

-e website relies on the server for page response.
Further, its relationship with the server is usually one-to-
one, i.e., one server mounts one domain name website. To

meet the practical tactical needs, the relationship between
website and server is also expanded to one-to-many and
many-to-one cases. In this study, considering that the server
configuration determines the quality of the site’s response,
based on the potential impact of the server size of the hidden
service mount, the mounting scenarios of websites are
classified into the three following categories:

4.2.1. Same Source-Single Website (SS-SW). In this scenario,
the server only provides basic web services to the website.
-e response of the website can be optimized by using the
performance of the server, and the server is very inclusive to
the performance of the website. -is scenario is mostly
selected for temporary small websites.

4.2.2. Same Source-Multiple Websites (SS-MW). Many ad-
dresses in hidden services are attached to the reliable large
server providers such as Daniel’s Hosting, Ablative Hosting,
and Kowloon Hosting. Each server of the server providers
mounts multiple independent domain name websites. Here,
the configuration mode of Daniel’s Hosting is selected and
copied in constructing scenarios in this study. To ensure the
effective quarantine of agents between the websites, inde-
pendent domain names are used for website addresses. -e
configuration of the hidden service hosting server is the basic
configuration of Nginx + PHP+NTP, equipped with inde-
pendent website registration function. Moreover, the server
in the group passed the load performance stress test of the

Mirror image

Mirror image + mounting

Number of packets

Normal

0 10 20 30 40 50 60 70 80 90 100

Figure 4: Comparison of response traffic of mirror image of DuckDuckGo.

Table 1: -e number of collected hidden service website addresses.

Collection method Addresses collected
Active addresses

v2 v3
Public crawling 24,591 13,130 8461
Network detection 16,345 10,328 4017
Memory extraction 53,452 36,234 16,218
Total 34,890
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Locust framework. It is found that if more than 235 domain
name websites are mounted, the response failure rate will be
gradually increased and the response time fluctuated fre-
quently. Considering the bandwidth difference of the
websites, 150 response ports are opened in the server to meet
the load balance of multisite responses.

4.2.3. Multisource-Single Website (MS-SW). To improve the
availability threshold of large-size websites, the load bal-
ancing server, web server, SQL server, and distributed server
are combined into a server cluster. Among them, the dis-
tributed server provides several types of response elements,
the SQL server mounts the background data, and the load
balancing server balances the load of the website response
traffic. By receiving large-scale request traffic, the server
cluster automatically retransmits the traffic to the server
members according to the response rules and responds to
the specified resources.

4.3. Website Mounting. -e mirror image of the website is
automatically mounted according to the server size. -e
inconsistency of mirror response may occur between websites
as well as servers. -erefore, in feasible mounting scenarios,
the mounting is performed with reasonable rules according to
the website configuration and data space. As shown in Al-
gorithm 1, to avoid the intersection of website data, each
domain name is only mounted in one server scenario.

Steps 5–11 of the algorithm: the website is placed in the
SS-MW scenario if the server configurationmatches with the
configuration of classical technology stack. If the data space
exceeds the maximum allotted space by the server, the MS-
SW scenario is then imported.

Steps 12–15: the website is placed in the SS-SW scenario,
if the underlying configuration of the current site is not in
records. However, the response failure is likely, where the
website is placed into the matching scenario. To exclude this
situation, the HTTP access status code is detected and the
abnormal website is manually debugged. In addition, the
number of automatic control servers is much smaller than
the total number of websites. -e website mounting status is
presented in Table 3, where the rotational mounting
mechanism of the website is considered. -e number of
groups is the number of rotational mounting of the website:

4.4. Collection of the Response Traffic. To ensure the con-
trollability of the response traffic and to prevent hidden
service from being accessed by outsiders, we build a small
Tor network based on the website image reserve. -e col-
lection of response traffic from resource deployment to
traffic data processing is divided into the following five steps:

Step 1. Resource deployment: we build a small auto-
control network composed of 40 relay nodes. It is
equipped with necessary components such as hidden
service directory server, authoritative directory server,
and client agent. -e release and update time of hidden
service address are also revised to 15 seconds. Eight
Amazon EC2 servers are mounted with the website
content of different scenarios. Among them, one server
was set as a large hidden service hosting server and
another 4 formed a server cluster.
Step 2. Synchronization of client with server: inside the
server is a rotational mountingmechanism. NFS is built to
allow the client to share the address list and website re-
sources with the server. Moreover, the client is permitted
to modify the list. When the website is visited successfully,
the header address is deleted, and the server automatically
reads the most recent address for mirror image mounting.
Step 3. Traffic collection the request-response cooper-
ation between the client and the server realizes the
collection of traffic.-e client traverses the list of hidden
services in order and starts the tor-browser-crawler [14]
self-running program. -e interval between the visiting
website and the internal page is set to 20 seconds, to have
a sufficient traffic response and website replacement
time. We then use Munin to monitor the traffic at the
backend of website server. When the bandwidth of the
service port is suddenly increased, it cooperates with
tcpdump to collect the traffic. After completion, server
sends destroy instruction packet to the link through the
stem controller, and the client restarts the Tor program
synchronously. -is eliminates the impact of data re-
tention and continuation while keeping the complete
response packet. Finally, the server implements per-
muted access to the list of websites. -erefore, when the
website response traffic is successfully collected, the
current website is immediately gone offline and the
mirror agent of the presorted website is turned on.
Compared with the multiple visits to the website in a
single round, the advantage is that the response of the
website will not be affected by the internal environment
of the server and will not miss the opportunity to get a
fresh and correct response packet. -e data are collected
in a total of 50 rounds, and the same number of instances
of page traffic is obtained from each website.
Step 4. Traffic processing: although the collection process
reduced the possibility of traffic anomalies, there are
potential interference packets. Packet filtering and
packet retransmission operations are in place to ensure
that the response traffic within each instance is similar to
others. -ere were five types of packets at the TCP level
which are involved in packet filtering including: missing,
repeated response, hierarchical transmission, window

Table 2: Selection of crawling depth for different types of websites.

Website type Store, search, e-mail News, porn Others Forum, social
Page properties Index page Index page + subpage Index page + subpage Index page + subpage
Crawling depth Level 1 Level 2 Level 3 Level 4

Security and Communication Networks 7



update, and ACK loss packets. -e transmission packets
with zero data length are also removed to directly filter
packets that interfere with packet classification without
providing reliable information. Packet retransmission
improves the property value gap between the website
instances. Winsorization [28], an effective method for
routine detection of abnormal values in sample data, is
also adopted to detect the site response duration
property. -e duration larger than 95 quantiles in the
property is defined as an outlier, and revisiting is re-
quired to complete the instance. About 17% of the
packets on the website are processed, and 6% of the page
instances need to be retransmitted.
Step 5. Data conversion: to facilitate the data input of the
instance which is interpreted by the classifier, the de-
mand data are converted into a combination of symbols
and values, including direction (d), time (t), and packet
length (l) that are input in the form of d� {−, +}. -e
specific conversion formula is as follows:

Dump(TCP) � d1 t1, l1( , d2 t2, l2( , . . . , dn tn, ln( ( .

(2)

5. WRFP Attack

5.1. Response Time Features. Here, we investigate the ef-
fective function of the response packet of the website. -e
combination of response time features is then proposed to

highlight the implicit information hidden in the response
time and response time frequency features. -e measure-
ment of hidden service response time is illustrated in Fig-
ure 5. -e attacker monitors encrypted TCP packets locally,
records the standard time of each incoming or outgoing
packet, and then calculates the time difference of the two-
way packet group, that is, the difference between the start
time of a set of outgoing server packets and the end time of
the incoming packets, i.e., ΔRT � IT + OT.

For the response time measurement specified in Algo-
rithm 2, the attacker records the specific TCP packet time
and calculates the response time frequency as well as the
binning information. Specifically, steps 2–8 indicate that a
set of continuous incoming packet time (IT) and continuous
outgoing packet time (OT) is regarded as a response time
unit, and the difference between the start time (T.start) and
the end time (T.end) of the response is considered as the
response time (ΔRT).-e preset number of bins (RT.Bins) is
included in step 9. Steps 10–16 indicate that the response
time is looped into the response frequency bins according to
the specified range (Range), and the output is the response
time frequency array (ΔRT.F).

Figure 6 is a visual display of the response time frequency
array.-e internal response time of the two popular websites
is calculated, and the global time is inserted into 20 bins. -e
upper layer of Figure 6 summarizes the response time of the
forum website http://kbhpodhnfxl3clb4.onion. -ere is one
bin with response time of 20ms, and the response time

Input:Mounted website collection (Webm), website public information (Webopen), website privacy information (Webprivacy),
website configuration (CF), and website data space (DS)
Output: Server scenario (Sce)
Steps:

(1) (Webm,Webopen,Webprivacy)⟵GetImformation(Webm)

(2) Records⟵WebsiteConfig(Records)
(3) for eachWebsitew ∈Webm do
(4) w.CF⟵GetConfig(Webprivacy), w.DS⟵GetConfig(Webopen)

(5) if w.CF⊆Classical technology stack then
(6) if w.DS≤Maximumallotted space then
(7) return Sce⟵w.SS − MW
(8) else
(9) return Sce⟵w.MS − SW
(10) end if
(11) end if
(12) if w.CFnot in Records then
(13) return Sce⟵w.SS − SW
(14) Records⟵w.CF
(15) end if
(16) end for

ALGORITHM 1: Algorithm of website mounting.

Table 3: Same-source and multisource mounting mechanism.

Server size Scenario Website× server/group Rounds

Same source SS-SW 1× 1 6457
SS-MW 1× 4 3579

Multisource MS-SW 150×1 122

8 Security and Communication Networks

http://kbhpodhnfxl3clb4.onion


220–240ms appears three times. -e lower layer of Figure 6
displays the response time of the news website http://
3g2upl4pq6kufc4m.onion, for which the minimum re-
sponse time is 53ms, the maximum response time is 669ms,
and the frequency of the 3 bins is 4 times. Compared with
what is in the upper layer of Figure 6, the response time
density is more concentrated in the lower layer.-is suggests
that the response frequency of the website represents the
difference between the response of the server and the load
behavior of the website. It is therefore inferred that this kind
of feature can be used to extract the response classification
information of different websites.

5.2. Feature Selection. It is pointed out in a number of
studies [7–9] that the accuracy and robustness of website
fingerprinting attacks are strongly correlated with the
demand features. It is also noted that with the development
of website fingerprinting attack technology, statistical
features such as incoming, outgoing, burst, and total
number of packets are capable of improving the perfor-
mance of the attack model. It is however suggested that
time characteristics are fragile and no consensus has been
reached about time [29]. Hence, it is an immediate need to
verify the importance and inevitability of response time
features in website response fingerprinting, according to

Outcoming_time1

Incoming_time1
Unit1

UTC time

Unit2 Unit3

OT2 OT3

IT3
IT2

ΔRT1 ΔRT2 ΔRT3

Outcoming

Incoming

Figure 5: Measurement of the response time.

Input: the continuous incoming and outgoing TCP packet collection (T), response time frequency bins (RT_Bins)
Output: Response time (ΔRT), response time frequency array (ΔRT.F)
Steps:

(1) T.start⟵T1.time,Range⟵ 0,RT.bins⟵ bins
(2) While i≤ Length(T) do
(3) if T[i].in is outgoing packet andT[i + 1].out is incoming packet then
(4) T.end⟵T[i].time
(5) returnAddT(ΔRT)⟵T.end − T.start
(6) T.start⟵T[i + 1].time
(7) end if
(8) end
(9) Timerange⟵ (Max(ΔRT) − Min(ΔRT))/RT.bins
(10) for j≤RT.bins do
(11) if Range≤ΔRT≤Timerange + Range then
(12) ΔRT.F[j] + +

(13) end if
(14) Range⟵Timerange + Range
(15) returnΔRT.F

(16) end for

ALGORITHM 2: Response time measurement algorithm.

Security and Communication Networks 9
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the ranking and recognition results of many kinds of
features.

For feature weight ranking, we use an extremely ran-
domized tree regression classifier on the response traffic
label dataset. To obtain the best feature combination, the
overall feature ranking is carried out according to the degree
of influence of each preselected feature on the model pre-
diction result.

-e traditional feature classification standard is based on
Gini or information entropy coefficient [30] which may
ignore property overlap of some of the features. In a group, if
a feature variable is set as a strong predictive variable, the
importance of its associated feature variable is decreased.
Note that most of fingerprinting traffic features are, in fact,
combined features and tend to include multicategory var-
iables. -erefore, in the feature ranking, the importance of
excellent features might be reduced. To address this issue, we
select R-square mean as the classification standard to ensure
the importance of a single feature and the fair ranking of the
excellent features. R-square mean measures the basic ac-
curacy of the feature reduction model, which is regarded as
the remeasurement of the model accuracy by inverting a
single feature value. For instance, a feature score of 0.02
means that, after replacing the feature data, the accuracy of
the attack model is reduced by 2%. As far as the results are
concerned, for low-importance feature variables, an arbi-
trary change of the value has a slight impact on the accuracy
of the model, while a disturbance on an important feature
leads to a significant decrease in the model accuracy. In this
study, the features are divided into main features and ef-
fective features according to their score, and the measure-
ment range is the mean score as follows:

main≥ ⌈


j
i�1 scores[i]

j
× 100%⌉ > effective≥ 0. (3)

-emain features have a range of score greater than 0.02,
and the score of the effective features is in the range 0 and

0.02. For features with a score smaller than 0, the prediction
of the attack model is biased towards the worse result.

Figure 7 shows the main feature ranking corresponding
to the response size of multisource and same-source servers
after 50 raking rounds of 87 features, with 25 main features
for multisource server and 23 for same-source server. -e
importance of each feature is not exactly the same between
the two sizes. -e results show that in the two response sizes,
the number of packets and response time play a leading role
in judging the attack, and the number of packets, sequence
information, and response time information is the primary
judgment basis of the attack. Among the load key infor-
mation of the total number of incoming and outgoing
packets, the total number of outgoing packets ranked first,
with mean scores of 0.18 and 0.16. -e proportion of in-
coming packets ranked in the top 7 in both sizes, with scores
greater than 0.1. Meanwhile, 15 burst packet features have
the largest changes, which are ranked the 10th with a score of
0.067 in the same-source server size, while they are ranked
the 19th in the multisource server size, with a score of 0.034.

(i) Response time features: in the multisource server
size, the mean score of the total response time is 0.17,
which is only lower than that of the total number of
outgoing packets (rank 8) and the standard deviation
(rank 11). -e response time of the first 20 packets
ranked between 12 and 19, and the total response
time of the last 20 packets ranked 20 with a score of
0.031.

(ii) Response time frequency features: in the same-
source server size, the total number of response time
frequency is ranked 5 with a score of 0.13, in line with
the expectation. -e standard deviation of response
time frequency is ranked 6 with a score of 0.1. -e
mean response frequency is ranked 23, with a score
of only 0.02. -e standard deviation feature of the 5
bins with minimum response time frequency is
ranked 11 with a score of 0.058.

-e first 32 valid features of the same-source server are
shown in Figure 8. Burst packets and transmission time
provide auxiliary support to attack classification. -e total
transmission time of outgoing packets is ranked 28, with a
score of 0.017, which was 1/10 of that of the total response
time.-emain reason is that the website response time has a
higher stability and reliability than the distance transmission
time.

Figure 9 summarizes the data transmission process. -e
transmission intervals corresponding to response time ΔT3
and ΔT4 are short, and the processing is simpler than that of
the distance transmission response time ΔT1 and ΔT2.-is is
consistent with the view of Hayes [9] that the statistical
features of packet interarrival times slightly improve the
attack accuracy, and the information disclosure ability of the
response time is much higher than that of the packet
interarrival times.

-e number of selected features is an important factor.
Hayes [9] shows that the first 30 of the 150 features ensure
90% accuracy of the classifier. Panchenko [8] optimizes the
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Figure 6: Visualization of the website response time frequency.
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number of cumulative features to 100 to improve the effi-
ciency of CUMUL. -ese show that an excessive number of
features are inversely proportional to the classification
return, and further, the optimization of the number of
features is able to maximize the accuracy of the model within

the demand range. To determine the optimal number of
features for the performance of the classifier, the changes in
the number of features (started from 10) and the model
accuracy variations of the two sizes are compared. -e
changes in and the relationship between the number of
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Figure 8: Ranking of the first 32 valid features of the same-source server (score >0.012).
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Figure 7: Rankings of main features of the multisource and same-source servers response sizes. (a) Main features of multisource server.
(b) Main features of same-source server.
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features and the accuracy are displayed in Figure 10. -e
accuracy of the first 24 features is increased rapidly, which is
inline with the corresponding increase in the ranking degree
of the main features. However, the accuracy is oscillated for
the number of features larger than 70 in both same-source
and multisource server sizes. -is suggests that a reasonable
choice for the number of the features is 73 or 82. Accuracy
greater than 94% also meets the needs of the attack, and the
optimized numbers prevailed in the subsequent tests.

5.3. Process of Response Attack. Here, we propose a set of
standard WRFP attack processes which follow the basic
construction phases of fingerprinting classifier including
response attack training phase and response attack matching
phase. -e response attack training phase is divided into the
training and WRFP classifier performance testing. -e
training process is shown in Figure 11 and includes the
following steps. Step 1: the response traffic of the website
mount image is collected. Each mirror site repeatedly re-
sponds for 50 rounds to obtain the original TCP finger-
printing dataset. Step 2: features are extracted from the
dataset, labeled, and bound to the website page or server to
form a feature tag library that is used in the subsequent
training steps, as well as the attack matching phase. Step 3:
-e extremely randomized tree classifier with a training to
test ratio of 8 : 2 is then applied to the website response
fingerprinting dataset to build a hidden service website
response fingerprinting classifier. Step 4: Cross-validation of
the test set is carried out. Step 3 is repeated until the ver-
ification classification result is at its highest value. -e attack
model is considered as the final WRFP classifier.

It is stipulated that the trainedWRFP classifier is capable
of conducting response fingerprinting attacks. -is because
the attacker has the ability to monitor the locally encrypted
TCP traffic. -e attack matching process is shown in Fig-
ure 12. Firstly, the attacker marks the locally encrypted TCP
traffic. Secondly, the statistical information of the load
packet is extracted and converted into the response eigen-
values. Finally, after accumulating the packets observing and
monitoring the numbers, the extremely randomized tree
classifier generates thematching results of the website server,
including the website tags matched under the same-source
and multisource server sizes, as well as the website server
that provides mounting.

Here, the extremely randomized tree [31] is used which
is different from the random forest classifier in the way of
selecting the division points in a single decision tree. -e
random feature splitting method is added to randomly
obtain bifurcation values. -is random feature selection
greatly reduces the amount of training computation. -e
extremely randomized tree randomly selects the samples
when constructing the data subset and further randomly
extracts the features of the samples. In other words, when
building the model, part of the features is used for training.
Comparison of the classification performance between the
extremely randomized tree and random forest is shown in
the first two rows of Table 4. As it is seen, the test speed of
extremely randomized tree is improved by 102%.

6. Experimental Results and Analysis

6.1. Evaluation of Dataset. To realize the rationality of
evaluation, we use a hidden service response fingerprinting
dataset collected in real network environment. -e sizes and
properties of the datasets are presented in Table 5, and the
website size is expressed as the number of website pages
multiplied by the number of fingerprint instances. In the
results of dataset classification, the training effectiveness of
the classifier is based on same-source and multisource server
response fingerprints. -e response fingerprints of 90,000
independent pages are collected, with 50 instances for each
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Figure 9: Data communication and transmission.
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page. Besides, a big background response fingerprinting is
constructed to facilitate the understanding the recognition
effect of the classifier in open world. Response fingerprints of
a total of 200,000 pages are collected, covering 25,000
websites. To evaluate the impact of TBB version and website
fingerprinting defense on the classifier, we collect 200,000
response fingerprints of version 6.5 and 7.5, with 2000
(pages)× 50 (instances) for each defense model.

6.2. Evaluation Indexes. -e test evaluation indexes pro-
posed in this study are aimed at the evaluation of the re-
sponse fingerprinting classifier in multiple scenarios. In
addition to the conventional accuracy of classification, other
indexes provide practical insights on performance of the
classifier.

6.2.1. Precision and Recall. Precision refers to the probability
of recognizing correctly classified monitored pages. Recall
refers to the probability that the monitored pages are

classified as correctly monitored pages. Precision and recall
affect each other. In tests and evaluation, a high precision is
preferred to reflect the correct classification effect of the
classifier under a big background.

6.2.2. True Positive Rate (TPR) and False Positive Rate (FPR).
TPR is equivalent to recall, while FPR refers to the proba-
bility that unmonitored pages are misclassified as monitored
pages. -e combination of the two indexes shows the per-
formance of the classifier; however, if they are affected by the
fallacy of the basic rate, these indexes become bad references.

6.2.3. Bayesian Detection Rate (BDR). BDR refers to the
probability that a given classifier can correctly judge a
monitored page when it is recognized as a monitored page.
-is index includes the ratio of the monitored pages to the
total pages, to a certain extent eliminating the classification
influence caused by the basic rate fallacy in open world, and
highlighting the correct classification results in the big

Table 4: Performance comparison of different algorithms in the classifiers.

Classifier Algorithm Accuracy (%) Test time∗ (hour) Parameters Features Memory∗∗ (GB) Page

WRFP Extremely randomized tree 93.63 0.43 n� 213 87 8 10,000
Random forest 91.82 0.87 n� 487 87 8 10,000

K-FP Random forest +Nearest neighbors 92.35 1.14 K� 5, n� 379 186 65 10,000

K-NN K-nearest neighbors 88.14 1.65 K� 5 1225 10 10,000
88.06 4.88 K� 5 3736 16 10,000

CUMUL SVM-RBF 90.78 0.55 C� 4096 150 30 10,000
∗Test time refers to the instance feature extraction time + page classification time. ∗∗Memory denotes the minimum required memory size.
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Table 5: Classification of datasets needed for evaluation.

Dataset Data description Data size Website size TBB version
Same-source server Response fingerprinting of same-source server 40,000× 50 11,500 8.5
Multisource server Response fingerprinting of multisource server 50,000× 50 15,000 8.5
Background Response fingerprinting of big background 200,000×10 25,000 8.5
TBB version Response fingerprinting of multiple TBB versions 4000× 50 100 6.5/7.5
Defense Fingerprinting of multiple types of defenses 8000× 50 100 8.5
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background. Juarez [14] and Hayes [9] apply BDR in their
study for the first time and show that this index is feasible:

BDR �
TPR × Pr(M)

TPR × Pr(M) + FPR × Pr(U)
,

Pr(M) �
|monitored|

|total pages|
,

Pr(U) � 1 −
|monitored|

|total pages|
.

(4)

6.3. Closed-World Test. In this section, the performance of
WRFP classifier is tested in closed world. -e classification
results of monitoring a small number of hidden service
websites is simulated, and the response fingerprinting of
same-source or multisource servers is judged. A total of 300,
600, and 900 website pages were monitored, with 40 in-
stances for each page as the foreground training set and the
other 10 instances as the test set. -e background pages are
fixed with 10,000×10 random pages, and ten-fold cross-
validation is performed to ensure the rational use of the
dataset.

-e test results are shown in Table 6. -e accuracy of
monitoring 300 pages is 96.7%, with a TPR higher than 94%.
By increasing the number of monitored pages to 600, the
accuracy declined by 2%, indicating that if the attacker wants
to get the best recognition results, the attacker needs to
control the number of monitored pages. In monitoring 600
multisource pages, it is promising that the FPR reaches 0.4%.
By comparison, it is seen that the accuracy of recognizing
same-source pages is 2% higher than that of recognizing
multisource pages. -is however does not mean that the
classifier has a weaker ability to classify multisource servers.
Instead, it may be attributed to data jitter in multisource
servers which may cause deviation in the correct classifi-
cation of multisource pages.

-e distribution of response time frequency is deter-
mined by the bin value, and the setting of bin value affects
the granularity that divides time frequency. -erefore, the
selection of bin value affects the accuracy of the classifier. In
this study, the bin value is set as {5, 10, 15, 20, 30}.-e results
of the ROC test with 600 monitored pages are given in
Figure 13. It is seen that for bin� 5, the accumulation of
response frequency simplified the distinction between
websites and the FPR is 43%. For bin� 30, the website re-
sponse time is finely differentiated, and the frequency span is
excessively lengthened such that the website classification
features are mixed, resulting in a TPR of only 80%. -e area
under curve (AUC) for the case with bin� 10 and bin� 20 is
0.9505 and 0.949, respectively. -is is a rough indication of
similar performance of the two classifiers. -rough specific
measurement, it is also seen that, for bin >15, the AUC of the
increased bin value shrinks and the classifier has a dimin-
ishing return. Based on the results of several candidate
values, the bin value is finally set as 15.

In the present study, websites servers that provide the
specified hidden services are monitored. In other words, the

website information provided by the servers is monitored,
which could alleviate the confusion from the website internal
pages. Under the background of 10,000 websites, the number
of websites to be recognized increased from 50 to 1000. As it
is seen in Figure 14, the FPR of classifying 1000 websites is
only 1.5%. For a website size of greater than 4%, the TPR is
maintained above 93%. In the face of the growing number of
monitored websites, the recognition performance of the
classifier is excellent as it does not decline slightly as in the
case of page recognition. -e index of precision emphasizes
more on the overall classification of monitored websites.
Monitoring 100 websites, the precision is 69.4%, with 30
monitored websites unrecognized. -erefore, the effect of
WRFP classifier for monitoring small-size websites is not
satisfactory. Increasing the size of monitored websites by
10%, the precision is increased from 69.4% to 86.1%. -e
overall classification results manifest that when the attack
target is turned to the server, the classification becomes
easier and the effect of monitoring large-size website servers
is excellent.

A total of 40 page instances are used as the training set in
the above test. According to the previous experiences, ex-
pansion of the training set can easily improve the perfor-
mance of the classifier. Whether or not a small number of
training sets can keep the performance of WRFP classifier
within an acceptable range is investigated in this study. -e
background is 10,000 pages. -e instances in each page is
split into training sets and test sets as shown in Table 7, and
ten-fold cross-validation is performed. For 10 training in-
stances, the TPR is reduced to the lowest (90%), while the
FPR is 2.5%. -e recognition accuracy gaps of 20 and 30
instances with 40 instances is also acceptable (less than 1%).
As expected, the classification result is affected by reducing
the size of the training sets. However, WRFP classifier allows
effective page recognition even for small training sets. Of
course, 40 page instances should still be used for training to
obtain the best WRFP classifier performance.

We also investigate robustness ofWRFP classifier against
time fluctuations. -e response time is expanded propor-
tionally, and the number of monitored pages to 600 and 20
rounds of tests are conducted. As it is shown in Figure 15,
time error rates smaller than 5% have no real effect on the
accuracy. As the error rate increased to 9%, the accuracy is
gradually declined. For a time error rate of 24.5%, the
recognition accuracy is dropped below 83.3%, which is the
accuracy when the response time feature is removed. Such a
decrease seriously affects the attack judgment. Hence, to
ensure the balance between WRFP classifier accuracy and
time error, time error rate needs to be kept below, and the
accuracy rate is steadily higher than 90%, that is, the fluc-
tuation of 2 bins within the response time frequency is
acceptable.

6.4.Comparison inOpenWorld. In this section, comparisons
are made between WRFP classifier and the traditional
website fingerprinting attack classifiers. Although the
monitor target of the traditional classifiers and that ofWRFP
classifier are different, they are all based on fingerprinting
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feature recognition at the traffic level and the results are
comparable. -e traditional models involved in the com-
parison are CUMUL [8], k-NN [7], and k-FP [9], and the
response datasets are uniformly used for classification tests.
To understand the actual effect of the classifiers, test data
with unbalanced foreground and background are used to
increase the challenge of classification. -e background size
is divided into [2000, 5000, 10,000, 50,000, 100,000,
200,000], the foreground is set as 1000 (pages)× 40 (in-
stances), and 5 rounds of tests are carried out. In addition,
the basic traffic is a response packet close to the server, and
the data themselves are biased towards the response clas-
sifier. To judge the dependence between the result and the
data themselves, the traditional website fingerprinting attack
classifiers are divided into two states:

(i) Response time features unloaded: the basic classi-
fication function of classifiers is discussed based on
the maintained original attention features of the
classifier.

(ii) Response time features loaded: while keeping the
original features, the response time and response
time frequency features are added to test the degree

of classifier judgment to page classification after
loading response time.

-e performance of the classifiers in open world is
measured with reference to indexes of precision and recall.
-e classification results of original classifiers are shown in
Figure 16. -e performance of the classifiers is weakened by
increasing background size. However, by increasing the
background size from 2000 pages to 200,000 pages, the
precision of WRFP classifier is kept at 86% and its recall is
declined from 95.2% to 84.1%. -is suggests that the WRFP
classifier remains effective in recognizing monitored pages
under a big background. Under a background of the same
size, the precision and recall of k-NN classifier are 58.4% and
53.5%, respectively, and there are about 400 pages that are
not correctly classified as monitored pages. -e k-FP clas-
sifier performs well under a background of 50,000 pages,
with precision of 83.8% and recall of 81.1%. However, for a
background of 200,000 pages, the recall is 71.2%, and that of
CUMUL is 66.4%, both of which are unable to guarantee

Table 6: Recognition effect of different pages in closed world.

Server information Page Accuracy TPR FPR

Same source
300 0.967± 0.023 0.947± 0.008 0.013± 0.005
600 0.964± 0.041 0.944± 0.013 0.009± 0.007
900 0.952± 0.025 0.936± 0.016 0.015± 0.013

Multisource
300 0.962± 0.011 0.936± 0.011 0.009± 0.009
600 0.953± 0.016 0.935± 0.016 0.004± 0.008
900 0.945± 0.021 0.930± 0.014 0.017± 0.012
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Figure 13: -e effect of bin value on response time frequency.
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Figure 14: Classification results of monitoring website servers.

Table 7: Recognition result of the reduced training sets.

No. of
training
instances

No. of
test

instances
Accuracy TPR FPR

10 40 0.923± 0.023 0.921± 0.021 0.025± 0.015
20 30 0.957± 0.022 0.931± 0.013 0.016± 0.013
30 20 0.961± 0.035 0.934± 0.009 0.015± 0.009
40 10 0.961± 0.017 0.935± 0.009 0.008± 0.009
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reasonable attack accuracy. -e BDR results are shown in
Table 8. For the background smaller than 5000 pages, all four
classifiers maintain a good and correct page recognition
effect. For the background of 50,000 pages, only the WRFP
classifier maintained correct page recognition larger than
50%. In the face of unlimited increase of background pages,
it is impossible to guarantee the classification accuracy. For
example, for the background size of 200,000 pages, less than
20% of them are correctly classified.

-e test results of classifiers loaded with response time
features are displayed in Figure 17. In contrast with the
original classifiers, the precision of k-NN classifier is in-
creased from 58.4% to 72.4% under a background of 200,000
pages, while the recall is increased from 53.5% to 70.5%.-e

recognition performance of k-FP classifier is also increased
slightly, with precision increasing from 75.4% to 82.1% and
recall from 71.2% to 81.1%. On the contrary, the recall of
CUMUL classifier is only increased by 6%, while the pre-
cision is decreased by 2%. -is may be due to the fact that
CUMUL is biased towards the accumulation of packets and
cannot effectively utilize the loaded response time and re-
sponse time frequency features, which make the recognition
skew toward a worse result. It is concluded that the response
time features can provide a reliable help to the classifier to
judge the response fingerprint.

-e results of WRFP classifier recognizing the website
servers represented by the pages are shown in Figure 18.
Compared with the classification result of a single page,
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simplification of the scenarios increased the recognition
probability. -e test is conducted under a background of
26,000 web servers, and 1000 web servers are monitored.

When an attacker looks for a balance between precision and
recall, WRFP classifier can get the optimal effect of both
precision (94.3%) and recall (93.7%). Although the balance
value of k-FP classifier is lower than that of CUNUL, the
attackers can highlight precision or recall getting the correct
recognition effect. -e k-NN classifier is not effective in
recognizing server scenarios, and for a precision of 94.3%,
the recall is only 80.6%.

In addition, the computational efficiency of the clas-
sifier is particularly important. -e test results of the
computational efficiency of the classifiers for classifying
10,000 pages are given in Table 4. Considering the high
memory consumption by k-FP classifier, the background is
set to 30,000 pages. An Intel Xeon E5-2696 v4 is used as the
CPU core in the test. To obtain the optimal accuracy, the
false positive pages are ignored and the corresponding
optimal parameters of the classifier are selected. -e test
time includes the algorithm classification efficiency and the
frequency of feature extraction and transformation, all of
which are linked to the number of features. We test the
k-NN classifier proposed by Wang [7]. -e model per-
formance is improved by optimizing the number of fea-
tures (the packet length feature which is useless to the cell is
deleted), and the computational efficiency is increased by
310%. However, its computing time is still longer than that
of other classifiers. CUMUL classifier is the closest to
WRFP classifier in terms of computing time, but its rec-
ognition accuracy is 90.7%. k-FP classifier needs a large
memory in exchange for higher accuracy.
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Figure 17: Test results of classifiers loaded with response time features. (a) Precision. (b) Recall.
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Table 8: BDRs of classifiers under different background sizes.

Classifier
Background sizes

2000 5000 10,000 50,000 100,000 200,000
WRFP 0.987 0.962 0.903 0.658 0.292 0.183
k-FP 0.984 0.944 0.863 0.456 0.219 0.093
k-NN 0.979 0.921 0.776 0.313 0.121 0.042
CUMUL 0.983 0.932 0.813 0.368 0.182 0.081
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Our results suggest that WRFP classifier has the two
following advantages. First, it needs smaller memory than
that of the other classifiers, with a memory usage of 12.3% of
that of k-FP. Second, it has a high computational efficiency
which is 11 times faster than that of k-NN.

6.5. Subpages ofWebsite Types. In the evaluation experiment
in Section 6.4, the test set contained index pages and subpages
of the hidden services. -e results showed that separate
classification of each page causes a great pressure on WRFP
classifier, and too many subpages may confuse the judgment
results. In reality, the subpages wrap the service content of the
website, and there is a certain gap in the service content of
each type of website, showing different contours at the traffic
level. However, it is based the service profile of the website
that the attack against the server determines the server to
which the page belongs. Here, the results of WRFP classifier
recognizing the subpages of website types of news, porn,
forum, and social sites are investigated, and the corresponding
recognition strategies are analyzed.

Firstly, the recognition scenario is set to divide the
subpages within the website type, and evaluation was made
on a small scale to get the most direct recognition effect. For
each website type, 8 independent domain name websites
each containing 30 different subpage instances are randomly
selected. Figure 19 displays the subpage recognition heat
map of the website types. -e accuracy of the 32 websites is
86%. Among them, the first 8 are subpages of the forum sites,
with an accuracy of 90.8%, which is higher than that of the
news sites (82.1%). -e accuracy of porn sites is also above
the mean value. In addition, there exists an interesting
observation when observing the incorrectly classified pages.
Among 22 confusing page instances in the forum sites, 19 are
recognized as forum sites, i.e., there is a high probability that
the false positive pages are subpages of the forum sites. Page
recognition is conducted in a small environment, and the
test pages are independent of each other. It is also seen
through specific analysis that the service patterns of forum
sites are similar, and these similar patterns improved the
possibility of recognition. -erefore, it can be assumed that
the website type affects the classifier’s judgment of the page.

To investigate the influence of website types on the rec-
ognition, the classification of website subpages is focused
upward, and the types provided by the server are classified.
Based on these, the subpages are recognized for the second
time. -e original dataset is used in the test, and ten-fold
cross-validation is also performed. -e classification data of
the four types of focused websites are given in Table 9. -e
classification accuracy of the forum sites is improved to
98.7%, with a TPR of 97.6% and an FPR of 0.04%, and there
are only 3 false positive pages. -e news sites experience the
largest increase, with an accuracy of 93.5%. Most of the main
service contents in porn websites are pictures, which makes
traffic fingerprinting special and different from other types of
websites. -e results indicate that, in monitoring servers
providing specific website types, fixed-point training with
more pages of relevant types makes up for the shortcoming of
false positive page recognition in terms of attack strategies.

6.6. Client Traffic and Defense Confrontation. Different
versions of Tor Browser Bundle (TBB) can be run at the
client. In this section, we investigate whether or not the
fluctuation of server response fingerprinting caused by
different TBB versions can affect the classification effi-
ciency. -ere are small differences between different ver-
sions of TBB. During the communication process of TBB
v6.5 (core Tor 0.2.9), the client is equipped with multiple
ingress nodes. TBB v7.5 (Tor 0.3.2) provides third-gener-
ation service response request. TBB v8.5 (Tor 0.4.0) sup-
ports traffic adaptive filling defense mechanism. (2000
(websites) × 20 (instances)) × 3 groups of website instances
are used for evaluation, and 10,000 pages samples are used
as the background. Considering that TBB v6.5 can only
access v2 websites, v3 addresses are removed from the
dataset. -e defense mechanism is not added to TBB v8.5 at
this stage. We consider separate training sets for each
version; the other two versions are used as the test sets. We
fix the basic properties of TBB, UseEntryGuards is set to
disabled state, and new Guard nodes are enabled for each
link communication to ensure the freshness of the link
traffic.

-e response recognition results generated under the 3
TBB versions are presented in Figure 20. Surprisingly, the
TPR value fluctuates between 91% and 96%, and the peak
of FPR is 1.6%, suggesting that the version difference is
not reflected in the response fingerprint, and WRFP
classifier can simply ignore the version change of Tor
Browser. TBB v8.5 has the best classification effect, and the
attacker can use the current highest version as a training
set by default (version 9.0 or above has been released when
this paper is published, but the core is still based on Tor
0.4), so there the TBB version has no impact of the
previously analyses.

It can be seen from the above conclusion that the TBB
change does not affect server recognition. -erefore, the test
is extended to evaluate the impact of the client defensemodel
on WRFP classifier. Comparison with the classical finger-
printing defense of CS-BuFLO [10], Tamaraw [11], WTF-
PAD [12], and ALPaca [13] is helpful to understand the
actual impact of the existing defense technology in resisting
the server response fingerprinting attack. In this test, we
process 2000× 50 instances by each defense to obtain a
defense fingerprinting set with its own tags. -e defense test
results of the classifier are presented in Table 10, which
includes the overhead resources for statistical processing.

It can be seen in Table 10 that CS-BuFLO and Tamaraw
control the packet sending rate and disrupt the response
time reception rhythm. -ese defense models consume
more than 140% of the bandwidth and double the data
delay, resulting in a TPR of only 4% and an FPR of 70% for
WRFP classifier. For WTF-PAD, the classifier has a TPR of
nearly 80% and an FRP of 7%, which is better than the
actual effect of lightweight defense. It is also observed that
WTF-PAD is unable to break the division of bin in re-
sponse time frequency by padding the traffic gap. It is worth
noting that, even when recognizing the ALPaca finger-
printing data specially provided for server defense, the
recognition accuracy of TPR is 56.5% under same-source
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Figure 19: Subpage classification heat map of four types of websites.

Table 9: Classification results of subpages of focused website service types.

Website type Accuracy TPR FPR
Forum 0.987± 0.005 0.976± 0.007 0.004± 0.005
News 0.935± 0.024 0.921± 0.023 0.013± 0.008
Social 0.948± 0.014 0.935± 0.016 0.021± 0.013
Porn 0.912± 0.016 0.905± 0.013 0.016± 0.004
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Figure 20: Fluctuation test of TBB versions to response fingerprinting attack.
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server while consuming 56% of the bandwidth and 45% of
the delay. Interestingly, the recognition effect of multi-
source server is always better than that of the same-source
server. -is indicates that multisource response finger-
printing is less affected by defense. Our results suggest that
the defense model of traffic padding can compete with
classifiers, but at the expense of a large bandwidth and an
extended delay. In the face of lightweight defense model, it
is promising that WRFP classifier is capable of maintaining
recognition results with a high precision.

7. Conclusion and Future Works

In this paper, a WRFP attack technique based on response
time features was proposed. A hidden service response
fingerprinting dataset was constructed, and the basic
performance of WRFP classifier was tested based on the
extremely randomized tree and the response time mea-
surement standard. -e experimental evaluation revealed
that, in closed world, both same-source server and mul-
tisource server achieve a better accuracy in traffic recog-
nition, and even if the training set is reduced by half, the
original accuracy will not be reduced. In the open world
with a large size gap between the foreground and back-
ground, it was shown that the response fingerprinting
classifier is more efficient in terms of accuracy and com-
putational efficiency compared to the previous finger-
printing classifiers based on traditional manual features. In
addition, the disturbance caused by factors of TBB versions
and fingerprinting defense was considered and analyzed,
and the stability and effectiveness of the classifier were
confirmed. -e test results of subpages showed that WRFP
classifier is able to effectively focus on the classification of
different website types, and with the increase of subpages,
its recognition effect of subpages will not lag behind that of
the index pages.

-e traffic fingerprinting recognition in response to the
hidden service which was proposed in this paper is different
from the conventional website fingerprinting attack sce-
nario, thus introducing new challenges in traffic analysis and
attack standards. In the future, we will carry out in-depth
research on website servers in different geographical loca-
tions and take steps to integrate a deep learning algorithm to
improve the performance of the classifier in presence of
extra noise interference.
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Blockchain is a technology that enables the implementation of a decentralized system by replacing the role of the centralized entity
with the consensus of participants in the system to solve the problem of subordination to the centralized entity. Blockchain
technology is being considered for application in numerous fields; however, the scalability limitation of a public blockchain has led
many researchers to consider private blockchains, which reduce the security of the system while improving scalability. A state
channel represents a leading approach among several scalability solutions, intended to address public blockchain scalability
challenges while ensuring the security of the blockchain network. Participants in the channel perform the process of updating the
state of the channel outside the blockchain. ,is process can proceed very quickly because it does not require the consensus of the
blockchain network, but still, like on-chain, it can guarantee features such as irreversibility. In this paper, we propose the PyRos
protocol, an access control system that supports the trading and sharing of data between individuals on a public blockchain based
on the state channel. As far as we know, the research using the off-chain state channel for access control has not been proposed yet,
so PyRos is a new approach in this field. In PyRos, user-defined access control policies are stored off-chain, and policy updates are
always rapid regardless of the performance of the blockchain network. Moreover, PyRos provides means to prevent malicious
participants from arbitrarily using the channel’s previous state while resolving constraints due to scalability problems, along with
privacy guarantees for the transaction content. To evaluate the efficiency and security of PyRos, we provide qualitative analysis of
security requirements and analysis in terms of the performance of public blockchain platforms.

1. Introduction

,e development of Internet of ,ings (IoT) technology has
enabled us to generate unimaginable quantities of data in the
course of our daily lives. A variety of data is produced with
smart mobile devices such as smartphones, smart bands, or
devices connected to smart home networks (TVs, lights,
etc.). According to a recent survey [1], the data generated in
this manner is expected to reach 175 zettabytes per year by
2025. Big data is a technology that analyzes such large
quantities of data to extract new information. It is used in
numerous fields, including healthcare and logistics [2, 3].
However, this requires the collection of extensive user data.
Machine data [4] refers to data collected through machines,
such as industrial equipment, sensors, or weblogs that record

users’ behavior on the Web. ,e amount of data acquired by
the dissemination of IoT devices is expected to increase
exponentially.

In a traditional IT platform environment, users do not
have the proper authority over their data. Global IT com-
panies, such as Google and Facebook, or service providers
have taken control of the users’ data, which has caused
numerous security concerns [5, 6]. ,e MyData industry [7]
presents a paradigm in which the subject of information
manages, controls, and utilizes their data based on the right
to data portability of individuals instead of companies or
governments. In the MyData industry, blockchain is con-
sidered as a key technology for decentralized data self-
control, and numerous related projects are being proposed
[8, 9].

Hindawi
Security and Communication Networks
Volume 2020, Article ID 8891183, 13 pages
https://doi.org/10.1155/2020/8891183

mailto:khrhee@pknu.ac.kr
https://orcid.org/0000-0003-0261-3444
https://orcid.org/0000-0002-7048-582X
https://orcid.org/0000-0003-0466-8254
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8891183


,e blockchain node collects data through peer-to-peer
networks and stores it in a chain-structured distributed data
storage. Characteristically, based on the consensus protocol,
it is possible to implement a reliable operation among
nontrust nodes without a central authority whom the nodes
commonly trust. ,e blockchain network uses a variety of
consensus protocols to solve problems arising from the
absence of a central authority. Only data verified through
consensus protocols is stored as new data in the blockchain.

Blockchain-based access control [10–12] is one of several
blockchain-based applications. Instead of being managed by
the centralized access control server for storage and control
of resources, access control policies are kept and verified in
the blockchain layer built above the storage layer. However,
in practical terms, resources are stored outside the block-
chain (e.g., cloud storage) and only access control policies
are kept in the blockchain, as storing the data itself in the
blockchain causes an unaffordable overhead for users on the
network. ,e decentralization, transparency, and irrevers-
ibility of the blockchain are expected to enable the delivery of
new services by overcoming the limitations of the traditional
access control system.

A public blockchain, however, has the disadvantage of
the absence of a system administrator, which limits the
processing performance of the system. To ensure reliable
operation in a blockchain network composed of only
untrusted nodes, Bitcoin blockchain employed a very strong
consensus protocol called Proof-of-Works (PoW); however,
this resulted in only about seven transactions per second.
Numerous blockchain projects have recently solved this
problem by limiting the nodes of the blockchain network to
authorized users (permissioned blockchain) or organizing
only specific groups of users (private blockchain) [13]. ,is
approach remains a problem that is being discussed today, as
it abandons decentralization to improve scalability [14].
Scalability, decentralization, and security are called block-
chain trilemma as factors that are difficult to satisfy si-
multaneously on the blockchain. Recently, many solutions
have adopted a method that has been recentralized and
security-vulnerable to improve efficiency. However, in this
paper, we do not consider this approach. Because the mo-
tivation behind blockchain-based access control is to
eliminate the access control server and implement user-
centric access control, it is not desirable to apply recen-
tralization solutions to access control applications. However,
if access control applications are implemented on the public
blockchain, the limited processing performance of block-
chain networks makes it difficult for user-defined policies to
be reflected without delay.

To overcome the above-mentioned problem, in this
study, we propose the PyRos protocol based on the off-chain
state channel, one of the blockchain scalability solutions.

To summarize, our contributions are listed as follows:

(i) We propose the PyRos protocol, an access control
application that operates on a public blockchain with
limited processing performance.

(ii) PyRos operates based on the off-chain state channel
solution and provides a validation method for access
control policies recorded on the off-chain channel.

(ii) PyRos does not sacrifice the security or decentral-
ization of the system that operates to improve
scalability.

2. Background

We present an overview and related research on blockchain-
based access control, blockchain scalability limitations, and
the off-chain state channel.

2.1. Blockchain and Blockchain-Based Access Control.
Bitcoin [15], the most widely known cryptocurrency, records
information on its ownership in the blockchain ledger. Users
update the ownership information of the Bitcoin recorded in
the blockchain ledger through the creation of transactions,
including their digital signatures and new owner informa-
tion (e.g., blockchain address), to use the Bitcoin they own. If
the information contained in the transaction is valid, it will
be disseminated to the majority of users of the Bitcoin
blockchain network, and it will later be included in the block
through mining and reflected in the blockchain ledger. ,e
Bitcoin blockchain selects miners at certain time intervals
based on the PoW algorithm to maintain a single blockchain
ledger on the network. ,e PoW algorithm makes only
single ledger exist in the network, even if several miners
attempt to update their blockchain ledger at the same time.
,e PoW algorithm adds blocks of users, who first find
values that make the cryptographic hash results of the block
header exist within a certain range to the blockchain as a new
block. Finally, the blockchain takes the form of a hash chain,
which ensures the irreversibility and transparency of the
blockchain.

,e transparency and irreversibility of the blockchain
can have a huge impact on improving the reliability of the
database management. In particular, applying the block-
chain to the access control system makes it possible to
manage policies for the requester without a centralized
authority. ,e key element of blockchain-based access
control is similar to cryptocurrency. In cryptocurrency
blockchain, users manage their cryptocurrency without the
help of banks. ,e blockchain is a ledger that records
cryptocurrency ownership information for all users of the
network and that has been recording all details since the
launch of the cryptocurrency. In contrast, blockchain-based
access control records access control policies for digital
objects in the blockchain ledger instead of recording
ownership information for the cryptocurrency.

In [10, 11], each transaction represents the subject’s right
to access the object. ,e rights recorded in the blockchain
can be transferred to another user without the help of the
owner, and any user can inspect who has the rights at any
time through the blockchain. However, it is not desirable for
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the buyer to resell the seller’s data in the data trading model.
In [12], Xia et al. proposed blockchain-based data sharing for
electronic medical records stored in the cloud. Verifiers can
confirm the membership of a user by using cryptographic
keys that are generated by the issuer before storing the
request to the blockchain. ,erefore, all users can efficiently
manage their data without the help of a third party.
However, the authors do not consider the users’ privacy and
the limited throughput of the public blockchain.

In the blockchain-based access control system, users’
access control policies are open to all participants in the
network. ,is transparency of the blockchain ensures
transparent management of the Access Control List (ACL);
however, at the same time, it has the disadvantage of making
user-defined policies public to all participants in the net-
work. Because the system is affected by security problems
within in the blockchain, the relationship between the access
control system and the blockchain security concerns must
also be considered.

2.2. Blockchain Scalability and State Channel. Blockchain
ensures transparency and irreversibility of systems, which
have been difficult to achieve for centralized systems.
,erefore, many industries are considering converting
their operating systems into the blockchain. However,
research on the blockchain technology has gradually
highlighted unique problems of the blockchain [16, 17],
and their evaluation before switching the system to the
blockchain is becoming important [18, 19]. Scalability is
one of the most representative problems, which means that
the speed of transaction processing in the network does not
increase even when more resources are put into the
blockchain network. ,is is because the block creation
cycle and size are limited for a stable consensus in the
blockchain network. Several cryptocurrency developers
have attempted to improve transaction throughput in the
blockchain network by reducing or eliminating this re-
striction. However, Croman [20] showed that increasing
the block size or decreasing the block generation cycle in
the blockchain P2P communication protocol increased the
propagation delay in the network [21] and consequently
reduced the security of the blockchain network. ,e
blockchain trilemma is the biggest challenge in the
blockchain industry due to the difficulty of satisfying all
three factors, security, decentralization, and scalability, in
the blockchain system. Numerous attempts have been
proposed to improve the performance of the blockchain
and challenge the trilemma. Currently, there is a private
blockchain that is widely used. ,e private blockchain
limits network participants to authorized users and reduces
the level of consensus to network administrators to ensure
scalability by sacrificing decentralization, thereby failing to
solve the trilemma. Hence, the segregated witness (Segwit)
[22] of Bitcoin, the sharding and Casper algorithm of
Ethereum, and an Algorand’s Pure Proof-of-Stake (PPoS)
protocol [23] have been proposed as solutions to avoid the
blockchain trilemma. Another proposed solution is the
state channel, which is the focus in this study.

A state channel has been employed in numerous studies
[24, 25] as a solution to solve the problem of scalability due
to the finality of the blockchain by introducing off-chain
processing methods. Finality guarantees that the block will
not change after it is added to the blockchain, which means
that the blockchain transaction is irreversible. However, in
the public blockchain network, there is a possibility that
blocks already added to the blockchain will branch out (i.e.,
fork) and be discarded due to competitive block generation
algorithms. When a fork occurs, groups in the network arise
which have two or more different blockchains. After the
subsequent block generation process, groups that lost the
competition discard their blockchain and replace it with the
blocks of the group that won the competition instead. In the
process, the transactions in the discarded blockchain are
likewise canceled and later included in the block again.,us,
the public blockchain cannot guarantee an absolute finality
and only provide a probabilistic one [26]. In contrast, a
private blockchain can provide absolute finality by applying
noncompetitive consensus algorithms, such as Practical
Byzantine Fault Tolerance (PBFT). ,e probabilistic finality
of the public blockchain also affects the transaction
throughput of the blockchain network. A private blockchain
can achieve higher throughput compared to the public
blockchain due to absolute finality. However, in the public
blockchain, a certain amount of confirmation time is re-
quired after the block is included in the chain to ensure that
the block is stochastically safe enough (Bitcoin requires an
average of approximately 60 minutes, and Ethereum re-
quires approximately 6 minutes for confirmation). As shown
in Table 1, the probability that an attacker can invalidate
blocks that have already been confirmed increases with the
hash rate that the attacker has in the entire network.
However, as the number of confirmed blocks increases, the
probability of a successful attack decreases, meaning that the
block is highly unlikely to be modified in the presence of
sufficient confirmed blocks. Consequently, probabilistic fi-
nality makes it difficult to apply the public blockchain to
systems that require rapid processing in real time.

A state channel can solve the blockchain trilemma and
significantly improve transaction throughput by processing
transactions between users on off-chain channels and re-
cording only the results on the blockchain. ,e transaction
processing in the state channel is conducted outside of the
blockchain (called the off-chain), such that fast transaction
throughput can be guaranteed regardless of the probabilistic
finality of the public blockchain. Further, state channels have
two advantages: First, transaction processing takes place
outside the blockchain, such that transaction processing fees
are not required, because the blockchain network does not
consume resources. Second, when continuous transactions
occur among users, privacy protection may be provided by
recording only the first state and final state of transactions in
the blockchain instead of all of them, as shown in Figure 1.

,e state channel is valid from the time when the initial
state of the channel, which all channel participants agreed to,
is recorded on the blockchain until one of the channels’
various states, which was exchanged on the off-chain, is
propagated to the blockchain network by one of the
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participants. However, all off-chain states that are generated
on the channel are valid states that allow participants in the
channel to propagate them to the blockchain network at any
time. ,us, participants may propagate the previously
agreed past state to the blockchain network as the final state,
without the consent of the counterparty and for their own
benefit, instead of propagating the final state agreed between
the participants.

For example, Alice has a contract to pay Bob a dollar a
day for a month. Instead of creating a daily transaction for
Bob, Alice can use a state channel to change the balance state
of the two participants every day. ,e initial state of the
channel with Alice’s balance of $30 and Bob’s balance of $0
(state1) will be recorded in the blockchain by Alice. Alice
generates a state change transaction tx1⟶day every day
which reduces her balance by one dollar and increases Bob’s
balance by one dollar. Every day, Bob generates and delivers
his digital signature to Alice in agreement with the state
change transaction that Alice generates. After a month, the
off-chain balance state will be $0 for Alice and $30 for Bob
(state30). Alice or Bob can propagate the last generated state
change transaction tx1⟶30 to the blockchain network to
record it as the final state of the channel and close the
channel.

However, on the last day of the contract, Alice could
propagate the state change transaction tx1⟶2 she created on
the first day to the network instead of the last transaction
tx1⟶30 to avoid paying. As a result, there is no normal
transition of state (state1⟶ state30), and only the partial
transition of state (state1⟶ state2) occurs in the block-
chain, and the channel is closed.

To prevent the above problem, the use of previous states,
except for the most recently agreed state, must be prevented.
Decker et al. proposed a method to add a time-lock to the

off-chain state, such that it cannot be included in the
blockchain until a certain amount of time has passed, even if
the previously agreed state is propagated to the network [21].
When generating an off-chain state, participants add a time-
lock shorter than the time-lock included in the previous
state, such that the most recently agreed off-chain state can
be added to the blockchain at any time. However, the in-
terval of the time-lock set on the channel gave rise to the
expiration time for the channel to operate. Poon and Dryja
proposed a replace-by-revocation [24] that implicitly re-
vokes the previous state and agrees on a new state. In [24],
when updating the state of the channel, participants create
and exchange transactions that discard the previous state. If
one of the participants propagates the channel’s previous
state (revoked state) to a blockchain network without the
counterparty’s consent, the counterparty can propagate the
previously exchanged revoked transaction to the network
within a particular time and eventually consume all deposits
that were locked in the channel as a penalty.

3. PyRos System

We propose PyRos, a system that improves the problem of
scalability of public blockchain applications. ,e PyRos
system is composed of three layers, as shown in Figure 2.

(i) ,e Data Owner (DO) stores data they want to
share with others into the cloud storage. To avoid
data exposure by unauthorized users, they must
encrypt their data before storing it. DO establishes a
state channel to give other users access to these data
and manages access to the data based on the off-
chain channel’s state transition.

(ii) ,e Data Requester (DQ) wants to access DO’s
data stored in the cloud storage. After obtaining
appropriate access rights to DO’s data through
them, DQ requests the storage keeper to access these
data.

(iii) ,e Storage Keeper keeps the stored data securely
and provides the requested data only to users with
the appropriate permissions. When DQ submits the
off-chain state for access to the stored data with the
corresponding evidence, they verify the validity of
the submitted state and evidence based on the in-
formation recorded on-chain.

,e first layer is an application layer, where the owner of
the data and the user requesting access to the data create a
state channel to correctly manage data access. In PyRos, the
state of the off-chain channel represents the access rights of
the channel participants to specific data held by the data
owner.,e second layer is a blockchain layer that records the
state of off-chain channels created in the application layer on
the blockchain and uses it to validate access authority at the
storage layer.,e third layer is a storage layer that stores data
that users want to produce and share with other users.
Access to the storage layer is controlled by the storage
keeper, who will only provide the requested data to users
with appropriate permissions.

State
B

State
C

State
D

T × B T × C

State
A

State
E

T × A T × D

T × (A ^ B ^ C ^ D)
View in blockchain (on-chain)

Outside of blockchain (off-chain)

Figure 1: State channel overview.

Table 1: Probability of success of a double-spending attack based
on the attacker’s hash rate (y-axis) and the number of confirma-
tions (x-axis).

q (%) 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%) 7 (%)
2 4 0.237 0.016 0.001 0 0 0
10 20 5.6 1.712 0.546 0.178 0.059 0.02
20 40 20.8 11.584 6.669 3.916 2.331 1.401
30 60 43.2 32.616 25.207 19.762 15.645 12.475
40 80 70.4 63.488 57.958 53.314 49.3 45.769
50 100 100 100 100 100 100 100
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In the remainder of this section, we present the role of
participants in the proposed system and the goals that the
system seeks to achieve.

3.1. Overview of PyRos. We employ the system architecture
shown in Figure 2 to design an access control system over
public blockchain networks. PyRos comprises a data owner,
data requester, and storage keeper as system participants,
and each participant’s role in the system is as follows:

,e proposed PyRos system consists of setup, channel
management, and close channel phases. In the setup phase,
the data owner and the data requester create an off-chain
channel to control access to the data stored in the external
storage by the data owner. In the channel management
phase, the data owner creates a transaction that changes the
state of the off-chain channel created in the setup phase, and
the two participants store it individually. In PyRos, the state
of the off-chain channel represents the access control policy
for specific data stored in the storage layer. ,e storage
keeper validates the data requester’s request based on
transactions that transform the initial state of the channel
stored on-chain into the proper access control policy. Each
time a channel’s state is changed, the data owner executes an
implicit revocation that prevents the data requester from
using the channel’s previous state in the request. Finally, the
close channel phase deals with closing the off-chain channel
when access control is no longer required between the data

owner and the data requester. To perform data access control
in PyRos, users create three transactions as follows:

(i) Funding transaction (TState0): As the first transaction
to create an off-chain channel, both users (i.e., DO
and DQ) create a funding transaction to deposit
their cryptocurrency on the channel. ,e funding
transaction consists of two types of transactions in
which users’ deposits are transferred to a 2-of-2
multisignature address (the initial state) and in
which the channel’s deposits are returned to their
original owners after a certain time tsettle (the refund
transaction).

(ii) State transaction (TStaten
): By creating state trans-

actions, participants in the channel can change the
state of the channel (i.e., redistribution of deposits
recorded in the initial state State0) until the refund
transaction recorded on the on-chain is included in
the blockchain after tsettle. A valid state transaction
contains the digital signatures of all participants in
the channel and the blockchain addresses of the data
owner and requester, such as the standard trans-
action structure of cryptocurrency (e.g., Bitcoin,
Ethereum). However, unlike the standard transac-
tion structure, the signature in the state transaction
contains a hash value of the data that users want to
share as a message of the signature. ,erefore, even
if state transactions are propagated over a
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blockchain network without the consent of the
other party, the propagated transaction cannot be
included in the blockchain (because it has an invalid
structure). After obtaining the valid state transac-
tion, the data requester generates and submits their
digital signature to the corresponding storage
keeper with the storage transaction generated on
their off-chain channel. When the data owner wants
to modify the access control policy, they create a
new state transaction that changes the hash value
contained in the signature to the hash value of the
new data without having to establish a new channel.

(iii) Revoked state transaction (RTStaten
): Unlike the state

transaction, signatures in the revoked state trans-
action do not contain a hash value of shared data.
Consequently, the revoked state transaction can be
propagated to the blockchain network and be in-
cluded in the blockchain, which is used to prevent
the data requester from using the channel’s out-of-
date status in access requests.

4. Security Goals

We consider two threat models for the proposed system, and
to design a more realistic and practical system, we adopt
several assumptions. First, we assume that a platform exists
for the matching of data owners and data requesters. Our
proposed system focuses on the sharing of data stored in
external repositories which takes place between two users
after this matching. Second, we assume that the storage
keeper is a trusted entity.,e storage keeper honestly verifies
the request of the data requester and provides the requested
data only to the requester who has presented the valid
permissions. Because the focus in this study is the proposal
of a decentralized approach control method, centralization
of the storage layer is assumed. Finally, we assume that users
participating in our system have generated a parent private
key/public key pair, with child private key/public key pairs
derived from it, and that corresponding addresses are
generated from their child public key using BIP 0032 HD
Wallets [27].,ese child key pairs and addresses are denoted
as Kx� {skx,1, pkx,1, addrx,1, . . ., skx,l, pkx,l, addrx,l}, where x
denotes the user’s identity and l is the number of indexes.

(i) 1reats within a channel: Within the established
channel, a malicious data requester can attempt to
access unauthorized data by modifying the per-
missions they have been granted from the data
owner or by using states that were revoked by the
data owner in the past.

(ii) 1reats outside a channel: Adversaries outside the
channel can inspect a blockchain ledger and extract
the information needed for an attack from the public
information. In the case of an active attacker, an
attack on a blockchain network [16, 17] could pose a
threat to the security of not only the proposed system
but also of all systems operating on the target
blockchain network.

Under the threat model noted above, we consider the
following security goals for a decentralized access control
system on the public blockchain.

(i) State privacy: ,ird parties in the public blockchain
network (except the data owner, data requester, and
storage keeper) must not know details of the access
control. According to the need-to-know principle,
user access controls and authorization procedures
and its objective is to ensure that only authorized
individuals gain access to information or systems
necessary to undertake their duties.

(ii) Scalability:,e reliability of the permission to access
objects in the proposed system is based on the
features of the public blockchain (i.e., decentral-
ization, transparency, and irreversibility). However,
the problem of the public blockchain scalability is a
major constraint on these features contributing to
the proposed system. Hence, the creation, modifi-
cation, and disposal of access control policies must
be done quickly, regardless of the network perfor-
mance of the blockchain, even if the system operates
on the public blockchain that offers only limited
scalability.

(iii) Revocation: ,e data owner and data requester
perform access control through the state transition
of their off-chain channel state. ,e data owner
manages access control policies by generating
transactions that cause the off-chain channel’s state
transition (state1⟶ staten). Until the channel is
closed, the data owner creates transactions that can
change the off-chain channel’s state and shares it
with the data requester. ,e transaction is not
propagated to the blockchain network, and it is kept
personally by two participants in the off-chain be-
fore being used in the authentication process when
the data requester requests access to the storage
keeper. However, because transactions are shared
only between the two participants (off-chain), the
data requester may present transactions for change
to the channel’s past state (state1⟶ staten−k) for
other purposes instead of transactions for the
transition to the channel’s current state
(state1⟶ staten). To avoid this problem, the data
owner must have a measure that prevents the
previous state of the channel from being used by the
requester in the data access process.

4.1. Phase 1: Setup. Both parties individually create the
funding transaction of the same structure that transfers their
funds (predefined amounts in negotiation) to a single 2-of-2
multisignature address as a deposit (except for the coun-
terparty’s digital signature). To prevent unauthorized
modification of the transaction due to the order of the
exchange of signatures [24], both parties do not exchange
their signature until they have individually created a refund
transaction. Both parties execute the following steps, as
shown in Figure 3:
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(1) DQ provides their first address addrDQ,1 derived
from their first private key and public key pair
<skDQ,1, pkDQ,1> to DO

(2) DO and DQ generate the funding transaction FT,
which sends their deposits to the channel, and the
refund transactions, which return the deposits after
tsettle

(3) Exchange each other’s FT and refund transaction
(4) Add their signature to the incomplete transaction

that has been received
(5) Finally, DO and DQ establish their off-chain channel

by propagating completed transactions to the
blockchain network

4.2. Phase 2: Channel Management. After FT is finalized in
the blockchain (i.e., the block depth including FT is six or
higher), DO and DQ create a first state transaction off-chain
to indicate the new access control policy. In this phase, they
create transactions with different structures, as shown in
Figure 4. ,e state transaction redistributes the deposit
locked in the off-chain channel to DO and DQ. As described
earlier, when a platform exists for matching DO and DQ, we
assume that DQ already knows the hash value of the data
hdata.

(1) DQ sends the hash value of the randomly selected
value hr1

to DO
(2) DO and DQ create a state transaction Tstate1, as

shown in Figure 4 (where signatures contain the hash
value of the data hdata,1 as a digest message)

(3) DO and DQ attach their digital signatures to the state
transaction and exchange it with each other

(4) DO and DQ complete the state transaction by adding
their digital signature to the incomplete transaction
that has been received

DQ requests data from the storage keeper by presenting
proofs for user authentication and state transaction Tstate1.
,e storage keeper validates the access request based on
proofs presented by DQ and the information shown on the
blockchain ledger (Algorithm 1).

(1) DQ sends a request messagem� {hdata1, DO, addrDO,
addrDQ, FT, Tstate,1,r1} with their digital signature
SigskDQ (m)

(2) ,e storage keeper uses the stateValidate algorithm
to validate the access request. ,e stateValidate al-
gorithm verifies whether the request meets the
following:

(A) ,e validity of the off-chain channel
(B) Whether the signature contained in Tstate,1 can

be verified with the address contained in FT
(C) Whether the signature presented by DQ can be

verified using the address included in Tstate,1
(D) Whether the signature contained in Tstate,1 can

be verified using the hash operation results for r1
presented by DQ as a digest message

A storage keeper can verify whether the message digest
of the signatures in the state transaction contains the data
requested by the DQ to determine the right of access to the
object. However, if DO creates a new state transaction that
includes signatures for new data to modify the access control
policy of DQ, it cannot guarantee that the DQ does not use
the state transaction created in the past. ,erefore, we ap-
plied the replace-by-revocation used in [24] to PyRos, such
that if the DQ used a ticket that had been revoked in the past
to access an object whose access rights had been revoked,
they would lose the amount deposited on the channel, as
shown in Figure 5 and described as follows:

(1) DQ sends the hash value of the randomly selected
value hr2

to DO with their new address addrDQ,2.
(2) DO and DQ create a new state transaction Tstate2.
(3) DQ creates a revoked state transaction RTstate1, which

has the same structure as the state transaction Tstate1;
however, it does not contain hash values of shared
data hdata,1 in the signature message digest.

(4) DO and DQ add their digital signature to the new
state transaction and exchange it with each other.
Additionally, only DQ performs the same process for
RTstate,1 and generates a signature to claim ownership
of their deposits in the RTstate,1, after which they send
it to the DO.

In2: empty

Data owner side (without DQ’s signature)
Funding transaction Refund transaction

In1: SigskDO (T1) In1: SigskDO (FT)
& empty

Out1: addrDO
& addrDQ

Out1: addrDO

Out2: addrDQ

timelock: tsettle

Data requester side (without DO’s signature)
Funding transaction Refund transaction

In2: SigskDO (T2)

In1: empty &
SigskDO (FT)

Out1: addrDO
& addrDQ

Out1: addrDO

Out2: addrDQ

timelock: tsettle

In1: empty

Figure 3: Setup phase transaction structure.
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(5) DO and DQ complete received transactions by
adding their digital signature to the incomplete
transaction that has been received.

4.3. Phase 3: Close Channel. In the proposed system, we
consider closing the channel in the following cases:

(A) When there is no further transaction between the
data owner and the data requester, they create a
closing transaction and propagate it to the block-
chain network to apply the channel’s final state to
the blockchain. If the channel’s final state is prop-
agated to the blockchain network, all state trans-
actions previously created on the channel are
automatically invalid and return the deposit locked
in the setup phase.

(B) In the case of a nonresponsive counterparty, the
deposit in the channel can be returned to partici-
pants by automatically closing the channel as the
refund transaction that had a time-lock tsettle is
included in the blockchain after a time tsettle.

(C) If the use of the previously revoked state is detected
during the verification process, the honest storage

keeper will inform the use of the revoked state Tstatex

that was received from DQ to DO. After the use of
the revoked state has been confirmed, DO propa-
gates the revoked state transaction RTstatex

to the
blockchain network and transfers DQ’s deposits in
RTstatex

to their account using DQ’s received sig-
nature in the modify permission process.

,e state transition of the channel from phase 1 to phase
3 is shown in Figure 6. Figure 6 illustrates a scenario in which
the access control policy was updated three times, and the
channel was closed normally.

5. Security Analysis

5.1. State Privacy. Our goal is to protect users’ privacy by
preventing third parties that do not participate in access
control for a particular user in PyRos system (i.e., except for
the data owner, data requester, and storage keeper) from
knowing the content of the transactions. ,e goal of state
privacy is to protect the user’s transaction information
against the adversaries that monitor the blockchain network.
First, the initial state of the channel, in which the partici-
pants transfer their deposits to the channel, and the refund

In1: SigskDO (Tstate,1, hdata,1, hr1) & empty

Out1: addrDO

Out2: addrDQ

Tstate1

(a)

Tstate1

In1: empty & SigskDQ (Tstate,1, hdata,1, hr1)

Out1: addrDO

Out2: addrDQ

(b)

Figure 4: Channel management transaction structure (grant access). (a) Data owner side (without DQ’s signature). (b) Data requester side
(without DO’s signature).

Procedure Channel_Validate
Search (FT) in Blockchain network
if FT.output was spent then return False
else return True

end procedure
Procedure Verify_Signature in Tstate

If VerifyTstate.input.Sigskx, FT.output.addrx is True then return Ture
else return False

end procedure
Procedure Verify_Signature in m

If Verify (SigSkx (m), Tstate.output.addrx) is True then return Ture
else return False

end procedure
Procedure Verify_Hash (m)

HashValue←Hash (m.r)
M←Hash (Tstate||hdata||HashValue)
If Verify (Tstate.input.Sigskx (M), addrx is True then return Ture
else return False

end procedure

ALGORITHM 1: StateValidate.
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transaction, in which the channel-locked deposits are
returned to the participants, must be known in the block-
chain network. As shown in Figure 3, the only information
disclosed in funding transactions for channel establishment
is the address, deposit of the participants who generate the
channel, and their signature. If the participants close the
established channel, the redistribution of deposits by the
participants will be recorded in the blockchain. In the event
of fraudulent use of the state, the channel will record the
state transaction that has been revoked in the past by the
honest participant and transfer the deposits of malicious
participants locked in the revoked state to the other user.
However, transactions that contain information about the
shared object are not recorded in the blockchain, and all off-
chain transactions are communicated only through the
personal communication channel between participants.
Consequently, it is highly unlikely that adversaries obtain
significant transaction information only from transactions
recorded in the blockchain. Moreover, because all trans-
actions recorded in the blockchain in PyRos system follow
the standard structure of cryptocurrencies, the adversaries
cannot distinguish between transactions for payment and
PyRos transactions. Even if the adversary chooses to target
and monitor all of their packets, it will be difficult to find

significant transactions, because the data requester will
change their addresses used for each creation of the state
transaction.

5.2. Scalability. ,e purpose behind solving the scalability
problem is to ensure that the system will operate without
delay, regardless of the throughput of the blockchain net-
work, while assuming that the adversary can attempt various
known attacks [16, 27] on the network. In the previous
section, we assumed that access control through channels is
performed after the FT establishing channels has been fi-
nalized in the blockchain.,erefore, the block containing FT
cannot be modified in the blockchain after FT has been
finalized with sufficient confirmation. In the proposed
system, all transactions (except FT) need not be propagated
to the blockchain network until the channel is closed. ,e
implementation of existing centralized systems in the
decentralized network required a majority of the network
consensus instead of trust institutions; however, this resulted
in a large transaction processing delay. Attacks on block-
chain networks took advantage of these delays to achieve
malicious purposes, such as double payments. However, as
described in Section 2, a state channel that only requires
agreement from the channel participants is free from this
delay and can be operated regardless of the availability of the
blockchain network, if the integrity of the initial state, which
is the basis of the channel’s reliability, is guaranteed.

5.3. Revocation. In the PyRos system, the data owner’s ac-
cess control policies can be expressed in the off-chain state of
the channel. However, as described in Section 2, the off-
chain state of the channel is not recorded in the blockchain,
such that explicit revocation of the past state is practically
impossible. ,erefore, we employed the implicit revocation

State0 State4

State1
(revoked)

State2
(revoked)

State3
(revoked)

Tstate1
Tstate2

Tstate3

Tstate4 (closing transaction)

Figure 6: State transition of off-chain channel.

Tstate2

In1: SigskDO (Tstate,2, hdata,2, hr2) & empty

Out1: addrDO

Out2: addrDQ

(a)

Tstate2

In1: empty & SigskDQ (Tstate,2, hdata,2, hr2)

Out1: addrDO

Out2: addrDQ

In1: empty & SigskDQ (RTstate,1)

Out1: addrDO

Out2: addrDQ

RTstate1

(b)

Figure 5: Channel management transaction structure (modify permissions). (a) Data owner side (without DQ’s signature). (b) Data
requester side (without DO’s signature).
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used in [24] to require the data requester to pay the penalty
for fraudulent use, although they may use a state transaction
that was revoked in the past. In modifying the permission
phase, the data requester creates a revoked state transaction
RTstate in the form of the standard transaction excluding
shared data information in the signature message digest.
Further, the data requester generates a digital signature that
enables the use of their deposit transferred to the revoked
state transaction and sends it to the data owner with the
latter. If the data requester attempts to access data using a
revoked state, the data owner can propagate RTstate to the
blockchain network to close the channel and use the data
requester’s deposit as a penalty.

However, we assumed that all system participants, except
the storage keeper, could be malicious. ,erefore, a mali-
cious data owner may propagate a revoked state transaction
to the blockchain network, regardless of whether the state is
used fraudulently or not. To prevent this problem, we have
added new conditions for consuming the data requester’s
deposit in the revoked state transaction. ,e standard
transaction structure records the address of the new owner
in the blockchain for the amount used in the transaction.,e
new owner then attempts to use cryptocurrency by attaching
a digital signature, which is generated by the key corre-
sponding to the address recorded in the blockchain, to the
new transaction. Only if this digital signature is valid will the
transaction be recorded in the blockchain. However, we
added the hash value hrk

of the rk selected randomly by the
data requester to the condition for the consumption of the
data requester’s deposit in the revoked state transaction.
Hence, the data owner requires a preimage of the hash result
rk, included in the revoked state transaction RTstate with the
digital signature of the data requester to consume the data
requester’s deposit.

6. Evaluation

We evaluate this proposal through comparison with other
studies. PyRos implements blockchain-based access control
using the off-chain state channel. It exhibits a major char-
acteristic of improving performance by applying off-chain
computation processing based on the state channel. ,e
evaluation focused on the delay required for access control.

In the related studies on blockchain-based access control
[10–12] mentioned in Section 2, a method of recording data
related to access control was employed in the irreversible
blockchain database. Blockchain technology provided users
with key features in access control without the participation
of centralized managers, which enabled the implementation
of decentralized access control. However, considering a
realistic data society environment, when an access control
application is implemented in the public blockchain, its
problem of scalability has become a major constraint. Access
control applications can be implemented on private
blockchain networks to solve performance problems.
However, if the access control application is implemented on
a private blockchain, the presence of the blockchain network
administrator will not guarantee decentralization of access

control and will not be able to implement dynamic access
control services due to a limited pool of network partici-
pants. Nonreversive and decentralized databases are highly
efficient for the storage and verification of access control
policies. However, the probabilistic finality of the public
blockchain will requireminimal time for the irreversibility of
stored access control policies to reach a secure level. Table 2
lists features associated with block generation of known
public blockchain platforms.

,e public blockchain platform uses a consensus pro-
tocol to maintain and manage a single and unique database
without the trusted third party among unreliable network
members. A consensus protocol ensures that the blockchain
network operates even if there is no more than a certain
percentage of malicious users (byzantine node) or users who
cannot participate in the protocol (fault node) in the net-
work. ,is algorithm contributes to maintaining a highly
secure blockchain network without the trusted third party;
however, it causes delays in the database’s update process. As
shown in Table 1, all public blockchain platforms limit the
average block generation cycle through a consensus pro-
tocol. Most public blockchain platforms have a limited
number of transactions that can be processed per unit time
(known as TPS). Considering that this consensus process is
required in all processes on the public blockchain applica-
tion, the recording and updating of access control policies
will consistently have the minimum delay required to create
blocks on the blockchain platform. Figure 7 shows the av-
erage time it takes for blocks to be included in the Ethereum
and Bitcoin blockchains. Ethereum takes an average of 14 s,
and Bitcoin takes about a minute to connect a block. Hence,
new data will not be quickly reflected in the blockchain if
transactions that newly register or renew access control
policies are excessively concentrated at a specific time, which
could have a fatal impact on the availability of access control
applications. In contrast, in PyRos, access control policies
are represented as an off-chain state, such that the on-chain
consensus process is not necessary. ,e availability of
existing proposals depends on the performance of the
blockchain network, onto which the application is imple-
mented, whereas in PyRos, the performance of the network
does not affect the availability of the access control appli-
cation at all, except for the setup phase.

Table 3 shows the results of comparing PyRos and other
researches [10–12] from a performance perspective. In the
blockchain application, the biggest impact on performance
is the network topology and consensus mechanism [28]. ,e
public blockchain network enables secure management of
access control policies. However, it takes a lot of time before
requests for the state transfer in the blockchain state DB are
reflected in the majority of network nodes. As shown in
Figure 7, the time taken in this process changes to flexible
depending on various factors such as the size of the
blockchain network and consensus algorithm. However,
regardless of the blockchain platform, this time commonly
refers to the process of transactions being contained in the
block by miners after they are propagated/verified to nodes
in the network. References [10–12] are commonly based on
the Bitcoin blockchain.,us, all transactions associated with
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the access control protocol must be propagated and verified
by a majority of full nodes in the network. Reference [12]
applied a method to reduce the size of block data propagated
in the blockchain network through a customized block
structure. However, they still had limitations in the process
of the propagation and validation of the transaction. In
contrast, PyRos can save significant processing time by
omitting the propagation and validation process using a
state channel. Instead of transferring the blockchain state
DB, channel participants’ requests that occur after the
channel is created transfer only the state of the channel
which is shared only among channel participants. ,erefore,
all access control events that occur in PyRos can be pro-
cessed quickly without delay due to network processing.

7. Use Case and Future Studies

,e proposed system can be applied to a variety of fields;
however, we expect its particularly widespread use in the
healthcare sector. As an example, we assume a scenario in
which sellers and buyers promise periodic data transactions
over a period of time, rather than simple data transactions
that occur only once. A patient suffering from diabetes and a
company studying diabetes drugs may sign a contract, in
which the company receives health data from the patient
once a week. Patients provide their health data to companies
every week, and companies pay cryptocurrency, such as
Bitcoin, in return. In this process, the data seller encrypts
their data and keeps it in external storage. After the contract
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Figure 7: Historical average time required for a block to be included in the Ethereum blockchain (a) and the Bitcoin blockchain (b).

Table 2: Information related to block generation of public blockchain platforms.

Bitcoin Ethereum Ripple Monero
Blockchain type Permisionless Permisionless Permissioned Permisionless
Block size
(average) 1MB Variable (1,500,000 gas limit,

averages in ∼20–30KB) N/A Variable (twice the median size of the
last 100 blocks; the limit is 60KB)

Block cycle
(average) 10min 10–19 s N/A 2min

Consensus
algorithm

Proof-of-
Work Proof-of-Work Ripple Protocol Consensus

Algorithm (RPCA) Proof-of-Work

Table 3: Comparison from a performance perspective.

Ouaddah et al. [10] Maesa et al. [11] Xia et al. [12] PyRos
Transaction/block
validation

Majority of full
nodes

Majority of full
nodes Majority of full nodes Channel participant (after the channel is

created)
Transaction/block
propagation

Majority of full
nodes

Majority of full
nodes Majority of full nodes Channel participant (after the channel is

created)

Block mining (consensus) Required Required Required Not required (after the channel is
created)

Scalability No No Customized block
structure State channel
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is signed with the data requester, the data seller creates
channels on the blockchain with the requester instead of
transmitting the data directly. Subsequently, the seller pe-
riodically grants an access right to the new data and the
ability to decode it, and at the same time, the requester pays
the seller cryptocurrency for the data.

However, we assume that the storage keeper is a sem-
itrusted entity that is expected to act honestly upon legiti-
mate requests. ,e storage keeper consistently provides the
requested data after user authentication; however, this is an
assumption that violates the decentralization aspect within
the system’s purpose. To solve this problem, we aim to
attempt the implementation of a decentralized storage layer
in a future study. P2P storage, such as the interplanetary file
system (IPFS), serves as a good platform for this study, and
we plan to conduct research that will assume control of
access to encrypted data stored in distributed repositories
across the blockchain.

8. Conclusions

We proposed PyRos, a system that supports data trading and
sharing between individuals on top of the public blockchain.
,e public blockchain is more reliable than the private
blockchain, as it is increasingly difficult for more users to
manage the blockchain and attackers to attack all blocks.
However, the scalability problem in the public blockchain
network makes it difficult to quickly synchronize blockchain
databases.,erefore, we proposed a system that supports the
data sharing application between individuals by combining
access control service based on the off-chain state channel on
the public blockchain. In PyRos, the user’s access control
policy is represented by the state of the off-chain channel.
,e state of the off-chain channel can be changed by the
agreement of the channel’s participants, which can greatly
reduce the costs required for agreement compared to the on-
chain. Moreover, this approach is easy to implement in
existing systems and does not require the addition of any
new elements. We hope that this proposed system will
contribute as a step toward a user-centric data society.
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