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Identity-based cryptography is a type of public key cryptography with simple key management procedures. To our knowledge, till
now, the existing identity-based cryptography based on NTRU is all over power-of-2 cyclotomic rings. Whether there is provably
secure identity-based cryptography over more general �elds is still open. In this paper, with the help of the results of collision
resistance preimage sampleable functions (CRPSF) over cyclotomic �elds, we give concrete constructions of provably secure
identity-based encryption schemes (IBE) and identity-based signature schemes (IBS) based on NTRU over any cyclotomic �eld.
Our IBE schemes are provably secure under adaptive chosen-plaintext and adaptive chosen-identity attacks, meanwhile, our IBS
schemes are existentially unforgeable against adaptively chosen message and adaptively chosen identity attacks for any prob-
abilistic polynomial time (PPT) adversary in the random oracle model.  e securities of both schemes are based on the worst-case
approximate shortest independent vectors problem (SIVPc) over corresponding ideal lattices.  e secret key size of our IBE (IBS)
scheme is short—only one (two) ring element(s).  e ciphertext (signature) is also short—only two (three) ring elements.
Meanwhile, as the case of NTRUEncrypt, our IBE scheme could encrypt n bits in each encryption process.  ese properties may
make our schemes have more advantages for some IoT applications over postquantum world in theory.

1. Introduction

Nowadays, Internet of things (IoT) plays an extremely
important role by comprising millions of smart and con-
nected devices to o�er bene�ts in a wide range of situations,
for example, smart cities, smart grads, smart tra�c, and
smart buildings.  e corresponding techniques have been
unprecedentedly developed and adopted due to the quick
evolution of smart devices and the continuous investment of
leading communities. In a smart IoT system, data collected
by mote devices will be transferred to gateway/cloud; the
cloud will perform data analysis and send the results to the
particular management system which takes suitable action.
How to protect this complete network against malicious
events, as well as the privacy and authenticity of data, is one
of the toughest challenges for the deploying IoT technology.
Several considerations and solutions are discussed in [1–4].
Due to the constrained resources (i.e., the size of memory,
CPU speed, and network bandwidth), we could not directly

use the traditional public key system, since the key man-
agement is complicated and the computations and storages
may consume large amount of resources.

Identity-based cryptography is a type of public key
cryptography in which the public key of a user is some
unique information about the identity of the user (e.g.,
a user’s e-mail address and the MAC address of devices).
 is means that a sender who has access to the public pa-
rameters of the system can encrypt a message (verify a sig-
nature) by using the receiver’s (signer’s) identity as a public
key.  e receiver (signer) obtains its decryption (signing)
key from a central authority, which needs to be trusted as it
generates secret keys for every user. Such cryptographic
primitives signi�cantly simplify the key management pro-
cedures of certi�cated-based public key infrastructures.

IBE and IBS were proposed by Shamir [5]; from then on,
a large number of papers have been published in this area,
including IBE [6–12], IBS [13–17], and identity-based
signcryption (sign-then-encrypt a message) schemes
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[13, 18, 19]. Till now, the fully practical identity-based
cryptographic primitives are based on bilinear pairings.
With the rapid development of quantum computation, in
a not-so-distant future, quantum computers are expected to
break such systems, and it is urgent to design quantum-
immune IBE and IBS schemes. Cryptographic primitives
based on hard lattice problems are good candidates, and
many such identity-based schemes were designed
[6, 9, 10, 16]. However, the efficiency of these schemes is not
very satisfactory, especially in the IoTapplications. As we all
know, cryptographic primitives based on NTRU usually
have high efficiency [20] and are good candidates of
lightweight cryptographic systems in the postquantum
world.+erefore, IBE and IBS schemes based on NTRUmay
enjoy the advantages of high efficiency and quantum-im-
mune at the same time.

To the best of our knowledge, the existing IBE [21] and
IBS [17] based on NTRU are all over power-of-2 cyclotomic
rings, in which NTT algorithm can be implemented and
calculations can be done very fast. However, there are too
many subfields in the corresponding cyclotomic fields,
making these settings more sensitive to subfield attacks
[22, 23, 24]. So, seeking constructions of IBE and IBS over
more general fields is a meaningful work. Meanwhile, strictly
speaking, both of the schemes [17, 21] lack a security proof in
the following two senses: (1) +e PPT key generation al-
gorithm [21] is heuristic and the CPA security of the
schemes is guaranteed by a key-encapsulation mechanism
designed in the process of encryption and is measured by the
Kullback–Leibler “distance”—not statistical distance. +en,
security is estimated in the aspect of attacks. So, the mag-
nitude of module q is small and the schemes are practical. (2)
Parameter settings of IBS [17] were referred to [25]; while the
main lemma for proving the PPT trapdoor generation al-
gorithm of CRPSF in [25] had some deficiencies, making the
parameter choices in [17] could not achieve the desired
result.

1.1. Our Contributions and Technique Overview. Motivated by
the above reasons, we construct provably secure IBE and IBS
schemes over any cyclotomic field.

Compared with [21], our IBE scheme is strictly provably
secure under adaptive chosen-plaintext and adaptive cho-
sen-identity attacks. So, at a high level, our result implies that
we can heuristically design IBE scheme by using similar
parameters as [21] in any cyclotomic field. Since we use the
modified algorithms of CRPSF proposed in [26], our IBS
scheme is existentially unforgeable against adaptively chosen
message and adaptively chosen identity attacks in theory.
+ough the efficiency of our IBE and IBS schemes may be
not satisfactory when we set parameters to achieve the
provably security, our results give a high-level implication
that we can heuristically design IBE and IBS over any cy-
clotomic field with small parameters (for example, settings of
the classical NTRU-based cryptography [20]) and construct
a lightweight cryptosystem, which can be used in some IoT
applications.

Next, we give a brief review of constructions.

+e construction of our IBE scheme is inspired by [21]
and followed the route of [10]. +e setup algorithm uses the
key generation algorithm of CRPSF constructed in [26] to
generate some public parameters PP, including a cyclotomic
field K and an element h ∈ R×

q . Here, R � OK is the ring of
integers of K and R×

q is the set of invertible elements of
Rq � R/qR. Meanwhile, the key generation algorithm of
CRPSF also outputs a short trapdoor basis of the NTRU
lattice Λq

h � (x, y) ∈ R2 : y � hxmod qR􏼈 􏼉. +e secret key of
an identity (we map an identity to Rq by using a random
oracle H : 0, 1{ }∗ ↦ Rq) is the element in Λq

h outputted by
the SamplePre algorithm of CRPSF by using the trapdoor
basis. +e encryption and decryption follow the idea of [10].
We embed the message in a Ring-LWE instance in the
encryption process and the outputted ciphertext consists of
two Ring-LWE instances (only the b-component) (u, v) with
the “implied” relation that v − u · sk is short. +en, the
decryption process only need to remove the errors by
rounding (⌊ · ⌉). Security (indistinguishability) is based on
the hardness of corresponding decision Ring-LWE prob-
lems, and we do not need to use the key-encapsulation
mechanism in the encryption process.

+e construction of IBS follows the route of [17], which
is a combination of techniques shown in [10, 27]. We also
use the key generation algorithm of CRPSF to generateMsk.
+e secret key (σ1, σ2) of an identity id is produced by the
SamplePre algorithm of CRPSF, satisfying hσ1− σ2 � H(id).
+e signing and verification follow the idea of [27] by using
a rejection sampling algorithm.+e signature of a message μ
contains a triple (z1, z2, u) with yi ↩ DR,s, zi � yi + σi · u,
and u � H′(hy1 − y2 mod qR, μ). +e rejection sampling
algorithm could make it seem that zi is independent of yi, in
particular, zi ↩ DR,s. +en, to verify a signature, one only
needs to make sure that zi is short and u � H′(hz1 −

z2 − H(id) · umod qR, μ). Unforgeability of our scheme can
be reduced to the corresponding Ring-SIS problems.

Finally, we remark that techniques used in [28] are also
vital to bound the decryption error of our IBE scheme.
+ough we design our IBE schemes in R∨, the dual ideal of R,
we can convert it to work in an integral ideal of R or we can
directly design the IBE scheme in R by using the hardness
result shown in [29] (with larger parameter c and q). Also,
we can discuss the practicability under the Kullback–Leibler
“distance” by using the same method as in [21]. Meanwhile,
our construction provides an important support for de-
signing IBE and IBS over general cyclotomic rings with
relative small parameters (with no provably secure guar-
antee, but the key generation algorithm is PPT by our re-
sults) and analyzing the security from the view of attacks.
How to reduce the magnitudes of parameters of provably
secure identity-based cryptographic primitives and improve
the efficiency of these schemes are important and mean-
ingful open problems.

1.2. Organization. In Section 2, we will introduce some
notations and basic results we need in our discussion. In
Section 3, we shall discuss the IBE schemes, including the
basic definitions, security models, constructions, and

2 Wireless Communications and Mobile Computing



security analysis. Discussions of IBS schemes are put in
Section 4.

2. Preliminaries

In this section, we introduce some background results and
notations.

2.1.Notations. We use [n] to denote the set 1, 2, . . . , n{ }. ‖ · ‖

represents the l2 norm corresponding to the canonical
embedding. For two random variables X and Y, Δ(X, Y)

stands for their statistic distance. When we write X↩ ξ, we
mean that the random variable X obeys to a distribution ξ. If
S is a finite set, then |S| is its cardinality and U(S) is the
uniform distribution over S. Symbols Z+ and R+ stand for
the sets of positive integers and positive reals. Symbol logx

represents log2 x for x ∈ R+. Functions φ(n) and μ(n) stand
for the Euler function and the Möbius function.

2.2. Cyclotomic Fields, Space H, and Ideal Lattices.
+roughout this paper, we only consider cyclotomic fields.
For a cyclotomic field K � Q(ζ) with ζ � ζ l the primitive l-th
root of unity, its minimal polynomial is Φl(x) �

􏽑i|l(xi − 1)μ(l/i) ∈ Z[x] with degree n � φ(l). As usual, we
set R � OK � Z[ζ], which is the ring of integers of K. +en,
[K : Q] � n ≔ 2r, K � Q[x]/Φl(x) and R � Z[x]/Φl(x). K
is Galois over Q. We set Gal(K/Q) � σi : i � 1, . . . , n􏼈 􏼉 and
use the canonical embedding σ on K, which maps x ∈ K

to a space σi(x)􏼈 􏼉i ∈ H ≔ (x1, . . . , xn) ∈ Cn : xn+1− i � xi,􏼈

∀i ∈ [r]} via embeddings in Gal(K/Q). H is isomorphic to
Rn as an inner product space via the orthonormal basis hi∈[n]

defined as follows: for 1 ≤ j ≤ r,

hj �
1
�
2

√ ej + en+1− j􏼐 􏼑,

hn+1− j �
i
�
2

√ ej − en+1− j􏼐 􏼑,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where ej ∈ Cn is the vector with 1 in its j-th coordinate and
0 elsewhere and i is the imaginary number such that i2 � − 1.
For any element x ∈ K, we can define its norm by
‖x‖ ≔ ‖σ(x)‖ and its infinity norm by ‖x‖∞ ≔
maxi∈[n]|σi(x)|.

We define a lattice as a discrete additive subgroup of H.
+e dual lattice of Λ ⊆ H is defined as Λ∨ � y ∈ H :􏼈

∀x ∈ Λ, < x, y> � 􏽐
n
i�1xi · yi ∈ Z}. One can check that this

definition is actually the complex conjugate of the dual
lattice as usually defined in Cn. All of the properties of the
dual lattice that we use also hold for the conjugate dual. Any
fractional ideal I of K is a freeZmodule of rank n. So, σ(I) is
a lattice of H, and we call σ(I) an ideal lattice and identify I
with this lattice and associate with I all the usual lattice
quantities. Meanwhile, its dual is defined as I∨ � a ∈ K :{

Tr(a · I) ⊆ Z}. +en, it is easy to verify that (I∨)∨ � I, I∨ is
a fractional ideal, and I∨ embeds under σ as the dual lattice of
I as defined above.

2.3. GaussianDistributions, Ring-SIS Problems, and Ring-LWE
Problems. +e Gaussian distribution is defined as usual. For
any s> 0, c ∈ H, which is taken to be s � 1 or c � 0 when
omitted, define the Gaussian function ρs,c : H⟶ (0, 1]

as ρs,c(x) � e− π(‖x− c‖2/s2). By normalizing this function,
we obtain the continuous Gaussian probability distribu-
tion Ds,c of parameter s, whose density function is given by
s− n · ρs,c(x). For a real vector r � (r1, . . . , rn) ∈ (R+)n, we
define the elliptical Gaussian distributions in the basis
hi􏼈 􏼉i ≤ n as follows: a sample from Dr is given by 􏽐i∈[n]xihi,
where xi is chosen independently from the Gaussian dis-
tribution Dri

over R. Note that if we define a map
φ : H⟶ Rn by φ(􏽐i∈[n]xihi) � (x1, . . . , xn), then Dr is
also a (elliptical) Gaussian distribution over Rn.

For a lattice Λ ⊆ H, σ > 0 and c ∈ H, we define the lattice
Gaussian distribution of support Λ, deviation σ, and center c

by DΛ,σ,c(x) � (ρσ,c(x)/ρσ,c(Λ)) for any x ∈ Λ. For δ > 0, we
define the smoothing parameter ηδ(Λ) as the smallest σ > 0
such that ρ1/σ(Λ∨\0) ≤ δ. +e following theorem comes
from [10, 30]. Here we use 􏽥B to represent the Gram–Schmidt
orthogonalization of B and regard the columns of B as a set
of vectors. For B � (b1, . . . , bn), define ‖B‖ � maxi ‖bi‖.

Theorem 1. Aere is a probabilistic polynomial time algo-
rithm that, given a basis B of an n-dimensional lattice
Λ � L(B), a standard deviation σ ≥ ‖􏽥B‖ · ω(

����
log n

􏽰
), and

a c ∈ H, outputs a sample whose distribution is statistically
close to DΛ,σ,c.

We will use following lemmata from [10, 31].

Lemma 1. For any full-rank lattice Λ and positive real ε> 0,
we have ηε(Λ) ≤

����������������
ln(2n(1 + (1/ε)))/π

􏽰
· λn(Λ).

Lemma 2. For any full-rank latticeΛ, c∈H, ε∈(0,1) and σ ≥
ηε(Λ), we have Prb↩DΛ,σ,c

[‖b − c‖≥σ
�
n

√
]≤(1+ε/1 − ε) ·2− n.

Lemma 3. For any full-rank lattice Λ⊆H, c ∈H, δ ∈ (0,1),
σ ≥ 2ηδ(Λ) and b ∈Λ, we have DΛ,σ,c(b)≤ (1+δ/1 − δ) ·2− n.

+e following useful rejection sampling theorem comes
from [27]. We state an adapted version, corresponding to the
canonical embedding and space H. Its proof is essentially the
same as that in [27], so we put it in Appendix with a remark
that the constant M can be effectively calculated in practice.

Theorem 2. LetΛ ⊆ H be an arbitrary lattice,V ⊆ H be a set
in which all elements have norms less than T, σ be some
elements in R such that σ � ω(T ·

����
log n

􏽰
), and

h : V↦ [0, 1] be a probability distribution. Aen, there exists
an absolute constant M such that the distribution of the
output of the following algorithm A:

(1) v↩ h

(2) z↩ DΛ,σ,v

(3) Output (z, v) with probability min(DΛ,σ(z)/M·

DΛ,σ,v(z), 1)
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is within statistical distance 2− ω(log n)/M of the distribution of
the output of the following algorithm F:

(1) v↩ h

(2) z↩ DΛ,σ

(3) Output (z, v) with probability 1/M.

Moreover, the probability p that A outputs something
satisfies (1 − 2− ω(log n))/M ≤ p ≤ (1/M).

+e hard lattice problems we use are Ring-SIS and Ring-
LWE problems. For an element z � (z1, . . . , zm) ∈ Rm, let us
define ‖z‖ ≔ (􏽐

m
i�1‖zi‖

2)1/2. We first introduce the Ring-SIS
problem. +e definition is as follows.

Definition 1. Let R be the ring of integers of K, q and m be
positive integers, and β be a real number. +e small integer
solution problem over R (R-SISq, m, β) is given a1, . . . , am ∈ Rq

chosen independently from U(Rq), find z � (z1, . . . ,zm) ∈Rm

such that 􏽐
m
i�1aizi � 0modqR and 0<‖z‖≤ β.

For appropriate parameters, the following theorem comes
from [32], which shows that the Ring-SIS problem is hard.

Theorem 3. For ε ∈ (0, 1), there is a PPT reduction from
solving Ideal-SIVP

c ·
�����������
ln(2n(1+1/(ε)))/π

√ with high probability in
polynomial time in the worst case to solving R-SISq, m, β with
nonnegligible probability in polynomial time, for any
m, q, β, c such that c ≥ β

�
n

√
· ω(

����
log n

􏽰
), q ≥ β

�
n

√
· ω(log n),

and m, β, log q ≤ poly(n).

+e Ring-LWE problem is defined as follows. Let
T � H/R∨.

Definition 2. For s ∈ R∨q and an error distribution ψ over H,
the Ring-LWE distribution A∨s,ψ over Rq × T is sampled by
independently choosing a uniformly random a↩ U(Rq)

and an error term e↩ ψ and outputting (a, b � (a · s/q) +

emodR∨).

Definition 3. Let Ψ be a family of distributions over H. +e
average-case Ring-LWE decision problem, denoted
R− DLWE∨q,Ψ, is to distinguish (with nonnegligible advan-
tage) between independent samples from A∨s,ψ for a random
choice of (s,ψ)↩ U(R∨q ) × Ψ and the same number of
uniformly random and independent samples from Rq × T .

In [33], a reduction from Ideal-SIVPc to decision Ring-
LWE problem over any algebraic number field is given.

Theorem 4. Let K be an algebraic number field and R � OK,
[K : Q] � n. Assume α ∈ (0, 1) such that α ≤

������
log n/n

􏽰
, and

let q ≥ 2 be an integer such that αq ≥ ω(1). Aen there is
a polynomial time quantum reduction from Ideal-SIVPc (in the
worst case) to R − DLWE∨q,Dξ

, where ξ � α(nk/log(nk))1/4 with
k the number of samples to be used and c �ω(

�
n

√
· logn/α).

We can modify the sample (a, b) of Ring-LWE distri-
bution to Rq × R∨q as in [28]. We scale the b component by
a factor of q, so that it is an element in H/(qR∨). +e

corresponding error distribution is Dqξ with ξ � α ·

(nk/log(nk))1/4 and k the number of samples. +en, we
discretize the error, by taking e↩ ⌊Dqξ⌉R∨ . +e decision
version of Ring-LWE becomes to distinguish between the
modified distribution of A∨s,⌊Dqξ⌉R∨

and the uniform samples
from Rq × R∨q . Notice that by using the same method
proposed in [34], we can change the secret s to obey the error
distributions, i.e., s↩ ⌊Dqξ⌉R∨ . We will use the symbol
R − DLWEq,⌊Dqξ⌉R∨ to denote this problem. Meanwhile, note
that, if we constrain a↩ U(T) for some T ⊆ Rq, where
|T| � c · |Rq| and c≠negl(n), the hardness of the corre-
sponding problem does not decrease.We will use the symbol
R − DLWE×

q,⌊Dqξ⌉R∨
to denote this problem. For more details,

one can refer to [28, 34].

2.4. Key Generation Algorithm and Regularity Result. In this
subsection, we shall introduce some useful algorithms and
results we need. +e following algorithm plays a key role
in our constructions of IBE and IBS. It is a modified
version of key generation algorithm of traditional NTRU
signatures. For simplicity, we denote it by N-KeyGen.

+e following theorem comes from [26] (Algorithm 1).
Note that in the case of cyclotomic fields, it was shown in
[26] that the value of Dedekind zeta function at 2 (i.e. ζK(2))
has a relatively small absolute upper bound.

Theorem 5. Let K � Q(ζ l) be a cyclotomic field, R � OK,
n � φ(l), q ≥ 64nζK(2) be a prime such that q ∤ΔK and the
prime ideal decomposition of qR in R is qR � B1, . . . ,Bg

such that f · g � n, ε> 0 be an arbitrary positive number.
Assume that σ ≥ max 8n3.6 ln n,ω(n ln0.5 n) · q1/g,􏽮

ω(n0.25q0.5l− 0.25)}. Aen, the key generation algorithm proposed
in this section terminates in polynomial time, and the output

matrix f g

F G
􏼢 􏼣 is an R basis of Λq

h for h � gf− 1 mod qR.

Meanwhile, if σ ≥ n3/2 �������
ln(8nq)

􏽰
· q(1/2)+(1+(f/2))ε, the distri-

bution of h is rejected with probability c< 1 for some absolute
constant c from a distribution whose statistical distance from
U(R×

q ) is ≤ (28n/q⌊εn⌋).

Based on the N-KeyGen algorithm, Wang and Wang
[26] gave a detailed construction of CRPSF, which was first
proposed in [10], over any cyclotomic field. +e preimage
sampling algorithm of CRPSF is useful for us to design our
IBE and IBS. We also use NTRUCRPSF (n, q, σ, s) to rep-
resent the CRPSF and only describe the results we need. For
more details, one can refer to [26]. +e construction of
CRPSF is as follows:

(1) TrapGen (1n, q, σ): by running the N-KeyGen al-
gorithm, we get a public key h � g · f− 1 ∈ R×

q and

a private key sk �
f g

F G
􏼢 􏼣. +e key h defines

function fh(z) � fh((z1, z2)) � hz1 − z2 ∈ Rq with
domain Dn � z ∈ R2 : ‖z‖< s

��
2n

√
􏼈 􏼉 and range

Rn � Rq. +e trapdoor of fh is sk.
(2) SampleDom (1n, q, s): sample z↩ DR2 ,s, if ‖z‖ ≥ s ·��

2n
√

, resample.
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(3) SamplePre (sk, t): to find a preimage inDn for a target
t ∈ Rn � Rq under fh by using the trapdoor sk,
sample z↩ DΛq

h
+c,s with Λq

h � (z1, z2) ∈ R2 : z2 �􏼈

hz1 mod qR} and c � (1, h − t). Return z.

Theorem 6. Assume σ ≥ max 8n3.6 ln n,ω(n ln0.5 n)·􏽮 q(1/g),

ω(n0.25q0.5l− 0.25), n3/2 �������
ln(8nq)

􏽰
· q((1/2)+ε)} for some ε ∈

(0, (1/2)) and s ≥ n3/2 · σ · ω(log n). Aen, the constructed
NTRUCRPSF (n, q, σ, s) is a CRPSF against ploy(n) time
adversaries, assuming the hardness of the worst-case Ideal-
SIVPc over K against ploy(n) time adversaries, with c �
􏽥O(n · s).

We also need the following regularity theorem. For more
details, one can refer to [26, 28, 29].

Theorem 7. Let K be a cyclotomic field with [K : Q] � n,
R � OK, m ≥ 2, q is a positive prime such that q ∤ΔK and the
prime ideal decomposition of qR in R is qR � B1, . . . ,Bg,
δ ∈ (0, (1/2)), ε> 0, and ai ↩ U(R×

q ) for all i ∈ [m]. Assume
t↩ DRm,σ with σ ≥ n ·

��������������������
(ln(2mn(1 + (1/δ)))/π)

􏽰
· q(1/m)+ε.

Aen, we have

Δ a1, . . . , am, 􏽘

m

i�1
tiai

⎛⎝ ⎞⎠; U R
×
q􏼐 􏼑

m
× Rq􏼐 􏼑⎛⎝ ⎞⎠ ≤ 2δ

+ 22m(n+g)
q

− εmn
.

(2)

As in [28], we only use the powerful basis p
→

i􏽮 􏽯
n

i�1 of R
and the decoding basis { d

→
i}

n

i�1 of R∨. We mainly use the
following definition and arrangements. More details can be
found in [28].

Definition 4. Given a basisB � b1, . . . , bn􏼈 􏼉 of a fractional ideal
J, for any x ∈ J with x � x1b1 + · · · + xnbn, the B-coefficient
embedding of x is defined as the vector (x1, . . . , xn) and the
B-coefficient embedding norm of x is defined as ‖x‖c

B �

(􏽐
n
i�1x

2
i )1/2.

Set 􏽢l � l when l is odd and 􏽢l � (l/2) when l is even. If
l � 􏽑

m
i�1p

αi

i for primes pi, then we define rad(l) � 􏽑
m
i�1pi. If

we represent x ∈ R (or R∨) with respect to the powerful basis
(or decoding basis), we have

�����
l

rad(l)

􏽳

‖x‖
c

σ(p
→

)
≤ ‖σ(x)‖ ≤

�
􏽢l

􏽱

‖x‖
c

σ(p
→

)
, forx ∈ R, (3)

1
�
􏽢l

􏽰 ‖x‖
c

σ(d
→

)
≤ ‖σ(x)‖ ≤

�����

rad(l)

l

􏽳

‖x‖
c

σ(d
→

)
, forx ∈ R

∨
. (4)

We will omit the subscripts σ( d
→

) and σ( p
→

) in the
following applications when it does not cause ambiguities.

When we write xmod qR∨, we use the representative
element of the coset x + qR∨ as 􏽐

N
i�1xi d

→
i with xi ∈

[− (q/2), (q/2)). It is similar for element x ∈ R. Notice that
R ⊆ R∨, and any element of R can also be represented as a
Z-linear combination of the decoding basis.

3. Identity-Based Encryption Schemes

In this section, we shall give the definition of IBE schemes
and then construct a provably secure IBE scheme based on
NTRU over any cyclotomic field.

3.1. Basic Definition and Security Model. We give the defi-
nition of IBE system first.

Definition 5. An identity-based encryption system consists of
four PPTalgorithms: Setup, KeyGen, Encrypt, and Decrypt.

(i) Setup (λ): this algorithm takes as input a security
parameter λ and generates public parameters PP and
a master secret key Msk.

(ii) KeyGen (id,Msk,PP): this algorithm uses the
master secret keyMsk to generate an identity private
key skid corresponding to an identity id.

(iii) Encrypt (PP, id, m): this algorithm takes the public
parameters PP to encrypt a message m for any given
identity id.

(iv) Decrypt (c, skid): this algorithm decrypts ciphertext c
by using the identity private key skid if the identity of
the ciphertext matches the identity of the private key.

+e security model of IBE is defined through the fol-
lowing game between an adversary A and a challenger B.
For a security parameter λ, letMλ be the plaintext space and

(i) Input: n, q ∈ Z+, σ > 0.
(ii) Output: A key pair (sk, pk) ∈ R2×2 × R×

q .
(1) Sample f from DR,σ , if (fmod q) ∉ R×

q , resample.
(2) Sample g from DR,σ , if (gmod q) ∉ R×

q , resample.
(3) If ‖f‖ ≥

�
n

√
σ or ‖g‖ ≥

�
n

√
σ, restart.

(4) If (f, g)≠R, restart.
(5) Compute Fq, Gq ∈ R such that f · Gq − g · Fq � q, e.g., using a Hermite normal form algorithm.
(6) Use Babai rounding nearest plane algorithm to approximate (Fq, Gq) in the lattice spanned by (f, g), let r(f, g) be the output, set

(F, G) � (Fq, Gq) − r(f, g) for some r ∈ R.
(7) If ‖(F, G)‖> nσ

�
l

√
, restart.

(8) Return secret key sk �
f g

F G
􏼢 􏼣 and public key pk � h � g · f− 1 ∈ R×

q .

ALGORITHM 1
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Cλ be the ciphertext space. +e game, which appraises the
indistinguishability of plaintext under adaptive chosen-
plaintext and adaptive chosen-identity attack (IND-ID-
CPA), is defined as follows:

(i) Setup: B runs the algorithm Setup (λ) to get the
public parameters PP and the master secret key
Msk; then, it sends PP to A and keeps the master
secret key Msk.

(ii) Phase 1: A adaptively issues private key queries
q1, . . . , qk for identity id1, . . . , idk. In each query qi

for i � 1, . . . , k, B runs KeyGen to generate skidi

and sends it to A.

(iii) Challenge: once A decides the Phase 1 is over, it
outputs a challenge identity id∗, which has not been
queried during Phase 1, and two plaintext message
m0, m1 ∈Mλ. B chooses a random element
b ∈ 0, 1{ } uniformly and sends cb � Encrypt
(PP, id∗, mb) to A.

(iv) Phase 2: A adaptively issues more private key
queries qk+1, . . . , qQ for identity idk+1, . . . , idQ. +e
only requirement is that id∗ ≠ idi for any
i � k + 1, . . . , Q.

(v) Guess: A outputs an element b′ ∈ 0, 1{ } and wins if
and only if b′ � b.

We refer to such an adversary A as an IND-ID-CPA
adversary and define the advantage (in the security pa-
rameter λ) of A in attacking an IBE scheme E as
AdvE,A(λ) � |Pr(b′ � b) − (1/2)|.

Definition 6. For a security parameter λ, we say that an IBE
scheme E is adaptively IND-ID-CPA secure if for any PPT
adversary A that takes at most Q � poly(λ) private key
queries, AdvE,A(λ) ≤ negl(λ).

3.2. Constructions of IBE Based on NTRU. Now, we can give
the construction of IBE system over any cyclotomic field.
+e construction is inspired by [21], which follows the route
of [10] and could be regarded as a generalization from power
of 2 cyclotomic field to arbitrary cyclotomic field. +e de-
tailed construction is as follows, where ΔK denotes the
discriminant of K and qR � B1, . . . ,Bg.

(i) Setup (λ): given a security parameter λ, first con-
struct a set of parameters (K, R, q, σ, s) such that
K � Q(ζ l) with n � φ(l) ≥ λ, R � OK, and q ≥
64nζK(2) such that q ∤ ΔK. Meanwhile, σ ≥
max 8n3.6 ln n,ω(n ln0.5 n) · q(1/g),ω(n0.25􏽮 q0.5l− 0.25),

n(3/2)
�������
ln(8nq)

􏽰
· q(1/2)+ε} for some ε ∈ (0, (1/2)),

s ≥ n(3/2) · σ · ω(log n). +en, call the N-KeyGen
algorithm to generate a public key h and a secret key

sk �
f g

F G
􏼢 􏼣 ∈ R2×2. Set the public parameters

PP � (K, R, q, σ, Rq, R∨q , h, H), where

H : 0, 1{ }∗ ↦ Rq is a random oracle, and the master

secret key Msk � sk �
f g

F G
􏼢 􏼣.

(ii) KeyGen (id,Msk,PP): if the pair (id, skid) is in the
local storage, output skid to the user id. Otherwise,

(1) Set t � H(id) ∈ Rq.
(2) Take (σ1,σ2) � SamplePre(Msk, t), where (σ1,σ2)

satisfies hσ1 − σ2 � tmodqR.
(3) Output skid � σ1 and keep the pair (id, skid) in

the local storage.

(iii) Encrypt (PP, id, m): given a plaintext m � 􏽐
n
i�1mi ·

d
⟶

i ∈ R∨q with coefficients mi ∈ 0, 1{ }, the encryp-
tion process is as follows:

(1) Sample r, e1, e2 ↩ χ ≔ ⌊Dξ·q⌉R∨ with ξ �

α · (nk/log(nk))(1/4), where k � O(1) is a posi-
tive integer.

(2) Compute t � H(id) ∈ Rq, u � r · h + e1 mod
qR∨ and v � t · r + e2 + (⌊q/4⌋) · mmod qR∨.

(3) Output the ciphertext c � (u, v).

(iv) Decrypt (c � (u, v), skid): this algorithm first

computes w � v − u · skid � 􏽐
n
i�1wi · d

⟶

i mod qR∨

and returns m � 􏽐
n
i�1⌊(4/q) · wi⌉ · d

⟶

i mod qR∨.

Note that we have w � v − uσ1 � rt + e2 + (⌊q/4⌋)· m −

rhσ1 − e1σ1 � (⌊q/4⌋) · m + emod qR∨ where e � e2− rσ2 −

e1σ1 ∈ R∨ for some (σ1, σ2) satisfying hσ1− σ2 � tmod qR. If
‖e‖c
∞ < q/10, then we get that w has the representation of the

form (⌊q/4⌋) · m + e in R∨q . Setting w � 􏽐
n
i�1wi · d

⟶

i and

e � 􏽐
n
i�1ei
′ · d
⟶

i, we can conclude that for any q> 40,

4
q
wi �

4
q
⌊

q

4
⌋ · mi +

4
q

ei
′ �

4
q
ei
′ ∈ −

2
5
,
2
5

􏼒 􏼓, if mi � 0,

4
q
⌊

q

4
⌋ +

4
q

ei
′ ∈

1
2
,
3
2

􏼒 􏼓, if mi � 1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

+erefore, the decryption process succeeds in re-
covering the encrypted message m whenever
‖e2 − rσ2 − e1σ1‖

c
∞ < (q/10). Now, we bound the proba-

bility that ‖e2 − rσ2− e1σ1‖
c
∞ ≥ (q/10). Here, ‖ · ‖c

∞ repre-
sents the basis-coefficient norm under the decoding basis
with respect to the l∞ norm.

Lemma 4. Assume that α ∈ (0, 1) such that α ≤
��������
(log n/n)

􏽰

and let q ≥ 2 be an integer such that αq ≥ ω(1); meanwhile,
ω(n(3/2)

�����������
log n log log n

􏽰
· α2 · q2 · s)< (q/30

�
2

√
); then, we

have ‖e2 − rσ2 − e1σ1‖
c
∞ < (q/10) with probability at least

1 − n− ω(
����
n log n

√
).

Proof. Lemma 5.1 of [28] implies that Prx↩ χ[‖x‖∞ >
ω(

������
n log n

􏽰
· α2 · q2)]] ≤ n− ω(

����
n log n

√
). Note that ‖(σ1, σ2)‖ ≤��

2n
√

· s; we have
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e2 − rσ2 − e1σ1
����

����
c

∞ ≤
�
􏽢l

􏽱

· e2
����

���� + r · σ2
����

���� + e1 · σ1
����

����􏼐 􏼑

≤
�
􏽢l

􏽱

· 􏼒
�
n

√
· e2
����

����∞ +‖r‖∞ · σ2
����

����

+ e1
����

����∞ · σ1
����

����􏼓.

(6)

+erefore, we get

e2 − rσ2 − e1σ1
����

����
c

∞ ≤ 3
�
2

√
· ω′ n

(3/2)
�����������

log n log log n

􏽱

· α2 · q
2

· s􏼒 􏼓,

(7)

with probability at least 1 − n− ω(
����
n log n

√
), where we have used

that
�
􏽢l

􏽰
� O(

��������
n log log n

􏽰
).

Overall, we get the following lemma. □

Lemma 5. Assume that α ∈ (0, 1) such that α ≤
��������
(log n/n)

􏽰

and let q ≥ 2 be an integer such that αq ≥ ω(1); meanwhile,
ω(n(3/2)

�����������
log n log log n

􏽰
· α2 · q2 · s)< (q/30

�
2

√
); then, the

decryption algorithm of the IBE scheme succeeds in re-
covering the encrypted message with probability at least
1 − n− ω(

����
n log n

√
).

We can prove that our IBE scheme is secure, assuming
that R − DLWEq,⌊Dqξ⌉R∨ problem and R − DLWE×

q,⌊Dqξ⌉R∨

problem are hard. We first give a IND-CPA secure public
key encryption scheme (denoted by BasicPub). Note that
Lemma 5 is suitable for BasicPub as well.

(i) Setup (λ): given a security parameter λ, do as the
Setup algorithm of IBE scheme. Set the public
parameters PP � (K, R, q, σ, Rq, R∨q , h).

(ii) KeyGen (PP): sample (σ1, σ2) � SampleDom(PP);
set the secret key sk � σ1 and the public key
pk � hσ1 − σ2 mod qR.

(iii) Encrypt (PP, pk, m): do as the Encrypt algorithm of
IBE scheme with t � pk.

(iv) Decrypt (c � (u, v), sk): the same as the Decrypt
algorithm of IBE scheme.

Lemma 6. Let K � Q(ζ l) be a cyclotomic field, n � φ(l),
R � OK, and q ≥ 64nζK(2) be a prime such that q ∤ΔK. Set
σ ≥ max 8n3.6 ln n,ω(n ln0.5 n) · q(1/g),ω(n0.25q0.5l− 0.25),􏽮 n3/2

�������
ln(8nq)

􏽰
· q(1/2)+ε} for some ε ∈ (0, (1/2)) and s ≥ n3/2·

σ · ω(log n); meanwhile, assume that α ∈ (0, 1) such that
α ≤

��������
(log n/n)

􏽰
, αq ≥ ω(1), and ω(n3/2 �����������

log n log log n
􏽰

·

α2 · q2 · s)< (q/30
�
2

√
). Aen, the BasicPub is IND-CPA se-

cure assuming that R − DLWEq,⌊Dqξ⌉R∨ problem and
R − DLWE×

q,⌊Dqξ⌉R∨
problem are hard.

Proof. Note that, by the property of SampleDom algorithm,
the distribution of pk is statistically close to U(Rq). +en, for
a ciphertext (u, v) of either m0 or m1, by our choices of

parameters, the entire view (h, pk, u, v) ∈ R×
q × Rq × Rq × R∨q

of the adversary is indistinguishable from the uniform
distribution, assuming the hardness of R − DLWEq,⌊Dqξ⌉R∨

problem and R − DLWE×
q,⌊Dqξ⌉R∨

problem. Hence, the ad-
versary could not distinguish the ciphertexts of 0 and 1. We
get the results, as desired. □

Theorem 8. Suppose that Lemma 6 holds, i.e., the BasicPub
is correct and IND-CPA secure in the standard model; then,
the IBE scheme is adaptively IND-ID-CPA secure in the
random oracle model.

Proof. LetA be a PPTadversary that attacks the IBE scheme
with advantage δ by using Q � poly(n) distinct H queries.
We shall construct an algorithm B to attack the BasicPub
scheme with advantage (δ/Q). +e algorithm B works as
follows:

(1) B calls an oracle (or the challenger) to get the public
parameters PP′ � (K, R, q, σ, Rq, R∨q , h) and a public
key pk. +en, it sends the public parameters PP �

(K, R, q, σ, Rq, R∨q , h, H) toA. Here,B simulates the
random oracle H; meanwhile, B chooses an i ∈ [Q]

uniformly at random.
(2) B simulates the view of A as follows:

(i) Hash queries: onA’s jth distinct query idj to H,
if j � i, then store the tuple (idi, pk,⊥) and
return pk to A. Otherwise, j≠ i, A runs the
BasicPub.KeyGen (PP′) to generate a public/
secret key pair (skj, pkj), locally store the tuple
(idj, pkj, skj), and return skj to A.

(ii) KeyGen queries: when A asks for a secret key
for an identity id, assume without loss of gen-
erality that A has already queried H on id.
Retrieve the unique tuple (id, pk, sk) from local
storage. If sk � ⊥, then output a random bit and
abort. Otherwise, return sk to A.

(3) When A produces a challenge identity id∗ which is
distinct from all its secret key queries and two
messages m0, m1, assume without loss of generality
that A has already queried H on id∗. If id∗ ≠ idi,
output a random bit and abort. Otherwise, return
cb �BasicPub.Encrypt(PP′,pk,mb) for b↩U( 0,1{ })

to A.

When A terminates with some output, B terminates
with the same output.

Assume A makes N distinct KeyGen queries for
some N ≤ Q. Notice that the probability that B does not
abort is

Pr � 1 −
1
Q

􏼠 􏼡 · 1 −
1

Q − 1
􏼠 􏼡 · · · 1 −

1
Q − (N − 1)

􏼠 􏼡

·
1

Q − N
�
1
Q

.

(8)

Wireless Communications and Mobile Computing 7



Meanwhile, conditioned on B not aborting, the view it
provides toA is statistically close to the view of the real IBE
scheme. Hence, the advantage that B attacks the IND-CPA
secure of BasicPub is (δ/Q), as desired.

Overall, we conclude the following theorem. □

Theorem 9. Let K � Q(ζ l) be a cyclotomic field, n � φ(l),
R � OK, and q ≥ 64nζK(2) be a prime such that q ∤ΔK. Set
σ ≥ max 8n3.6 ln n,ω(n ln0.5 n) · q1/g,ω(n0.25q0.5l− 0.25), n3/2􏽮

�������
ln(8nq)

􏽰
· q(1/2)+ε} for some ε ∈ (0, (1/2)) and s ≥ n3/2·

σ · ω(log n); meanwhile, assume that α ∈ (0, 1) such that
α ≤

��������
(log n/n)

􏽰
, αq ≥ ω(1), and ω(n3/2 �����������

log n log log n
􏽰

·

α2 · q2 · s)< (q/30
�
2

√
). Aen, the IBE scheme is adaptively

IND-ID-CPA secure against any PPT adversary in the ran-
dom oracle model, assuming the hardness of worst-case Ideal-
SIVPc over K against PPT adversaries, with c � 􏽥O(n2 · s).

Remark 1. If we choose αq � ω(1), then s � 􏽥O(n7.5),
q � 􏽥O(n9) and c � 􏽥O(n9.5). As remarked in [28], we can also
convert our constructions to work in an ideal of R, or we can
directly design our schemes in R (with larger c and q).
Moreover, whenwe require that q � 1mod l with l having some
special cases (for example, l � pα, 2αp or 2αpq for some prime
p, q), we can use the hardness results shown in [35] and
techniques shown in [36] to reduce the magnitude of the pa-
rameters q and c. Usually, the module q is far away from
practicality. A heuristic practical choice of parameters (with
respect to coefficient embedding) is shown in [21]. How to
reduce the size of q and c is a hard problem which is worth
studying.

4. Identity-Based Signature Schemes

In this section, we shall give the definition of IBS schemes
and then construct a provably secure IBS scheme based on
NTRU over any cyclotomic field.

4.1. Basic Definition and Security Model. We give the defi-
nition of IBS system first.

Definition 7. An identity-based signature system consists of
four PPT algorithms: Setup, KeyGen, Sign, and
Verification.

(i) Setup (λ): this algorithm takes as input a security
parameter λ and generates public parameters PP
and a master secret key Msk.

(ii) KeyGen (id,Msk,PP): this algorithm uses the
master secret key Msk to generate an identity pri-
vate key skid corresponding to an identity id.

(iii) Sign (PP, id, skid, μ): this algorithm takes the
public parameters PP, a message μ, an identity id,

and the secret key skid to generate a signature Sig
of μ.

(iv) Verification (PP, μ, Sig, id): on input of the identity
id, the message μ, the parameters PP, and a signa-
ture Sig, this algorithm outputs 1 when the verifi-
cation is correct (i.e., the signature is valid) and
outputs 0 otherwise.

+e security model of IBS is defined through the following
game between an adversary A and a challenger B. For a se-
curity parameter λ, letMλ be the message space andSλ be the
signature space. +e game, which appraises the property of
existentially unforgeable against adaptively chosen message and
adaptively chosen identity attacks, is defined as follows:

(i) Setup: B runs the algorithm Setup (λ) to get the
public parameters PP and the master secret key Msk;
then, it sends PP toA and keeps the master secret key
Msk.

(ii) Phase 1: A adaptively issues private key queries
q1, . . . , qk for identity id1, . . . , idk. In each query qi

for i � 1, . . . , k, B runs KeyGen to generate skidi

and sends it to A.
(iii) Challenge: once A decides the Phase 1 is over, it

outputs an identity id∗, which has not been queried
during Phase 1.

(iv) Phase 2: A adaptively issues more queries
qk+1, . . . , qQ where each query qi is one of the
following:

(1) Private key query for idi ≠ id
∗:B responds as in

Phase 1.
(2) Signature query for a message μ under identity

id∗: this query can be regarded as an oracle, and
B runs the oracle to get a signature Sig �

Sign(PP, id∗, sk∗id, μ) and sends Sig to A.

(v) Forge:A outputs a forge Sig∗ for a message μ under
identity id∗. It wins if and only if one of the fol-
lowing two cases happens:

(1) If μ is queried in Phase 2, then we require that
Sig∗ ≠ Sig, where Sig is the signature of μ thatA
got in Phase 2. Meanwhile, Verification
(PP, μ, Sig∗, id∗) � 1.

(2) Otherwise, we simply require that
Verification(PP, μ, Sig∗, id∗) � 1.

We define the advantage (in the security parameter λ) of
A in attacking an IBS scheme E as A dvE,A(λ) �

|Pr(Awins) − (1/2)|.

Definition 8. For a security parameter λ, we say that an IBS
scheme E is existentially unforgeable against adaptively
chosen message and adaptively chosen identity attacks if for
any PPTadversaryA that takes at most Q � poly(λ) queries,
AdvE,A(λ) ≤ negl(λ).
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4.2. Constructions of IBS Based on NTRU. Now, we can give
the construction of IBS system over any cyclotomic field.+e
detailed construction is as follows:

(i) Setup (λ): given a security parameter λ, first con-
struct a set of parameters (K, R, q, σ, s) such that
K � Q(ζ l) with n � φ(l) ≥ λ, R � OK, and q ≥
64nζK(2) such that q ∤ ΔK. Meanwhile, σ ≥ max
8n3.6 ln n,ω(n ln0.5 n) · q1/g,ω(n0.25q0.5l− 0.25),􏽮 n3/2
�������
ln(8nq)

􏽰
· q(1/2)+ε} for some ε ∈ (0, (1/2)), s ≥

n3/2 · σ · ω(log n). +en, call the N-KeyGen algo-
rithm to generate a public key h and a secret key

sk �
f g

F G
􏼢 􏼣 ∈ R2×2. Set the public parameters

PP� (K,R,q,σ,Rq,R∨q ,h,H,H′), where
H : 0,1{ }∗ ↦Rq and H′ : Rq × 0,1{ }∗ ↦Rq are two
random oracles, and the master secret key Msk �

sk �
f g

F G
􏼢 􏼣.

(ii) KeyGen (id,Msk,PP): if the pair (id, skid) is in the
local storage, output skid to the user id. Otherwise,

(1) Set t � H(id) ∈ Rq.
(2) Take (σ1, σ2) � SamplePre(Msk, t), where

(σ1, σ2) satisfies hσ1 − σ2 � tmod qR.
(3) Output skid � (σ1, σ2) and keep the pair (id,

skid) in the local storage.

(iii) Sign (PP, id, skid, μ): given a message μ, the sig-
nature process is as follows:

(1) Sample y1, y2 ↩ DR,s.
(2) Compute u � H′(hy1 − y2 mod qR, μ) ∈ Rq and

zi � yi + σi · u for i � 1, 2.
(3) Output the signature Sig � (z1, z2, u) of mes-

sage μ with probability min((DR2 ,s(z)/M ·

DR2 ,s,v(z)),1) with v � (σ1u,σ2u) and M � O(1)

(in practice, M can be computed efficiently).

(iv) Verification (PP, μ, Sig, id): for Sig � (z1, z2, u), if
‖(z1, z2)‖ ≤

��
2n

√
· s and H′(hz1 − z2 − H(id) ·

umodqR,μ) � u ∈Rq, output 1. Otherwise, output 0.

+e signing algorithm outputs something with proba-
bility min((DR2 ,s(z)/M · DR2 ,s,(σ1u,σ2u)(z)), 1), if nothing was
output, the signer runs the signing algorithm again until
some signature is outputted. Note that hz1 − z2 − H(id) ·u �

hy1 − y2 +(hσ1 − σ2) ·u − H(id)· u � hy1 − y2modqR. Mean-
while, Lemma 2 and +eorem 2.2 imply that ‖(z1,z2)‖≤��
2n

√
·s with overwhelming probability. We conclude the

following lemma.

Lemma 7. Ae IBS scheme proposed above satisfies
correctness.

+e security of the IBS scheme can be reduced to the
worst-case SIVPc problem over K.

Theorem 10. Let K � Q(ζ l) be a cyclotomic field, n �φ(l),
R �OK, and q≥ 64nζK(2) be a prime such that q∤ΔK. Assume
that σ ≥max 8n3.6 lnn,ω(n ln0.5 n) · q1/g,ω(n0.25q0.5l− 0.25),􏽮

n3/2 �������
ln(8nq)

􏽰
· q(1/2)+ε} for some ε ∈ (0,(1/2)), s≥ n3/2 ·σ ·

ω(logn). Ae IBS scheme is existentially unforgeable against
adaptively chosen message and adaptively chosen identity
attacks for any PPT adversary in the random oracle model,
assuming the hardness of worst-case Ideal-SIVPc over K
against PPT adversaries, with c � 􏽥O(n · s).

Proof. Suppose that there is an adversaryAwhich can break
the existentially unforgeable IBS scheme with advantage δ;
we can construct an algorithm B to solve the R − SISq,2,β
problem over K for β � 2

��
2n

√
· s. +e interactions between

B and A are described as follows:

(1) For an R-SISq,2,β instance (a1, a2), if (a1, a2) ∉ (R×
q )2,

abort. Otherwise, B sends h � a− 1
2 · a1mod qR↩

U(R×
q ) to A.

(2) A can adaptively query in the following ways. In
general, we can assume that A has to query the
random oracleH for id before it makes other kinds of
queries.

(i) H query: at the beginning, B keeps an ID-list
which consists of elements of the form
(id, tid, skid). +e list is empty initially. For
a query of identity id∗, if it is contained in the
ID-list,B simply sends tid∗ toA. Otherwise, id∗
is fresh. B samples z � (σ1, σ2)↩ DR2 ,s and
computes tid∗ � hσ1 − σ2 mod qR.+en,B sends
tid∗ toA and stores (id∗, tid∗ , skid∗ � (σ1, σ2)) in
the ID-list.

(ii) KeyGen query: given id∗,B looks up the ID-list
to find skid∗ corresponding to id∗ and sends
skid∗ to A.

(iii) Sign query: B also keeps a SIGN-list which is
empty initially and consists of elements of the
form (μ, id, (y1, y2), skid, u, (z1, z2)). To obtain
the signature of message μ∗ ∈ (0, 1)∗ under
the identity id∗, if (μ∗, id∗) is in the SIGN-list,
B simply sends (z∗1 , z∗2 , u∗) to A. Otherwise,
μ∗ is fresh and B looks up the ID-list for
skid∗ and runs Sign (PP, id∗, skid∗ , μ∗) to get
a signature (z∗1 , z∗2 , u∗). B sends (z∗1 , z∗2 , u∗)

to A and stores (μ∗, id∗, (y∗1 , y∗2 ), skid∗ , u∗,

(z∗1 , z∗2 )) in the SIGN-list. Here, (y∗1 , y∗2 ) is
obtained through the algorithm Sign (PP, id∗,
skid∗ , μ∗).

(iv) H′ query: when A sends a message μ∗ under
identity id∗ to B for the H′ query, B

finds the corresponding u∗ in the SIGN-list and
sends it to A (if μ∗ is not in the SIGN-list, B
implements Sign query for (μ∗, id∗) and sends
corresponding u∗ obtained by Sign query to A).
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(3) Forge: after finishing the queries listed above, A
outputs a forgery (z∗1′, z∗2′, u∗′) for (id∗, μ∗) with
a nonnegligible probability δ.

Note that, without loss of generality, we can assume
that before outputting the attempted forgery (z∗1′,
z∗2′, u∗′),A has made a query for Sign (or strictly speaking,
A has made a query for H′, but a H′ query is equivalent to
a Sign query, by our constructions), i.e. u∗′ � u∗ for a u∗ in
the SIGN-list. B can get (z∗1 , z∗2 ) from the SIGN-list,
which satisfies H′(hz∗1 − z∗2 − H(id∗)· u∗, μ∗) � H′(hz∗1′−
z∗2′ − H(id∗) · u∗′, μ∗) � u∗ � u∗′. Hence, we have hz∗1 −

z∗2 − H(id∗) · u∗ � hz∗1′ − z∗2′ − H(id∗)· u∗mod qR (up to
a negligible probability). +erefore, a1(z∗1 − z∗1′)+
a2(z∗2′ − z∗2 ) � 0mod qR. Let z � (z∗1 − z∗1′, z∗2′ − z∗2 ); we
have ‖z‖2 � ‖z∗1 − z∗1′‖

2 + ‖z∗2′ − z∗2 ‖2 ≤ 8ns2. Hence, if z≠ 0,
it is a valid solution of R − SISq,2,2

��
2n

√
·s.

Also, note that in order to give a valid forge, A needs to
find (z∗1′, z∗2′) to fulfil that ‖(z∗1′, z∗2′)‖ ≤

��
2n

√
· s and hz∗1′ −

z∗2′ � wmod qR for w � hz∗1 − z∗2 mod qR. +eorem 2.2
implies that we can regard z∗i ↩ DR,s. +eorem 2.7 implies
that w↩ U(Rq). For any w ∈ Rq, the solutions of the
equation hx1 − x2 � wmod qR form a lattice Λ′ � (z∗1 , z∗2 ) +

Λq

h. Hence, for the parameter choices of s and σ, Lemma 3
indicates that the probability that z � 0 is negligible.
+erefore, except with some negligible probability ε(n), we
can solve R-SISq,2,2

��
2n

√
·s with advantage δ′ � (1 − ε(n))δ. □

Remark 2. By the conditions in +eorem 4.1, we can take
s � 􏽥O(n7), q � 􏽥O(n8) and c � 􏽥O(n8). Also, the module q is
far away from practicality. How to reduce the size of q and c

is a hard problem which is worth studying.
One may note that the trapdoor generation algorithms

used in IBE and IBS schemes are the same, so as the case of
IBE in power-of-2 cyclotomic rings; we can also use the
parameter choices (with respect to coefficient embedding) as
in [21], together with the parameter choices of rejection
sampling as in [27] to give a practical implementation of our
schemes. A more heuristic implementation with respect to
coefficient embedding in power-of-2 cyclotomic rings is also
shown in [17].

Appendix

We first introduce a useful “rejection sampling” lemma
which is a modified version of Lemma 4.7 in [27]. +eir
proof is essentially the same.

Lemma 8. Let V ⊆ H be an arbitrary set and Λ ⊆ H be an
arbitrary lattice. Assume h : V↦ [0, 1] and f : Λ ↦ [0, 1]

be probability distributions. If gv : Λ ↦ [0, 1] is a family of
probability distributions indexed by all v ∈ V with the
property that

∃M ∈ R such that∀v,Prz↩ f M · gv(z) ≥ f(z)􏼂 􏼃 ≥ 1 − ε,

(A.1)

then the distribution of the output of the following algorithm
A:

(1) v↩ h

(2) z↩ gv

(3) output (z,v) with probabilitymin(f(z)/M · gv(z),1)

is within statistical distance (ε/M) of the distribution of the
output of the following algorithm F:

(1) v↩ h

(2) z↩ f

(3) output (z, v) with probability 1/M.

Moreover, the probability p that A outputs something
satisfies p ∈ [(1 − ε)/M, (1/M)].

Proof. For each v ∈ V, define Sv to be the set that consists
of all z ∈ Λ such that M · gv(z) ≥ f(z). Notice that by
definition, for all z ∈ Sv, the probability thatA outputs z is
gv(z)min(f(z)/M · gv(z), 1) � (f(z)/M) and for all
z ∉ Sv, the probability that z is output is gv(z). Let p
denote the probability that A outputs something. +en,
we have

p � 􏽘
v∈V

h(v) 􏽘
z∈Sv

f(z)

M
+ 􏽘

z∉Sv

gv(z)⎛⎝ ⎞⎠

≥ 􏽘
v∈V

h(v) 􏽘
z∈Sv

f(z)

M
≥
1 − ε
M

,

(A.2)

p � 􏽘
v∈V

h(v) 􏽘
z∈Sv

f(z)

M
+ 􏽘

z∉Sv

gv(z)⎛⎝ ⎞⎠

≤ 􏽘
v∈V

h(v) 􏽘
z∈Sv

f(z)

M
+ 􏽘

z∉Sv

f(z)

M
⎛⎝ ⎞⎠ �

1
M

.

(A.3)

For the estimation of the statistical distance of the
distribution of the output ofA andF, let NA andNF be the
probabilities that A and F do not output anything, re-
spectively. It is obvious that NF � 1 − (1/M) and
1 − (1/M) ≤ NA ≤ 1 − (1 − ε)/M. +en, we have
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Δ(A,F) �
1
2

􏽘
z∈Λ,v∈V

|A(z, v) − F(z, v)| + NA − NF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

�
1
2

􏽘
z∈Λ

􏽘
v∈V

h(v)gv(z)min
f(z)

Mgv(z)
, 1􏼠 􏼡 − h(v)

f(z)

M

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
+ NA − NF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

�
1
2

􏽘
z∈Λ

􏽘
v∈V

h(v) gv(z)min
f(z)

Mgv(z)
, 1􏼠 􏼡 −

f(z)

M

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
+ NA − NF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

�
1
2

􏽘
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(A.4)

+e proof is finished.
+e following lemma is helpful for us to estimate the upper

bound of |〈z, v〉| for any v ∈ Λ ⊆ H and z↩ DΛ,σ . □

Lemma 9. For any lattice Λ ⊆ H, v ∈ Λ and t> 0, we have

Prz↩ DΛ,σ
[|〈z, v〉|> t]] ≤ 2 · e

− πt2/‖v‖2 ·σ2( ). (A.5)

Proof. For any r> 0, we have

E e
2πr/σ2( )〈z,v〉

􏼔 􏼕 � 􏽘
z∈Λ

Pr(z)e
2πr/σ2( )〈z,v〉

,

� 􏽘
y∈Λ

e
− π‖y‖2/σ2( )⎛⎝ ⎞⎠

− 1

· 􏽘
z∈Λ

e
− π‖z‖2/σ2( ) · e

2π/σ2( )〈z,r·v〉

� 􏽘
y∈Λ

e
− π‖y‖2/σ2( )⎛⎝ ⎞⎠

− 1

· 􏽘
z∈Λ

e
− π ‖z− r·v‖2/σ2( ) · e

πr2‖v‖2/σ2( )

�
ρσ,r·v(Λ)
ρσ(Λ)

· e
πr2‖v‖2/σ2( )

≤ e
πr2‖v‖2/σ2( ),

(A.6)

where the last inequality has used the fact that r · v ∈ H and
Lemma 2.9 of [31]. +erefore, by applying Markov’s in-
equality, we get

Pr[〈z, v〉> t] � Pr e
2πr/σ2〈z,v〉 > e

2πrt/σ2( )􏼔 􏼕

≤
E e 2πr/σ2( )〈z,v〉􏽨 􏽩

e 2πrt/σ2( )
≤ e

− 2πrt/σ2( )+ πr2‖v‖2/σ2( ).

(A.7)

Taking r � t/‖v‖2, we get Pr[〈z, v〉> t]] ≤ e− (πt2/σ2‖v‖2).
+en, applying the union bound gives us the required result.

+e last lemma will be instrumental in bounding the
success probability of our rejection sampling algorithm. □

Lemma 10. For any lattice Λ ⊆ H and v ∈ Λ, if
σ � ω(‖v‖ ·

����
log n

􏽰
), then there exists an absolute constant M

such that

Prz↩ DΛ,σ

DΛ,σ(z)

DΛ,σ,v(z)
<M􏼢 􏼣 ≥ 1 − 2ω′(log n)

. (A.8)

Proof. By definition, for any z ∈ Λ, we have
(DΛ,σ(z)/DΛ,σ,v(z)) � (ρσ(z)/ρσ,v(z)), where we have used
that ρσ(Λ) � ρσ,v(Λ) for any v ∈ Λ.+erefore, we can deduce
that

DΛ,σ(z)

DΛ,σ,v(z)
�

e− π ‖z‖2/σ2( )

e− π ‖z− v‖2/σ2( )
� e

π/σ2( ) ‖v‖2− 2〈z,v〉( ). (A.9)

By using Lemma 9 with t � ω((
����
log n

􏽰
/2π) · ‖v‖ · σ), we

get
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e
π/σ2 ‖v‖2− 2〈z,v〉( ) < e

π/σ2 ‖v‖2+2ω((
���
log n

√
/2π)·‖v‖·σ)( )

� e
1+(π/ω(log n))

� O(1),
(A.10)

with probability at least 1 − 2e− (1/4π)ω(log n) � 1 − 2− ω′(log n).
We conclude the desired result. □

Proof of Aeorem 2. We can let the set V in Lemma 8 be all
vectors v ∈ Λ of length at most T, the function f be DΛ,σ , and
the functions gv be DΛ,σ,v. Lemma 10 implies that there is an
absolute constant M, which satisfies the requirements of
Lemma 8. We get the result we need. □
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As the next generation of information and communication infrastructure, Internet of �ings (IoT) enables many advanced
applications such as smart healthcare, smart grid, smart home, and so on, which provide the most �exibility and convenience in
our daily life. However, pervasive security and privacy issues are also increasing in IoT. For instance, an attacker can get health
condition of a patient via analyzing real-time records in a smart healthcare application. �erefore, it is very important for users to
protect their private data. In this paper, we present two e�cient data aggregation schemes to preserve private data of customers. In
the �rst scheme, each IoTdevice slices its actual data randomly, keeps one piece to itself, and sends the remaining pieces to other
devices which are in the same group via symmetric encryption. �en, each IoTdevice adds the received pieces and the held piece
together to get an immediate result, which is sent to the aggregator after the computation. Moreover, homomorphic encryption
and AES encryption are employed to guarantee secure communication. In the second scheme, the slicing strategy is also
employed. Noise data are introduced to prevent the exchanged actual data of devices from disclosure when the devices blend data
each other. AES encryption is also employed to guarantee secure communication between devices and aggregator, compared to
homomorphic encryption, which has signi�cantly less computational cost. Analysis shows that integrity and con�dentiality of IoT
devices’ data can be guaranteed in our schemes. Both schemes can resist external attack, internal attack, colluding attack, and
so on.

1. Introduction

As the important component of the new generation of
information technology, Internet of �ings (IoT) connects
the physical world and information society. It is usually
composed of a large number of various sensors and
servers. �e former is responsible for collecting data, and
the latter is responsible for processing data, storing data,
and maintaining situational knowledge of the whole
system, thus making better decisions [1–3]. In recent
decades, with the development of hardware and network,
more and more IoT applications are emerging continu-
ously, which bring us unprecedented accuracy, e�ciency,
and economic bene�t. �e various IoT applications,

including smart healthcare [4, 5], smart city [6, 7], smart
grid [8–10], smart home [11], social network [12–15],
smart phone [16], and so on, have di¢erent functions and
have changed our lifestyle much. For example, in smart
healthcare application, many medical sensors which are
embedded or attached to the skin of patients collect the
real-time health data. Doctors can analyze patients’ health
condition via monitoring the collected data [17]. In smart
phone, a tourist can search for places like restaurants,
hotels, scenic spots, and so on by location-based service
[18]. In smart home, sensors collect the data of household
appliances and report them to management center, which
can assist users to know the running state of home ap-
pliances [19, 20].
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Obviously, IoT applications bring us much convenience
and efficiency. However, many security and privacy issues
are also brought [21–27]. An adversary can compromise
user’s privacy information by eavesdropping the data which
are collected by sensors. For example, in smart healthcare
application, an adversary is able to monitor a patient’s health
condition by accessing to its real-time healthcare data
[4, 28]. In smart grid, an adversary can infer user’s behavior
and living habits by monitoring the electricity usage data of
the user without any other tools [29–31]. In smart phone, an
adversary can infer its identity-related information like
health status [32, 33] or residence address by eavesdropping
user’s location data, which may also reveal the user’s habits.
(erefore, the data collected by IoTdevices are attractive for
adversary. Moreover, as we know, IoT devices are usually
computation capability, memory, and power limited, which
indicates that encryption algorithms with high computation
are not suitable. (us, how to protect user’s privacy in-
formation effectively in IoT network by a lightweight way
has attracted much attention of many researchers, and thus
many related schemes have been proposed. Among them,
there are a number of schemes utilizing data aggregation to
achieve privacy preservation [34–37]. Unfortunately, most
of them either can only protect privacy of a single side or
cause disclosure of intermediate results or are vulnerable to
collusion attacks. Hence, it is a challenge to design a novel
data aggregation protocol which has low computational cost
and can overcome the aforementioned weakness.

In this paper, we mainly propose two secure and privacy-
preserving data aggregation schemes for IoT devices. Both
of them can prevent user’s privacy data disclosure, thus
protect users’ private information from revealing. However,
Scheme-I achieves private-preserving goal by employing
homomorphic encryption and AES encryption, and Scheme-
II achieves it by employing noise technology to reduce the
computation of IoT devices and improve efficiency.

(e remainder of this paper is organized as follows: In
Section 2, we introduce the related works. In Section 3, we
present our system model, security requirements, and our
design goals. In Section 4, we recall homomorphic en-
cryption. (en, we present our two schemes in Section 5,
which is followed by security analysis, performance evalu-
ation and comparison between two schemes in Sections 6
and 7, respectively. Finally, we draw our conclusions in
Section 8.

2. Related Works

Privacy issues of IoT have attracted attention of researchers
and many schemes have been proposed. In this section,
some state-of-the-art privacy-preserving data aggregation
schemes are listed.

Lu et al. presented a lightweight privacy-preserving data
aggregation scheme which can not only aggregate hybrid IoT
devices’ data into one but also filter injected false data at the
network edge by employing homomorphic Paillier en-
cryption, Chinese remainder theorem, and one-way hash
chain technique [38]. Alghamdi et al. proposed a novel
method which encrypts the devices’ data by employing

elliptic-curve-based seed exchange algorithm and Hilbert-
curve-based data transformation. Even if an attacker
eavesdrops the transmitted message, he cannot infer the real
data [39]. He et al. proposed two data additive aggregation
schemes. One scheme achieves private data aggregation by
leveraging clustering protocol, and another scheme achieves
private data aggregation based on slicing technique and the
associative property of addition [40]. Gosman et al. pro-
posed a privacy-preserving aggregation based on symmetric
cryptography for smart transportation system [41]. Li et al.
proposed an efficient privacy-preserving demand aggrega-
tion (EPPDA) scheme by using homomorphic encryption to
preserve users’ privacy data for smart grids [42]. Karamitsios
and Orphanoudakis proposed an efficient data aggregation
for the medical data which are collected real-time by medical
sensors for smart healthcare application [43].

Data aggregation has been used in many fields of IoT to
achieve privacy preservation. However, most of the existing
data aggregation schemes are not truly reliable. In this paper,
we propose two efficient and practical data aggregation
schemes in which the collected data of devices are blended
before reported.(erefore, neither aggregator nor server can
infer the actual data of devices.

3. System Model, Security Requirements, and
Design Goals

In this section, we formalize the system model, security
requirements, and identify our design goals.

3.1. SystemModel. We consider the architecture in Figure 1
as the basis of our following discussion. Figure 1 reproduced
from Hu et al. [44]. (ere are three entities, including server,
aggregator, and devices in our system model of the proposed
schemes. Wemainly focus on how to report the collected data
of IoT devices to the server in an efficient and privacy-pre-
serving way. A two-level gateway topology in IoT is presented
as shown in Figure 1. We assume that the server covers m
aggregators and that each aggregator covers n IoT devices.

3.1.1. Server. Server is a trustable and powerful entity which
provides space for IoT devices to store the collected data
that can be retrieved by the users. Furthermore, it will
also process and analyze the data to manage IoTapplications
and keep them operating smoothly.

3.1.2. Aggregator. (e aggregator is an honest but curious
entity, whose duty is aggregation and relaying. (e re-
sponsibility of aggregator is to aggregate the received data from
IoT devices into an integrated one, whereas the responsibility
of relaying is to transmit the aggregation result to the server.

3.1.3. Device. Every IoT device, namely, a sensor, a smart
meter, or an RFID reader, collects data, and preprocesses
them. For the sake of simplicity, the IoT devices will be
abbreviated as devices. We assume that the devices are
honest but curious with some computational and storage
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capability.(ey keep the system running smoothly but try to
infer other devices’ collected data.

3.2. Attacker Model and Security Requirements. In our at-
tack model, we consider the following three attacks in IoT
system.

3.2.1. External Attack. An adversary may eavesdrop or
modify the message which is transmitted between the device
and aggregator. Moreover, it may also compromise the
aggregator to obtain the privacy information of all devices.

3.2.2. Internal Attack. Aggregator may be curious about the
privacy information of all devices and try to infer the actual
data of each device, which may compromise the devices’
privacy.

3.2.3. Collusion Attack. Some devices may be curious about
others’ data and try to infer others’ privacy information via
collusion activity.

In our system, the following security requirements
should be achieved.

3.2.4. Privacy Preservation. An adversary cannot obtain
devices’ data during system communications and opera-
tions. Even if several devices collude with each other, they
cannot infer other devices’ privacy data.

3.2.5. Authentication. Aggregator should guarantee that the
received data are valid and derived from legal entities.

3.2.6. Data Integrity. When an adversary forges or modifies
a report, the malicious operations should be detected by
aggregator.

3.3. Design Goals. According to the system model and se-
curity requirements, our design goal concentrates on

proposing two secure, efficient, flexible, and privacy-pre-
serving data aggregation schemes. Specifically, the following
design goals are to be achieved.

(i) Security: the proposed schemes should meet all the
security requirements as mentioned above.

(ii) Efficiency: the proposed schemes should consider
computation efficiency. In other words, the system
should support real-time disposal and transmission
of data from hundreds and thousands of devices.

(iii) Flexibility: the proposed schemes support “plug and
play.” Besides, it should be convenient for system to
add a new device in the IoT applications.

4. Preliminaries

Homomorphic encryption [45] allows certain computation
over encrypted data. Paillier cryptosystem [46] is a popular
homomorphic encryption scheme that provides fast en-
cryption and decryption, which is a probabilistic asymmetric
algorithm based on the decisional composite residuosity
problem. It is adopted by the secure scalar product, which
has been widely used in privacy-preserving data mining.(e
Paillier cryptosystem is briefly introduced as follows:

4.1. Key Generation

(i) Choose two large prime numbers p and q randomly
and independently of each other such that
gcd(pq, (p − 1)(q − 1)) � 1. (is property is as-
sured if both primes are of equal length.

(ii) Compute n � pq and λ � l cm(p − 1, q − 1).
(iii) Choose random integer g where g ∈ Z∗n2.
(iv) Ensure n divides the order of g by checking the

existence of the following modular multiplicative
inverse: μ � (L(gλmod n2))− 1mod n, where func-
tion L is defined as L(x) � (x − 1)/n.

(v) (e public key is (n, g).
(vi) (e private key is (λ, μ).

Server

Aggregator 1 Aggregator 2 Aggregator 3

Devices 11

Devices 12 Devices 21

Devices 22

Devices 23 Devices 31 Devices 32

Devices 33

Devices 13

Figure 1: Data aggregation model in IoT (Hu et al. [44]).
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4.2. Encryption. Given a plaintext m where 0≤m< n, select
random r where 0≤ r< n, and calculate the ciphertext as
c � gm · rnmod n2.

4.3. Decryption. Given a ciphertext c, calculate the plaintext
as m � L(cλmod n2) · μmod n.

4.4. Homomorphic Addition of Ciphertexts

(i) We assume that there are two messages m1 and m2.
We can encrypt them with the public key in-
dependently and obtain ciphertexts c1 and c2, which
are denoted as following: c1 � gm

1 · rn
1mod n2 and

c2 � gm
2 · rn

2mod n2.
(ii) We can calculate the product of c1 and c2 and obtain

the resultE(m1) · E(m2) � c1 · c2 � (gm
1 · rn

1mod n2) ·

(gm
2 · rn

2mod n2) � gm1+m2 · (r1r2)
nmod n2 � E(m1+

m2). Hence, the sum of plaintext can be calculated
from multiplication of the ciphertext.

5. Our Schemes

In this section, two novel data aggregation schemes are
introduced. In the proposed schemes, aggregator and server
can obtain all of the collected data without knowing the
actual data of each device. Besides, the curious and collusive
IoT devices cannot infer other devices’ private data either.
We assume that the IoTdevices have some computing power
and storage. All IoT devices in the same residential area can
be treated as one group. Each aggregator manages a group of
IoT devices. Each device has a unique identification ID
which is only known by itself and aggregator.

5.1. Scheme-I. In Scheme-I, Advanced Encryption Standard
(AES) symmetrical encryption and homomorphic encryp-
tion are employed to protect the transmitted data from
leaking during communication. Moreover, hash chain
technique is also proposed to achieve one-time pad. (e
scheme consists of the following three stages: (i) Key gen-
eration, (ii) data division and confusion, and (iii) reporting
and aggregation.

5.1.1. Key Generation. Before the IoT system starts to
work, a series of keys and parameters ought to be distributed.
(e server will generate a private key sk and a public key pk,
with the latter to be published. For each group, a group key
Ki is generated and broadcasted to all group members, along
with a parameter τ for the Ki updating.

5.1.2. Data Division and Confusion. In this step, devices
segment their data and swap the data pieces pairwise. We
assume a topical residential area which comprises an
aggregator connected with a large number of devices
Dv � Dv1, Dv2, . . . , Dvn􏼈 􏼉. (e devices collect data
M � M1, M2, . . . , Mn􏼈 􏼉, respectively, in a certain period.

In the first place, each device Dvi slices the data
Mi(i ∈ (1, 2, . . . , n)) into n pieces Sij(i ∈ (1, 2, . . . , n),

j ∈ (1, 2, . . . , n)) randomly, where n is the amount of devices
in the group. Namely,

M1 � 􏽘
n

j�1
S1j,

M2 � 􏽘
n

j�1
S2j,

· · · ,

Mn � 􏽘
n

j�1
Snj.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Secondly, they exchange the pieces with each other and
finally obtain obfuscated data. (e piece Sii is preserved by
Dvi while the others are dispatched. Assuming that a device
Dvi wants to transmit n − 1 pieces of data Sij(j≠ i) to others,
it will conduct a hash operation on them with real time T,
denoted as ch � H(Sij || T). (en, it encrypts Sij(j≠ i), T,
and ch via AES, denoted as c � EKi

(Sij‖T‖ch).(e ciphertext
c can be sent out.

Finally, when receiving the ciphertext c, the device de-
crypts it and obtains the data slice Sij, the real time T, and
hash value ch. T and ch will be utilized to verify whether the
message has beenmanipulated or replayed. If the verification
is passed, Sij will be accepted or otherwise be discarded. All
received slices and the preserved piece are added up, which is
the obfuscated data.

M1′ � S11 + 􏽘
n

i�1
Si1, (i≠ 1),

M2′ � S22 + 􏽘
n

i�1
Si2, (i≠ 2),

· · · ,

Mn
′ � Snn + 􏽘

n

i�1
Sin, (i≠ n).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

It is worth mentioning that the keys used for device-to-
device communication are updated continuously. Hash
chain technique is employed for this one-time pad. As-
suming that an initial key is K1, the subsequent secret keys
Kn are shown as follows:

K2 � H τ K1
����􏼐 􏼑,

K3 � H τ K2
����􏼐 􏼑,

· · · ,

Kn � H τ Kn− 1
����􏼐 􏼑.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

Table 1 shows the result data of each device after this
step. Mi(i ∈ (1, 2, . . . , n)) is the actual data of devices
Dvi(i ∈ (1, 2, . . . , n)), and Mi

′(i ∈ (1, 2, . . . , n)) is the
blended data of Dvi(i ∈ (1, 2, . . . , n)) after these operations
as above. In this way, the actual data of all devices have been
covered. Meantime, the sum of devices’ data does not
change. Namely, 􏽐

n
i�1Mi � 􏽐

n
i�1Mi
′. (erefore, aggregator

can obtain the correct data and not disclose the actual data of
each device.
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5.1.3. Reporting and Aggregation. After devices’ exchanging
partial collected data with each other as mentioned above,
the actual data have been blended. All the blended data
Mi
′(i ∈ (1, 2, . . . , n)) will be encrypted with pk which is the

public key of server before transmitted, which can be
denoted as Ci � Epk(Mi

′)(i ∈ (1, 2, . . . , n)). Moreover, de-
vices will also compute the hash value of the identification
ID, real time T, and preceding ciphertext Ci denoted as h �

H(ID‖T‖Ci) to assist the aggregator to check whether this
message has been manipulated or replayed or not. Finally,
devices will report the ciphertext Ci, real time T, and hash
value h to the aggregator.

When the aggregator obtains the ciphertext Ci, real time
T, and the hash value h from devices, it verifies the message
based on T and h. If the verification succeeds, the aggregator
will aggregate ciphertext Ci together to get immediate result
denoted as C � 􏽑

n
i�1Ci and transmit C to the server. (e

server will decrypt it with the private key sk and obtain the
total data Tol of a residential area, which can be denoted as
Tol � Dsk(C). During these procedures, both the server and
aggregator do not know the actual data of each device.

5.2. Scheme-II. Considering the calculative capability of IoT
devices, we also propose another more efficient data ag-
gregation scheme. In this scheme, not only slicing tech-
nology but also noise data are introduced to assist devices to
blend the actual data. In communication between devices
and aggregator, Advanced Encryption Standard (AES)
symmetrical encryption rather than homomorphic en-
cryption is employed in order to reduce computational cost.
Similarly, the scheme also consists of the following three
stages: (i) Key generation, (ii) data division and confusion,
and (iii) reporting and aggregation.

5.2.1. Key Generation. A pair of asymmetric key (kpu, kpr)
will be generated by the aggregator and kpu will be published.
When a device Dvi is deployed, it generates a symmetric key
ki and a parameter μi which are used to update ki based on
hash chain technology. (at is, kin

� H(μi || kin− 1
). (en, Dvi

will send them to the corresponding aggregator via the
aggregator’s public key. Now, the device Dvi can commu-
nicate with the aggregator securely via symmetric key.

5.2.2. Data Division and Confusion. We assume that
there are a large number of IoT devices Dv � Dv1,􏼈

Dv2, Dv3, . . . , Dvn} which are connected with the same
aggregator. (ese devices collect data D � D1, D2, . . . , Dn􏼈 􏼉,

respectively, in a certain period. Each device will slice its
collected data into n pieces, which is the same as that in
Scheme-I.

D1 � 􏽘
n

j�1
S1j,

D2 � 􏽘
n

j�1
S2j,

· · · ,

Dn � 􏽘
n

j�1
Snj.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Afterwards, the devices swap their data. In order to
protect the actual data from disclosing, each device
Dvi(i ∈ (1, 2, . . . , n)) will generate n pieces of noise data
Nij(i ∈ (1, 2, . . . , n), j ∈ (1, 2, . . . , n)). (ese noise data are
added to the data pieces and ought to meet the condition
below:

􏽘

n

j�1
N1j � 0,

􏽘

n

j�1
N2j � 0,

· · · ,

􏽘

n

j�1
Nnj � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Specifically, we have

R1 � 􏽘
n

j�1
S1j + N1j􏼐 􏼑,

R2 � 􏽘
n

j�1
S2j + N2j􏼐 􏼑,

· · · ,

Rn � 􏽘
n

j�1
Snj + Nnj􏼐 􏼑.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

Each device Dvi only preserves the piece Sii + Nii and
sends Sij + Nij(j≠ i, j ∈ (1, 2, . . . , n)) to others. After this
process, all data are covered. (e obfuscated data are shown
below:

R1′ � S11 + N11( 􏼁 + 􏽘
n

i�1
Si1 + Ni1( 􏼁, (i≠ 1),

R2′ � S22 + N22( 􏼁 + 􏽘
n

i�1
Si2 + Ni2( 􏼁, (i≠ 2),

· · · ,

Rn
′ � Snn + Nnn( 􏼁 + 􏽘

n

i�1
Sin + Nin( 􏼁, (i≠ n).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

Table 2 shows the immediate result of each device after
the stage of data division and confusion. It shows that the
actual data of device Dvi is Ri (because the sum of noise data
which is generated by each device equals zero). However,

Table 1: (e result after data division and blending in Scheme-I.

Dv1 Dv2 . . . Dvi . . . Dvn Actual data

Dv1 S11 S12 . . . S1i . . . S1n M1
Dv2 S21 S22 . . . S2i . . . S2n M2
. . . . . . . . . . . . . . . . . . . . . . . .

Dvi Si1 Si2 . . . Sii . . . Sin Mi

. . . . . . . . . . . . . . . . . . . . . . . .

Dvn Sn1 Sn2 . . . Sni . . . Snn Mn

Blended data M1′ M2′ . . . Mi
′ . . . Mn

′
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after blending, the immediate result of the device Dvi will be
Ri
′ which is different from Ri, so it is successful to conceal the

actual data of the device. Moreover, the sum of Ri(i ∈
(1, 2, . . . , n)) equals that of Ri

′(i ∈ (1, 2, . . . , n)), which can
be denoted as 􏽐

n
i�1Ri � 􏽐

n
i�1Ri
′.

5.2.3. Reporting and Aggregation. After finishing these op-
erations as above, each device Dvi will obtain immediate
result Ri

′. A hash operation on identification ID, real time T,
and Ri

′ will be done, which can be denoted as
RH � H(ID‖T‖Ri

′). (en, the hash value RH, the immediate
result Ri

′, ID, and Twill be encrypted with the symmetric key
ki, which can be denoted as Ci � Eki

(Ri
′||ID||T||RH). When

obtaining the ciphertext Ci, device will report it to the
corresponding aggregator.

After receiving Ci, aggregator will decrypt it with ki and
verify whether this message has been manipulated or
replayed by checking hash value RH and identification ID. If
that passes, aggregator will aggregate the received data
Ri
′(i ∈ (1, 2, . . . , n)) to an intermediate result and report it to

the server. In this way, both of aggregator and server cannot
know the actual data of each device.

6. Security Analysis

In this section, we will analyze the security properties of the
two proposed schemes. In particular, our analysis focuses on
how the schemes can resist various attacks and achieve
privacy preservation.

6.1. Analysis on Scheme-I

6.1.1. Resistance to Eavesdropping Attack

Theorem 1. An adversary cannot obtain devices’ private data
by eavesdropping the encrypted data during transmitting.

Proof. All device’s data are encrypted with symmetrical
encryption or asymmetric encryption before transmitting.
(erefore, adversary without the private key cannot decrypt
the ciphertext by brute-force with a non-negligible
probability. □

6.1.2. Resistance to Replay Attack

Theorem 2. If an adversary reports the same message to
aggregator or IoT devices, it can be detected.

Proof. If an adversary A transmits the replayed message M
to aggregator or devices, when receivingM, the aggregator or
devices will check the hash value of the real time T to verify
whether this message is replayed or not. □

6.1.3. Resistance to Manipulation Attack

Theorem 3. If an adversary manipulates the message be-
tween two IoT devices during communication, it can be
detected.

Proof. We assume that an IoT device Dv A transmits
message M to another IoT device Dv B. M is the ciphertext
E(H(Si||T)||Si||T)(Si is the transmitted plaintext data).
When DvB receiving M, it will decrypt M to obtain hash
value H(Si || T), T, and Si. (en, DvB will also do a hash
operation on Si and T and verify whether this message has
been manipulated by matching the result with preceding
received hash value H(Si || T). □

Theorem 4. If an adversary manipulates the message be-
tween the IoT device and aggregator, it can be detected.

Proof. We assume that an IoT device DvA reports M to the
aggregator. M contains the hash value H(ID‖T‖C) (H is a
hash function, ID is A’s unique identity, T is the real time,
and C is the ciphertext of blended data), ciphertext C, and T.
When receiving M, the aggregator will do a hash operation
on DvA′s ID, T, C, and verify whether this message has been
manipulated or not. □

6.1.4. Resistance to Impersonation Attack

Theorem 5. If an adversary masquerades as another valid
device reporting collected data to aggregator, it can be
detected.

Proof. If an adversary A wants to masquerade as another
valid device DvB and report messageM to aggregator. When
receiving M, aggregator will check the identity ID of A.
(erefore, if A wants to masquerade as another valid device
DvB to report message, it must have the ID of DvB.
However, the ID of DvB is only known by DvB and
aggregator. Adversary A cannot obtain it with a non-neg-
ligible probability. □

6.1.5. Resistance to Internal Attack

Theorem 6. We assume that aggregator is an internal at-
tacker which is curious about all devices’ privacy data. It still
cannot obtain the actual data of all devices.

Proof. We assume that IoT devices are Dv � Dv1,􏼈

Dv2, . . . , Dvn} and their reporting message is E � E1,􏼈

E2, . . . , En}, respectively. E is the ciphertext of blended data
which are encrypted with the public key of server, whereas
the aggregator does not have the private key to decrypt the
ciphertext. □

6.1.6. Resistance to Colluding Attack

Theorem 7. Considering the curiosity of devices, some de-
vices may conspire to reveal privacy data of others.

Proof. We assume that there are n devices, whose collected data
are M � M1, M2, . . . , Mn􏼈 􏼉, respectively. After slicing
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M(i ∈ (1, 2, . . . , n)) into n pieces, preserving one piece pri-
vately, and exchanging the remaining n − 1 pieces of data with
each other asmentioned above, all devices’ actual data have been
blended. We also assume that n − 1 colluding devices want to
infer another device’s (DvA) information. (e randomly
divisional data of DvA is Mi � 􏽐

n
j�1Sij, the preserved private

data of DvA is Sii, and the blended data of DvA is
Mi
′ � Sii + 􏽐

n
j�1Sij(j≠ i). (e n − 1 colluding devices only

know the data Sij(j≠ i) which DvA has exchanged with them,
but they do not know the private data Sii which is preserved
privately and only known by DvA itself. Moreover, they also
cannot obtain the value of Mi

′ because Mi
′ has been encrypted

before transmitting to the aggregator.(erefore, the colluding
devices cannot reveal other devices’ privacy data. □

6.2. Analysis on Scheme-II

6.2.1. Resistance to Eavesdropping Attack

Theorem 8. An adversary cannot obtain devices’ private
data by eavesdropping the transmitted data.

Proof. For communication among devices, noise data have
been added to all the transmitted data, so the adversary
cannot reveal the actual data of devices. For the commu-
nication between aggregator and device, the transmitted
data have been encrypted with symmetric key. However, the
adversary cannot decrypt the ciphertext by brute-force with
a non-negligible probability. □

6.2.2. Resistance to Replay Attack

Theorem 9. If an adversary reports the same message to
aggregator, it can be detected.

 e proof of resistance to replay attack is the same as that
in analysis on Scheme-I.

6.2.3. Resistance to Manipulation Attack

Theorem 10. If an adversary manipulates the message be-
tween an IoT device and aggregator, it can be detected.

Proof. We assume that an IoT device Dvi reports the ci-
phertext Ci to the aggregator. (e aggregator can decrypt it

with the corresponding key and verify whether the message
has been manipulated by checking hash value. □

6.2.4. Resistance to Impersonation Attack. (e proof of
resistance to replay attack is the same as that in analysis on
Scheme-I.

6.2.5. Resistance to Internal Attack

Theorem 11. We assume that aggregator is an internal
attacker which is curious about all devices’ privacy data. It
still cannot obtain the actual data of each device.

Proof. (e data which is transmitted from device to
aggregator is not the actual data of the device. It is the sum of
its preserved one private piece data and the remaining n − 1
pieces of data from other devices. Hence, aggregator cannot
reveal the actual data of each device. □

6.2.6. Resistance to Colluding Attack

Theorem 12. Considering the curiosity of devices, some de-
vices may conspire to reveal privacy data of others.

Proof. We assume that there are n devices
Dvi(i ∈ (1, 2, . . . , n)) which are connected with the same
aggregator. (e collected data of devices Dvi are
Ri(i ∈ (1, 2, . . . , n)), respectively. We also assume that n − 1
colluding devices want to infer the collected data of another
device Dv1. (e colluding devices can only obtain the data
pieces which contain the actual data of Dv1 and noise data,
but they cannot infer the actual data of Dv1. (erefore, the
colluding devices cannot reveal other devices’ privacy
data. □

7. Performance Evaluation

In this section, we will evaluate the computational cost of the
proposed schemes. Besides, we will also compare the two
proposed schemes and analyze their advantages and
disadvantages.

7.1. Computation Overhead. It is well known for us that the
computational cost of modular exponentiation and multi-
plication operations is much higher than that of hash
functions and addition operations, so we will ignore the cost

Table 2: (e result after data division and blending in Scheme-II.

Dv1 Dv2 . . . Dvi . . . Dvn Actual data

Dv1 S11 +N11 S12 +N12 . . . S1i +N1i . . . S1n +N1n R1
Dv2 S21 +N21 S22 +N22 . . . S2i +N2i . . . S2n +N2n R2
. . . . . . . . . . . . . . . . . . . . . . . .

Dvi Si1 +Ni1 Si2 +Ni2 . . . Sii +Nii . . . Sin +Nin Ri

. . . . . . . . . . . . . . . . . . . . . . . .

Dvn Sn1 +Nn1 Sn2 +Nn2 . . . Sni +Nni . . . Snn +Nnn Rn

Blended data R1′ R2′ . . . Ri
′ . . . Rn

′
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of hash operations and addition operations and only focus
on the computational cost incurred by encryption and de-
cryption operations in this study.

We assume a topical residential area which comprises an
aggregator connected with a large number of IoT devices
Dvi � Dv1, Dv2, . . . , Dvn􏼈 􏼉. Note that Ce is the computa-
tional cost of an exponentiation operation; Cm is the
computational cost of a multiplication operation; Co is the
computational cost of a modulo operation, and Ae and Ad

are the computational costs of an AES encryption and an
AES decryption, respectively.

For one device, in Scheme-I, in data division and con-
fusion phase, n − 1 AES encryption operations, n − 1 AES
decryption operations, and a series of negligible addition
operations are required, thus the cost is (n − 1)(Ae + Ad).
Moreover, two exponentiation operations, one multiplica-
tion operation and one modulo operation are required in the
reporting and aggregation phase, where the computational
cost is 2Ce + Cm + Co. Hence, the total computational cost of
one device is (n − 1)(Ae + Ad) + 2Ce + Cm + Co. In Scheme-
II, only the negligible addition operations are required for
devices in Data division and confusion phase. In the
reporting and aggregation phase, only one AES encryption
operation is required for one device. (erefore, the com-
putational cost of one device is Ae.

Moving next to the aggregator, in Scheme-I, only n − 1
multiplication operations are executed, thus the total
computational cost is (n − 1)Cm. In Scheme-II, there are n
AES decryption operations which will be executed, so the
total computational cost is nAd.

Table 3 summarizes the computational complexities of
IoTdevice and aggregator in each phase of Scheme-I and that
of Scheme-II. We conduct the experiments running in Py-
thon on a 3.7 GHz-processor 16 GB-memory computing
machine on 8 byte data to study the operation costs. (e
experimental results indicate that an AES encryption op-
eration with 256 bit key almost costs 0.0034ms, an AES
decryption operation with 256 bit key almost costs
0.0038ms. When the key of Paillier cryptosystem is 256 bit,
an encryption operation almost costs 110ms and an de-
cryption operation almost costs 0.9ms.

7.2. Comparisons Analysis. Both of the two proposed
schemes are efficient and effective to prevent devices’ privacy
data from revealing. However, they are also different in some
respects, which makes them meet some different scenario
requirements better. Firstly, Scheme-I employs AES to
protect the exchanged pieces from leaking, but Scheme-II
guarantees the privacy data by adding noise data. Moreover,

Paillier cryptosystem is employed to guarantee the confi-
dentiality and integrity of collected data during commu-
nications between IoT device and aggregator in Scheme-I,
but Scheme-II employs AES to reduce computational cost of
devices. In Scheme-I, the computational cost of one IoT
device is C1 � (n − 1) × 0.0034 + (n − 1) × 0.0038 + 110ms.
Similarly, the computational cost of one IoT device in
Scheme-II is C2 � 0.0034ms. It is shown in Figure 2, which
indicates that even if there are nearly 10000 IoTdevices in an
area, the computational cost of one IoT device is not more
than 0.2 s in Scheme-I, and the computational cost of
one IoT device is just 0.0034ms in Scheme-II. Hence,
the computational cost for IoT devices is very low in the
proposed schemes. Moreover, the total computational
costs of IoT devices are also different. It can be denoted
as S1 � n(n − 1) × 0.0034 + n(n − 1) × 0.0038 + n × 110ms
and S2 � n × 0.0034ms, respectively. We depict the varia-
tion of total computational costs of the two schemes in terms
of device number n in Figure 3. (e different value of them
can be denoted as S � S1 − S2. It is shown in Figure 4. (ey
illustrate that Scheme-II is more efficient than Scheme-I.
Moreover, with the number of devices increasing, Scheme-II
is more efficient than Scheme-I. Nonetheless, because each
device has different secret keys to communicate with
aggregator in Scheme-II, that is, the aggregator has to store n
secret key, which may lead to key management issues. When
the number of devices is very large in a residential area, it is

Table 3: (e operations of RDA and a single device.

Scheme-I Scheme-II
Single IoT device Aggregator Single IoT device Aggregator

Key generation — — — —
Data division and confusion (n − 1)(Ae + Ad) — — —
Reporting and aggregation 2Ce + Cm + Co (n − 1)Cm Ae nAd

Total cost (n − 1)(Ae + Ad) + 2Ce + Cm + Co (n − 1)Cm Ae nAd

Scheme-I
Scheme-II
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Figure 2: Comparison of the computational cost of one IoTdevice
between Scheme-I and Scheme-II.
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difficult to manage so many keys for aggregator. However,
aggregator only needs to store a group key and the corre-
sponding parameter in Scheme-I.

8. Conclusion

In this paper, two secure and efficient data aggregation
schemes are proposed for IoTdevices. Both of them support
“plug and play” and preserve IoT devices’ private data by
blending their data before reported. However, there are also
some differences between the two proposed schemes. For
Scheme-I, AES encryption and Paillier cryptosystem are
employed to guarantee the confidentiality and integrity of
the collected data. For Scheme-II, noise data are introduced
to blend the actual data of users rather than encryption

method, which can reduce computational cost of IoTdevices
and improve communication efficiency significantly.
Moreover, we have provided security analysis to demon-
strate that our schemes can resist external attack, internal
attack, colluding attack, and so on. Meanwhile, we also make
a comparison between the proposed schemes to demonstrate
their strength and weakness. (e result shows that Scheme-I
is more secure and Scheme-II is more efficient. For the future
work, we plan to improve the schemes by exploring more
efficient and secure encryption method and further deploy
them in the real-world IoT applications.

Data Availability

In this paper, we provide the detailed data in Section 6
(Performance Evaluation). Meanwhile, we also introduce the
procedure of computational cost analysis. (e researchers
can verify our experiment results according to our in-
troductions. We listed the key points of the experiment as
follows. Key points of data statement: 1. (e experiments
running in Python on a 3.7 GHz-processor 16 GB-memory
computing machine 2. (e experimental results indicate an
AES encryption operation with 256-bit key and AES de-
cryption operation with 256-bit key 3. (e Paillier crypto-
system is 256-bit 4. AES encryption operation costs
0.0034ms, and AES decryption operation cost 0.0038ms 5.
(e encryption operation of Paillier cryptosystem costs
110ms and an decryption operation almost costs 0.9ms.(e
researcher can verify the above experimental results in the
same running environment.
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The performance of multiple input multiple output (MIMO) wireless networks is limited mainly by concurrent interference among
sensor nodes. Effective link scheduling algorithms with the technology of successive interference cancellation (SIC) can maximize
throughput inMIMOwireless networks. Most previous works on link scheduling inMIMOwireless networks did not consider SIC.
In this paper, we propose aMIMO-SIC (MSIC) algorithm under the SINRmodel. First, amathematical framework is established for
the cross-layer optimization of routing and scheduling, with constraints of traffic balance and link capacity. Second, the interference
regions are divided to characterize the level of interference between links. Finally,we propose a distributed link scheduling algorithm
based on MSIC to eliminate the interference between competing links in the MIMO network. Experimental results show that
the MSIC algorithm can increase the end-to-end throughput per unit by approximately 73% on average compared with non-SIC
algorithms.

1. Introduction

Due to the explosiveness of big data, many new high-
performance requirements of network throughput, real-time
performance, security privacy, and bandwidth have been
put forward [1–4]. It is consequently challenging to design
efficient link scheduling algorithms to improve communi-
cation efficiency in wireless communication. Wireless net-
work multiple input multiple output (MIMO) technology
can transmit multiple data streams simultaneously without
increasing bandwidth and enhance data throughput; MIMO
has therefore attracted increasing attention[5, 6].

MIMO refers to the technology of using multiple trans-
mitting antennas and multiple receiving antennas in wire-
less transmission, which is a major technology of smart
antennas in wireless communication networks. The main
idea of MIMO is to combine the signals of the receiving
and sending antennas to increase transmission reliability and
data throughput [7, 8]. The architecture of MIMO wireless
communication networks is shown in Figure 1.

However, concurrent links also generate some problems
in communication interference, which reduces the success

probability of communication links [9]. The reason is that,
due to transmission interference of adjacent channels, mixed
superimposed signals will reach the receiver node [10, 11].
The cumulative interference effect of the link depends not
only on itself but also on concurrent links. When conflict
occurs between concurrent links, transmissions fail due to
bad interference. In wireless networks, MIMO gain is closely
related to link scheduling.

The link scheduling problem focuses on the study of
capacity optimization and throughput maximization [12] and
can be divided into the following two types of problems.
One is the maximum independent set link (MISL) problem
[13], also known as the capacity maximization problem or
single-slot link scheduling problem. In this problem, given a
set of communication links, the largest subset of concurrent
links that can be transmitted simultaneously in the same time
slot must be identified. The other type of problem is the
shortest link scheduling (SLS) problem [14, 15], also known
as the delay minimization problem. This problem refers to
scheduling a given set of links with a minimum of time slots.
This paper studies the former problem, namely, designing a
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Figure 1: The architecture of a MIMO wireless communication network.

link algorithm that schedules as many links as possible in the
same time slot.

There are many factors that affect the link scheduling
problem, such as different choices of centralized [16] or dis-
tributed algorithms [17, 18]. Before the centralized algorithm
is executed, various information of the network node is
broadcast to the execution node, such as the set of neighbors
and the transmit power of the node. As the network scale
increases, the time complexity of centralized algorithms will
increase dramatically. However, the distributed algorithm
only needs to obtain the corresponding information of the
neighbors during the execution process. Such information
exchange can be achieved only by a broadcast, and the
running time of the algorithm is independent of the network
scale.

In addition, establishing a reasonable interference model
is the key to designing a correct and efficient link scheduling
algorithm.Themost commonly used interference models can
be classified into the protocol interference model [19] and
SINR (signal-to-interference-plus-noise ratio) interference
model [20, 21]. Under the protocolmodel, the transmission of
a link is deemed successful if no other links within a certain
transmission range are active. Therefore, the coexistence
relationship between two links is mainly determined by the
geometry. Due to its simplicity, the protocol model has been
widely used. By contrast, under the SINR model, the coex-
istence relationship depends on its own channel condition
and the level of the aggregated interference. Specifically, a
transmission of a link is said to be successful if its SINR value
is greater than a predetermined threshold. One challenge
under the SINR model is that multiple links can transmit
successfully through a common channel, even if they observe
some interference signal from each other, in marked contrast
to the protocol model. Furthermore, the link relationship is
a function of the distance to the neighboring links and their
status, which may change over time.Therefore, the link coex-
istence relationship under the SINR model is “multilateral”

and “dynamic.” As a result, link scheduling under the SINR
model is much more complicated. The literature [22] proves
the robustness of SINR models with geometric path loss. The
SINR model opens a new avenue for more efficient resource
allocation.

SIC is an effective physical layer technology for mul-
tipacket reception to combat interference, and it allows
other concurrent transmission links to decode correctly
[20]. According to the descending order of the receivers’
power level, SIC regards the interference signals as a useful
signal obeying a specific structure. As SIC is able to resolve
the collision, more simultaneous transmission and higher
performance could be expected [23, 24]. We therefore focus
on link scheduling in MIMO wireless networks with SIC.
However, there has been little work on exploring SIC in
MIMO networks based on the SINR model.

The main contributions of this paper are as follows. We
propose a distributed link scheduling algorithm in MIMO
wireless networks with SIC to maximize the link throughput.
First, based on the characteristics of MIMO and SIC, we
propose a combination of these two technologies to estab-
lish the MSIC model, and a mathematical framework is
established for cross-layer optimization of scheduling, with
constraints of traffic balance and link capacity. Second, due
to the global characteristic of the interference, localization of
the interference and division of the interference regions are
considered. Finally, a distributed link scheduling algorithm
based on MSIC to generate a feasible scheduling set is
proposed.

The rest of this article is organized as follows: the first and
second parts describe the background and current situation.
In the third part, the MSIC network model is constructed
based on SIC technology, and the cross-layer optimization
problem is modeled. In the fourth part, the interference
regions are divided, and the detailed process of the distributed
link scheduling algorithm based on theMSIC networkmodel
is given. The fifth part provides experimental results. The
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last part summarizes the paper and puts forward the future
development trends.

2. Related Work

The link scheduling problemhas been the subject of extensive
research. Moscibroda et al. first defined the link scheduling
problem and introduced the concept of scheduling com-
plexity under the SINR model [25]. Goussevkaia et al.
proved that the link scheduling problem is NP-hard [26].
Dinitz considered single-slot scheduling and gave the first
distributed algorithm [27]. Although his goal was to design
a distributed algorithm, the technique relies mainly on the
machine learning theory of the algorithm. Qian et al. [21]
first developed a new “MIMO-pipe” model that captured the
rate-reliability trade-off in MIMO communications. How-
ever, the “conservative scheduling” achieves a suboptimal
performance. Choi et al. combined a two-segment queue
structure and carrier sensing technology to design a fully
distributed link scheduling algorithm based on the SINR
model [17]. In [28], Chen et al. proposed a low-complexity
approximate optimal scheduling algorithm based on a cross-
entropy optimization framework.

Most previous work in MIMO wireless networks did
not consider SIC. We therefore focus on link scheduling in
MIMO wireless networks with SIC. The effectiveness of SIC
has been verified recently [29]. In [30], Lv et al. studied
link scheduling in a network with SIC but ignored the
effects of aggregate interference. Then, in 2012, they took
the lead in researching link scheduling under the SINR
model in wireless networks with SIC [20]. The algorithm
considers the influence of cumulative interference, but it
is a greedy algorithm based on independent sets that can
obtain an approximate optimal schedule. In [24], Kontik
et al. proposed a heuristic algorithm based on the column
generation method using SIC technology to study the prob-
lem of minimized scheduling length in single-hop wireless
networks. The performance of this algorithm is very close
to the optimal linear programming algorithm and has better
robustness. SIC technology was shown to effectively improve
network performance.

In addition, due to the degree of freedom (DoF) of
MIMO, network throughput can be improved by spatial
multiplexing (SM).Therefore, the problem of link scheduling
based on DoF has also been extensively studied. Based on the
DoF concept, Sultan et al. [31] proposed a handover standard
that maximizes the capacity of the downlink channel when
uplink capacity is maintained at a certain level. To further
improve the overall performance of the network, the data
link layer, the network layer, and the transmission layer
need to be designed cooperatively for optimization. The
layered protocol architecture with network adaptability has
received widespread attention, such as the joint routing and
scheduling optimization scheme [6] and joint power control
and link scheduling optimization scheme [32, 33], but there
are still many limitations in the practical applications of these
optimization schemes.Therefore, a mathematical framework
is established in this paper for the cross-layer optimization

of routing and scheduling, with constraints of traffic balance
and link capacity.

3. The System Model

3.1. Network Model. When the links are transmitted in the
SINR model, if the signal at the expected receiver is higher
than a given threshold, the link is transmitted successfully
[17], that is,

𝑆𝐼𝑁𝑅�푟�푖 =
𝑃�푟�푖 (𝑠�푖)
𝐼�푟�푖 + 𝑁0

≥ 𝛽 (1)

where 𝑃�푟�푖 (𝑠�푖) is the received power at receiver 𝑟�푖 from sender
𝑠�푖; 𝐼�푟�푖 is the aggregated interference from the active links in the
neighbors of link 𝑙�푖;𝑁0 is the background noise; and 𝛽 is the
minimum SINR threshold required for receiver 𝑟�푖 to decode
signals successfully.

Consider a set of MIMO networks consisting of 𝑛 com-
munication links 𝐿 = {𝑙1, ..., 𝑙�푛}, where each link 𝑙�푖 includes a
sender 𝑠�푖 and a receiver 𝑟�푖. The Euclidean distance between 𝑠�푗
and 𝑟�푖 is 𝑑�푗�푖 = 𝑑(𝑠�푗, 𝑟�푖). Thus, the length of link 𝑙�푖 is 𝑑�푖�푖. If 𝑠�푖 is
the intended sender, (1) can be converted into

𝑆𝐼𝑁𝑅�푟�푖 =
𝑃 (𝑠�푖) /𝑑 (𝑠�푖, 𝑟�푖)

�훼

𝑁0 + ∑�푠�푗∈�푆�푡\{�푠�푖}
𝑃 (𝑠�푗) /𝑑 (𝑠�푗, 𝑟�푖)

�훼

=
𝑃�푙�푖/𝑑�푖�푖

�훼

𝑁0 + ∑�푙�푗∈�퐿
�耠\{�푙�푖}

𝑃�푙�푗/𝑑�푗�푖
�훼

(2)

where𝑃(𝑠�푗) is the transmission power from sender 𝑠�푗; 𝛼 is the
path-loss factor; 𝑆�푡 is the set of all senders that are transmitted
concurrently in the same time slot 𝑡 as the expected sender; 𝐿�耠
is a set of links that are simultaneously scheduled in the same
time slot.

Assume that all nodes are static and apply MIMO tech-
nology with𝑀 antennas. A node communicates with others
through wireless links, and each node has an input links set
𝐿�푖�푛�푖 and an output links set 𝐿�표�푢�푡�푖 of node 𝑖. Suppose a time
frame consists of 𝑇 slots, and the state of a link subset in a
time slot 𝑡 (1 ≤ 𝑡 ≤ 𝑇) depends on link scheduling. For a
given slot 𝑡, the data flow from sender 𝑠�푗 to 𝑟�푖 can be expressed
as a signal vector x�푗 = [𝑥1�푗 , 𝑥

2
�푗 , ..., 𝑥

�푀
�푗 ]

�푇, and the MIMO signal
𝑦�푗�푖 received by receiver 𝑟�푖 from sender 𝑠�푗 can be expressed as
the following:

𝑦�푗�푖 = 𝛼�푗�푖V
†
�푗�푖H

†
�푗�푖U�푗A�푗x�푗 + ∑

�푘∈�퐼�푖,�푘 ̸=�푗

𝛼�푘�푖V
†
�푗�푖H

†
�푘�푖U�푘A�푘x�푘

+ V†
�푗�푖n�푖

(3)

where H�푘�푖 ∈ 𝐶�푀×�푀 is the channel matrix between sender
𝑠�푘 and receiver 𝑟�푖 and is normalized to mean power 1; ◻† is
the Hermitian operations of the corresponding matrix; U�푘 ∈
𝐶�푀×�푀 is the unitary transmitting precoding matrix at sender
𝑠�푘; A�푗 ∈ 𝑅�푀×�푀and A�푗 = diag{√𝑝�푗, √𝑝�푗, ..., √𝑝�푗} is the real-
valued diagonal transmit amplitude matrix, where 𝑝�푗 is the
transmission power of the corresponding sender 𝑠�푗; V�푗�푖 ∈
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Figure 2: Multi-antennaWireless Channel.

𝐶�푀×�푀 is the unitary receiving decoding matrix at receiver 𝑟�푖
for signals from sender 𝑠�푗;ni ∈ 𝐶�푀×1 is awhiteGaussiannoise
vector with variance 𝑁0 per element; ‖ ‖2 is the norm of the
vector. Figure 2 shows that the sender and receiver 2-antenna
array and MIMO channel are used at both ends. To simplify
calculations, assuming that data streams are uncorrelated, the
SINR for the n-th element in 𝑦�푗�푖 is given by the following:

𝑆𝐼𝑁𝑅�푛�푗�푖 =
𝑝�푗𝛼2�푗�푖

󵄩󵄩󵄩󵄩󵄩󵄩k
�푛†

�푗�푖H
†
�푗�푖u

�푛
�푗

󵄩󵄩󵄩󵄩󵄩󵄩
2

𝑁0 + ∑�푘∈�퐼�푖,�푘 ̸=�푗 𝑝�푘𝛼2�푘�푖
󵄩󵄩󵄩󵄩󵄩k

�푛†

�푗�푖H
†
�푘�푖
U�푘

󵄩󵄩󵄩󵄩󵄩
2

(4)

3.2. MSIC Model. The manner in which interference is
dealt with effectively affects the performance of the link
scheduling algorithm in MIMO networks. The MSIC model
is constructed based on SIC under the SINR model. The
main idea of SIC is that the power level of the signals from
𝐾 senders received at 𝑟�푖 are in descending order: 𝑃�푟�푖 (𝑠�퐾) ≥
𝑃�푟�푖(𝑠�퐾−1), ..., 𝑃�푟�푖 (𝑠�푖), ..., 𝑃�푟�푖 (𝑠2) ≥ 𝑃�푟�푖 (𝑠1) [20]. If the strongest
signal dissatisfies the SINR constraint, the process of SIC
ends. Otherwise this signal will be decoded, while other
signals are considered interference and noise. If it is the
expected signal, then the transmission is successful; if not,
this signal is removed, and the remaining signals are decoded
sequentially until the expected signal is decoded successfully.

In detail, the SIC model needs to satisfy the following
constraints. Receiver 𝑟�푖 tries to decode signal from sender 𝑠�푛
in the order 𝑘, 𝑘−1, ..., 𝑛.Then, the signal with received power
𝑃�푟�푖(𝑠�푛) can be decoded successfully if and only if

𝑠𝑡𝑒𝑝 1
𝑃�푟�푖 (𝑠�푘)

𝑁0 + ∑
�푘−1
�푗∈�퐼�푖,�푗=1

𝑃�푟�푖 (𝑠�푗)
≥ 𝛽�푘�푖,

𝑠𝑡𝑒𝑝 2
𝑃�푟�푖 (𝑠�푘−1)

𝑁0 + ∑
�푘−2
�푗∈�퐼�푖,�푗=1

𝑃�푟�푖 (𝑠�푗)
≥ 𝛽(�푘−1)�푖,

⋅ ⋅ ⋅

𝑠𝑡𝑒𝑝 (𝑘 − 𝑛 + 1)
𝑃�푟�푖 (𝑠�푛)

𝑁0 + ∑
�푛−1
�푗∈�퐼�푖,�푗=1

𝑃�푟�푖 (𝑠�푗)
≥ 𝛽�푛�푖.

(5)

If signal 𝑦�푖�푖 wants to be decoded correctly, it must satisfy
the MSIC constraints shown in

𝑆𝐼𝑁𝑅�푛�푗�푖 =
𝑝�푗𝛼2�푗�푖

󵄩󵄩󵄩󵄩󵄩󵄩k
�푛†

�푗�푖H
†
�푗�푖u

�푛
�푗

󵄩󵄩󵄩󵄩󵄩󵄩
2

𝑁0 + ∑�푘∈�퐼�푖,�푘<�푗
𝑝�푘𝛼2�푘�푖

󵄩󵄩󵄩󵄩󵄩k
�푛†

�푗�푖H
†
�푘�푖
U�푘

󵄩󵄩󵄩󵄩󵄩
2
≥ 𝛽�푗�푖,

∀𝑗, 𝑠.𝑡. 𝑃�푟�푖 (𝑠�푖) < 𝑃�푟�푖 (𝑠�푗)

𝑆𝐼𝑁𝑅�푛�푖�푖 =
𝑝�푖𝛼2�푖�푖

󵄩󵄩󵄩󵄩󵄩󵄩k
�푛†

�푖�푖 H
†
�푖�푖u

�푛
�푖

󵄩󵄩󵄩󵄩󵄩󵄩
2

𝑁0 + ∑�푘∈�퐼�푖,�푘<�푖
𝑝�푘𝛼2�푘�푖

󵄩󵄩󵄩󵄩󵄩k
�푛†

�푖�푖 H
†
�푘�푖
U�푘

󵄩󵄩󵄩󵄩󵄩
2
≥ 𝛽�푖�푖

(6)

Because SIC is used, the receiver can sequentially cancel
all interference signals that are stronger than its expected
signal if those stronger signals satisfy (6).Therefore, it is only
necessary to consider the residual interference at the sender,
which is weaker than the expected signal. Specifically, the
residual SINR from sender 𝑠�푗 to receiver 𝑟�푖 at time slot 𝑡 is
defined as follows:

𝑟-𝑆𝐼𝑁𝑅�푗�푖 [𝑡]

=
𝑝�푗𝛼2�푗�푖

󵄩󵄩󵄩󵄩󵄩󵄩k
�푛†

�푗�푖H
†
�푗�푖u

�푛
�푗

󵄩󵄩󵄩󵄩󵄩󵄩
2

𝑁0 + ∑
�푝�푘�훼
2
�푘�푖
‖k�푛†
�푘�푖
H†
�푘�푖
U�푘‖2≤�푝�푗�훼2�푗�푖‖k�푛

†

�푗�푖 H
†
�푗�푖u�푛�푗 ‖2

�푘∈�퐼�푖,�푘 ̸=�푗
𝑝�푘𝛼2�푘�푖

󵄩󵄩󵄩󵄩󵄩k
�푛†

�푗�푖H
†
�푘�푖
U�푘

󵄩󵄩󵄩󵄩󵄩
2

≥ 𝛽�푗�푖

(7)

where sender 𝑠�푘 in the summation formula includes all
senders’ signals with weaker power than node 𝑠�푗.

3.3. Problem Model. Consider the problem of throughput
maximization in MIMO wireless networks. This paper trans-
forms the cross-layer joint scheduling problem into conges-
tion control, routing, and scheduling problems. By using local
information, the congestion control problem is solved at the
source node of each flow, and the routing and scheduling
are transformed into the problem of flow balance and link
capacity constraint, which facilitates distributed deployment
and ensures network throughput.

Let 𝐹 denote a set of active link session flows that
describes the flow routing in the network. Denote 𝑠(𝑓) and
𝑑(𝑓) as the source and destination nodes of session flow
𝑓 ∈ 𝐹, respectively. Υ(𝑓) represents the reachable end-to-
end throughput of session flow 𝑓 ∈ 𝐹, and Υmin is the
minimum reachable end-to-end throughput in all sessions,
that is, Υmin = min�푓∈�퐹Υ(𝑓). Υ�푙(𝑓) represents the number of
data rates caused by session flow 𝑓 ∈ 𝐹 on link 𝑙. The goal of
this paper is tomaximize theminimum reachable end-to-end
throughput Υmin to maximize network throughput.
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We assume a half-duplex node on a MIMO node. If node
𝑖 ∈ 𝑁 is a sender in time slot 𝑡, the binary variable 𝑠�푖(𝑡) is
1; otherwise, it is 0. Similarly, if node 𝑖 ∈ 𝑁 is a receiver in
time slot 𝑡, the binary variable 𝑟�푖(𝑡) is 1; otherwise, it is 0. For
half-duplex mode, the constraint can be written as follows:

𝑠�푖 (𝑡) + 𝑟�푖 (𝑡) ≤ 1, (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇) (8)

Denote 𝑥�푙(𝑡) as the number of data streams over link
𝑙. If node 𝑖 is not a sender, then there is ∑�푙∈�퐿�표�푢�푡�푖

𝑥�푙(𝑡) =
0. Otherwise, in order to satisfy the DoF constraint at the
sending node, the total number of outgoing data streams
should be positive and cannot exceed the number of antennas
it owns, that is, 1 ≤ ∑�푙∈�퐿�표�푢�푡�푖

𝑥�푙(𝑡) ≤ 𝑀. These two cases can be
summarized as follows:

𝑠�푖 (𝑡) ≤ ∑
�푙∈�퐿�표�푢�푡�푖

𝑥�푙 (𝑡) ≤ 𝑀𝑠�푖 (𝑡) , (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇) (9)

Similarly, according to whether node 𝑖 is an active receiver,
we have the following constraint at the receiving node:

𝑟�푖 (𝑡) ≤ ∑
�푙∈�퐿�푖�푛�푖

𝑥�푙 (𝑡) ≤ 𝑀𝑟�푖 (𝑡) , (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇) (10)

For the congestion control problem of the transport layer,
each flow 𝑓 in the network determines the data rate of the
next slot independently according to the local congestion
queue information of the node in the current time slot. 𝑈�푓�푖 (𝑡)
represents the congestion queue length of flow 𝑓 at node 𝑖
in time slot 𝑡, and U(𝑡) = [𝑈�푓�푖 (𝑡)], (𝑖 ∈ 𝑁, 𝑓 ∈ 𝐹) is the set
of all congestion queues. According to the input and output
mode of each node, the local congestion queue information
is updated dynamically as follows: 𝑈�푓�푖 (𝑡 + 1) = 𝑈�푓�푖 (𝑡) +
∑�푙∈�퐿�푖�푛�푖

𝑥�푙(𝑡)−∑�푙∈�퐿�표�푢�푡�푖
𝑥�푙(𝑡)+v�푓(𝑡), and the initialized condition

queue is satisfied with𝑈�푓�푖 (0) = 0.The source session flow𝑓 is
compressed into a source rate v�푓(𝑡) before being pushed into
the queue. Since the local congestion queue length of each
node determines the upper limit of the data sum that can be
transmitted in the current time slot 𝑡, there are the following
constraints:

∑
�푙∈�퐿�표�푢�푡�푖

𝑥�푙 (𝑡) ≤ 𝑈
�푓
�푖 (𝑡) , (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇, 𝑓 ∈ 𝐹) (11)

The session flow 𝑓 in the network determines the data rate
of the next time slot according to the congestion queue
constraint. Meanwhile, in order to guarantee the strong
robustness of the network, the following inequalities must be
satisfied:

lim
�푇�㨀→∞

1
𝑇

�푇−1

∑
�푡=0

∑
�푖∈�푁

∑
�푓∈�퐹

𝐸 {𝑈�푓�푖 (𝑡)} < ∞ (12)

For routing and scheduling problems, 𝐷 =
max{∑�푙∈�퐿 𝑟�푙(𝑓) ∗ max�푓∈�퐹{𝑢�푠�푙(𝑓) − 𝑢�푑�푙(𝑓)}}, and each
link 𝑙 can use local congestion queue information to find a
flow 𝑓∗ that satisfies 𝑓∗ = argmax�푓∈�퐹{𝑢s�푙(𝑓) − 𝑢�푑�푙(𝑓)}. Let
𝑤�푙 = 𝑢�푠�푙(𝑓

∗) − 𝑢�푑�푙(𝑓
∗) as the weight of link 𝑙 (𝑤�푙 can also

be understood as the queue length at link 𝑙 with flow 𝑓∗).
To solve routing and scheduling problems, we will propose a
distributed algorithm in Section 4 to generate an active set
𝐿�푆�耠 of concurrent links. In each time slot, the links in set 𝐿�푆�耠
can send data to the receivers (we assume that, in each time
slot, each active link transmits a packet). Let 𝐷 be converted
into the following form:

𝐷 = max∑
�푙∈�퐿

Υ�푙 (𝑓
∗) ⋅ 𝑤�푙 (13)

To achieve the goal of maximizing the minimum end-
to-end throughput Υmin, a feasible routing scheduling also
needs to satisfy the following two constraints: flow balance
constraints and the link capacity constraint. We have the
following flow balance constraints:

(a) at the source node, we have

∑
�푙∈�퐿�표�푢�푡�푖

Υ�푙 (𝑓) = Υ (𝑓) , (𝑖 = 𝑠 (𝑓) , 𝑓 ∈ 𝐹) (14)

(b) at each relay node, we have

∑
�푙∈�퐿�푖�푛�푖

Υ�푙 (𝑓) = ∑
�푙∈�퐿�표�푢�푡�푖

Υ�푙 (𝑓) ,

(1 ≤ 𝑖 ≤ 𝑁, 𝑖 ̸= 𝑠 (𝑓) , 𝑖 ̸= 𝑑 (𝑓) , 𝑓 ∈ 𝐹)
(15)

(c) at the destination node, we have

∑
�푙∈�퐿�푖�푛�푖

Υ�푙 (𝑓) = Υ (𝑓) , (𝑖 = d (𝑓) , 𝑓 ∈ 𝐹) (16)

It is easy to verify that as long as any two of these equations
are satisfied, the other one will also be satisfied. Therefore, it
is sufficient to satisfy the first two equations.

It is assumed that a fixed modulation and encoding
scheme is used for each data stream and that each data stream
corresponds to one unit data rate. Since the total data rate on
link 𝑙 cannot exceed the average rate of the link, we have the
following link capacity constraint:

∑
�푓∈�퐹

Υ�푙 (𝑓) ≤
1
𝑇

�푇

∑
�푡=1

𝑥�푙 (𝑡) (17)

where the right side represents the average throughput on link
𝑙 of a frame (𝑇 time slots). Putting all the constraints together,
we have the expression for the throughput maximization
problem:

max Υmin

s.t. Υmin ≤ Υ (𝑓) , (𝑓 ∈ 𝐹) ;

𝑟-𝑆𝐼𝑁𝑅�푗�푖 [𝑡]

=
𝑝�푗𝛼2�푗�푖
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≥ 𝛽�푗�푖;

𝑠�푖 (𝑡) + 𝑟�푖 (𝑡) ≤ 1, (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇) ;
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Figure 3: Division of Interference Regions.

𝑠�푖 (𝑡) ≤ ∑
�푙∈�퐿�표�푢�푡�푖

𝑥�푙 (𝑡) ≤ 𝑀𝑠�푖 (𝑡) , (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇) ;

𝑟�푖 (𝑡) ≤ ∑
�푙∈�퐿�푖�푛�푖

𝑥�푙 (𝑡) ≤ 𝑀𝑟�푖 (𝑡) , (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇) ;

∑
�푙∈�퐿�표�푢�푡�푖

𝑥�푙 (𝑡) ≤ 𝑈
�푓
�푖 (𝑡) , (1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑡 ≤ 𝑇, 𝑓 ∈ 𝐹) ;

lim
�푇�㨀→∞

1
𝑇

�푇−1

∑
�푡=0

∑
�푖∈�푁

∑
�푓∈�퐹

𝐸 {𝑈�푓�푖 (𝑡)} < ∞;

∑
�푙∈�퐿�표�푢�푡�푖

Υ�푙 (𝑓) = Υ (𝑓) , (𝑖 = 𝑠 (𝑓) , 𝑓 ∈ 𝐹) ;

∑
�푙∈�퐿�푖�푛�푖

Υ�푙 (𝑓) = ∑
�푙∈�퐿�표�푢�푡�푖

Υ�푙 (𝑓) ,

(1 ≤ 𝑖 ≤ 𝑁, 𝑖 ̸= 𝑠 (𝑓) , 𝑖 ̸= 𝑑 (𝑓) , 𝑓 ∈ 𝐹) ;

∑
�푓∈�퐹

Υ�푙 (𝑓) ≤
1
𝑇

�푇

∑
�푡=1

𝑥�푙 (𝑡) .

(18)

4. Distributed Link Scheduling
Algorithm Based on MSIC

4.1. Division of Interference Regions. Due to the character-
istics of transmission loss, the receiving power 𝑃�푟�푖 (𝑠�푗) of
different links is also different [34]. The total interference at
receiver 𝑟�푖 is expressed as follows:

𝐼�푟�푖 = ∑
�푠�푗∈�푆�푡\{�푠�푖}

𝑃 (𝑠�푗)

𝑑 (𝑠�푗, 𝑟�푖)
�훼 = ∑

�푠�푗∈�푆�푡\{�푠�푖}

𝑃�푟�푖 (𝑠�푗) (19)

The scheduling problem of using SIC under the SINR
model has been proved to be NP-hard [20]. If the stronger
signal in the network satisfies (5), it can be decoded and
removed due to the adoption of SIC. Therefore, the strength
of the receiving power does not completely measure the
interference generated by the link. In this paper, in order
to describe the interference localization, the interference
regions are defined to measure the level of interference.

Different interference regions 𝐴 �푙�푖
, 𝐵�푙�푖 , and 𝐶�푙�푖are divided

according to (19). 𝐴 �푙�푖
, 𝐵�푙�푖 , and 𝐶�푙�푖 are concentric ring (circu-

lar) regions centered on receiver 𝑟�푖 of link 𝑙�푖, respectively, as
shown in Figure 3 (the red circular region is 𝐴 �푙�푖

, the blue
ring region is 𝐵�푙�푖 , and the black dotted ring region is 𝐶�푙�푖).
The interference generated by the active link in the 𝐴 �푙�푖

and
𝐵�푙�푖 regions will interrupt the transmission of link 𝑙�푖, and the
set of concurrent links in these regions is denoted as 𝐿�푆. The
cumulative interference generated by the active link in the 𝐶�푙�푖
region has a negligible effect on the receiver of link 𝑙�푖.

According to (2), the maximum cumulative interference
value that link 𝑙�푖 can tolerate is the following:

𝐼�푟�푖 ≤ 𝐼
max
�푙�푖

≤
𝑃�푙�푖
𝛽𝑑�푖�푖

�훼 (20)

Therefore, in order to satisfy the MSIC constraints, the
sum of the cumulative interference values at receiver 𝑟�푖 of link
𝑙�푖 cannot exceed 𝐼max

�푙�푖
. If the total interference in the 𝐴 �푙�푖

and
𝐵�푙�푖 regions is (1 − 𝑚)𝐼

max
�푙�푖

and the total interference in the 𝐶�푙�푖
region is𝑚𝐼max

�푙�푖
, then we have

(1 − 𝑚) 𝐼max
�푙�푖

+ 𝑚𝐼max
�푙�푖

≤ 𝐼max
�푙�푖

(21)
Assuming that the link 𝑙�푗 at receiver 𝑟�푖 from sender 𝑠�푗 ∈ 𝐴 �푙�푖
is stronger than link 𝑙�푖 from sender 𝑠�푖, SIC is used. That is,
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Figure 4: Distributed MSIC scheduling algorithm flow chart.

receiver 𝑟�푖 uses SIC to decode these strong signals continu-
ously before decoding the expected signal from sender 𝑠�푖. Let
all links in a feasible set 𝐿�푆 of concurrent links be transmitted
successfully. When any link 𝑙�푗 is added to the set 𝐿�푆�耠 ⊆ 𝐿�푆, the
link transmission will fail. Obviously, 𝐿�푆�耠 is the maximum set
of concurrent links, and 𝐿�푆�耠 must satisfy the constraints in
(7).

4.2. Distributed MSIC Scheduling Algorithm. In this section,
based on the CSMA/CA mechanism and MSIC constraints,
we design the distributed single-slot MSIC algorithm to solve
the scheduling problems. If the links 𝑙 ∈ 𝐿�耠 in the network
can be transmitted concurrently, then 𝐿�耠 can be defined as a
scheduling set. In each scheduling time slot, each linkwill run
scheduling algorithms to generate a new feasible scheduling
set 𝐿�푆�耠.

Next, considering the MSIC model and interference
regions division introduced above, a distributed link schedul-
ing algorithm is proposed under the MSIC constraints. The
algorithm flow chart is shown in Figure 4. Three states of the
link are defined: Active, Inactive, and Standby. The four sets
correspond to different states, where 𝑠𝑖𝑐 is the active link set
that satisfies the MSIC constraint and can be scheduled in the
current scheduling time slot; 𝑎𝑐𝑐 is the standby link set that
has not been judged byMSIC constraints; 𝑙𝑜𝑐 is the local cache
link set in the standby state; and 𝑠𝑒𝑞 is the candidate link set in
the inactive state. Therefore, the state of a link in the current
slot can be distinguished by the set of links to which the link
currently belongs.

(1) Initialization Stage. At the beginning of each scheduling
cycle, each link 𝑙 maintains two sets of local links: set 𝑎𝑐𝑐�푙
and set 𝑠𝑒𝑞�푙. The links contained in the set 𝑎𝑐𝑐�푙 are added to

a feasible set 𝐿�푆 of concurrent links in a certain scheduling
cycle, and the links contained in set 𝑠𝑒𝑞�푙 are candidate links
to be added into set 𝐿�푆. At the beginning of each scheduling
cycle, initializing 𝑎𝑐𝑐�푙 = Ø and 𝑠𝑒𝑞�푙 = {𝑙, 𝐴 �푙 ∪ 𝐵�푙}.

(2) MSIC Feasibility Judgment Stage. Each scheduling cycle
consists of several slots, and in each slot each link 𝑙 makes a
decision about whether it should be added to 𝑎𝑐𝑐�푙 or removed
from 𝑠𝑒𝑞�푙. At the beginning of each scheduling slot, all links
in the set 𝑠𝑒𝑞�푙 are weighted for comparison.The sender of link
𝑙 broadcasts its weight information 𝑤�푙 to all links 𝑘 whose
sender is located in the 𝐴 �푙 region of link 𝑙. If link 𝑙 has the
largest weight among all links in 𝑠𝑒𝑞�푙, it will run Algorithm 1
to try to add itself to 𝑎𝑐𝑐�푙.

The detailed process is as follows. The sender of link 𝑙
broadcasts a Requestmessage to links in {𝐴 �푙∪𝐵�푙} first. If there
is a collision, all of the links select a random back-off time
and wait for it. If there is no collision, the sender of all links
in {𝐴 �푙 ∪ 𝐵�푙} will add link 𝑙 to set 𝑙𝑜𝑐�푙. When link 𝑙 is added to
the current schedule, any link 𝑙�耠 ∈ {𝑎𝑐𝑐�푙 ∪ 𝑙𝑜𝑐�푙} will determine
whether it remains feasible under the MSIC constraints. The
specific judgment process is as follows. For each link 𝑙�耠 ∈
{𝑎𝑐𝑐�푙∪𝑙𝑜𝑐�푙}, the set of linkswith sender 𝑠�푙�耠 ∈ {{𝑎𝑐𝑐�푙�耠∪𝑙𝑜𝑐�푙�耠}∩𝐴 �푙�耠}
and receiver 𝑟�푙�耠 is defined as the MSIC link set 𝑠𝑖𝑐�푙�耠 . TheMSIC
constraints will be satisfied when any link 𝑙�耠 ∈ {𝑎𝑐𝑐�푙 ∪ 𝑙𝑜𝑐�푙}
satisfies the following conditions: (i) the total interference 𝐼�푙�耠
coming from set 𝐵�푙�耠 does not exceed (1 −𝑚)𝐼max

�푙�耠 ; (ii) all links
𝑘 ∈ 𝑠𝑖𝑐�푙�耠 are feasible; that is, the total interference 𝐼�푘 coming
from set 𝐵�푘 does not exceed (1 − 𝑚)𝐼max

�푘 .
According to the above procedure, if any link 𝑙�耠 ∈ {𝑎𝑐𝑐�푙 ∪

𝑙𝑜𝑐�푙} does not satisfy the MSIC constraints, the sender of
link 𝑙�耠 will send an Error message to link 𝑙 indicating that
link 𝑙 cannot be added to set 𝐿�푆 (the current scheduling is
not feasible due to the strong interference caused by link
𝑙). If link 𝑙 ∈ 𝑙𝑜𝑐�푙 does not receive any Error messages
from its neighbors, it adds link 𝑙 to set 𝑎𝑐𝑐�푙 and removes
link 𝑙 from 𝑠𝑒𝑞�푙 and 𝑙𝑜𝑐�푙. Then, the sender broadcasts a
Success message to all its neighbors to update their link sets
𝑎𝑐𝑐, 𝑠𝑒𝑞, and 𝑙𝑜𝑐. Otherwise, it removes link 𝑙 from 𝑠𝑒𝑞�푙
and 𝑙𝑜𝑐�푙 and then broadcasts a Remove message to all its
neighbors to update their link sets 𝑠𝑒𝑞 and 𝑙𝑜𝑐. After the above
process is performed until a new link is added to 𝐿�푆, the
current scheduling process is still feasible under the MSIC
constraints.

(3) MSIC Feasibility Test Stage. After a new 𝐿�푆�耠 is generated
in each slot, all links 𝑙 ∈ 𝑠𝑒𝑞�푙 need to make the following
decision about whether the MSIC constraints are satisfied.
For each link 𝑙 ∈ 𝑠𝑒𝑞�푙, the set of links with sender 𝑠�푙 ∈
{𝑎𝑐𝑐�푙 ∩ 𝐴 �푙} and receiver 𝑟�푙 is defined as another MSIC link
set 𝑠𝑖𝑐�푙�耠. Similar to the first procedure, any link 𝑙 ∈ 𝑠𝑒𝑞�푙 that
satisfies any of the following conditions will dissatisfy the
MSIC constraints: (i) the total interference 𝐼�푙�耠 coming from
set 𝐵�푙 exceeds (1 − 𝑚)𝐼max

�푙 or (ii) for any link 𝑘�耠 ∈ 𝑠𝑖𝑐�푙�耠 is not
feasible; that is, the total interference 𝐼�푘�耠 coming from set 𝐵�푘�耠
exceeds (1 −𝑚)𝐼max

�푘�耠 . After the above process, if there is a link
𝑙 in 𝑠𝑒𝑞�푙 that does not satisfy the MSIC constraints, the sender
will remove link 𝑙 from 𝑠𝑒𝑞�푙 and broadcast a Remove message
to all its neighbors to update their link sets 𝑠𝑒𝑞 and 𝑎𝑐𝑐. The
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1 sets of int 𝑎𝑐𝑐�푙, 𝑠𝑒𝑞�푙, 𝑙𝑜𝑐�푙, 𝑠𝑖𝑐�푙�耠 , 𝑠𝑖𝑐�푙�耠 % initialize
2 𝑎𝑐𝑐�푙 ←󳨀 Ø and 𝑠𝑒𝑞�푙 ←󳨀 {𝑙, 𝐴 �푙 ∪ 𝐵�푙}
3 Sender of link 𝑙 broadcasts Requestmessage to links in {𝐴 �푙 ∪ 𝐵�푙};
4 for link 𝑙�耠 ∈ {{𝐴 �푙 ∪ 𝐵�푙} ∩ {𝑎𝑐𝑐�푙 ∪ 𝑙𝑜𝑐�푙}} do %MSIC feasibility judgment
5 if sender of link 𝑙�耠 receives Requestmessage from sender of link 𝑙 then
6 sender of link 𝑙�耠 adds link 𝑙 into 𝑙𝑜𝑐�푘;
7 sender of link 𝑙�耠 calculates cumulative interference 𝐼�푙�耠 ;
8 if 𝐼�푙�耠 > (1 − 𝑚)𝐼max

�푙�耠
then

9 Sender of link 𝑙�耠 broadcasts Error message to sender of link 𝑙;
10 else
11 Generate 𝑠𝑖𝑐�푙�耠 ;
12 for 𝑘 ∈ 𝑠𝑖𝑐�푙�耠 do
13 Link 𝑘 calculates cumulative interference 𝐼�푘;
14 if 𝐼�푘 > (1 − 𝑚)𝐼max

�푘 then
15 Sender of link 𝑙�耠 broadcasts Error message to sender of link 𝑙;
16 end if
17 end for
18 end if
19 end if
20end for
21 if sender of link 𝑙 does not receive Error messages then %Generate concurrent links set
22 𝑎𝑐𝑐�푙 ←󳨀 𝑎𝑐𝑐�푙 ∪ {𝑙};
23 𝑠𝑒𝑞�푙 ←󳨀 𝑠𝑒𝑞�푙/{𝑙};
24 𝑙𝑜𝑐�푙 ←󳨀 𝑙𝑜𝑐�푙/{𝑙};
25 Sender of link 𝑙 broadcasts Successmessage to all its neighbors to update their link sets 𝑎𝑐𝑐, 𝑠𝑒𝑞 and 𝑙𝑜𝑐;
26 Goto Algorithm 2;
27 else
28 𝑠𝑒𝑞�푙 ←󳨀 𝑠𝑒𝑞�푙/{𝑙}; %Does not satisfy MSIC feasibility conditions
29 Sender of link 𝑙 broadcasts Removemessage to all its neighbors to update their local link sets 𝑠𝑒𝑞 and 𝑙𝑜𝑐;
30 end if

Algorithm 1: Distributed MSIC Scheduling Algorithm (MSIC feasibility judgment).

above process ensures that each link in 𝑠𝑒𝑞�푙 satisfies theMSIC
constraints under the current scheduling.

In the distributed algorithm, the number of time slots in
each scheduling cycle is a fixed value. In each scheduling slot,
each link will run the distributed scheduling algorithm to
generate a new feasible scheduling set 𝐿�푆�耠 during scheduling.
Once the scheduling is completed, the selected link will
transmit a packet during the transmission cycle.

4.3. Theoretical Proof of Algorithm

Theorem 1. The set 𝐿�푆 of scheduling generated by the MSIC
algorithm is feasible.

Proof. Based on the MSIC algorithm under interference
regions division, each link will run the algorithm indepen-
dently in each scheduling slot to generate a new feasible
scheduling set 𝐿�푆�耠. From Algorithm 2, it is known that after
a new set 𝐿�푆�耠 is generated in each time slot, all links 𝑙 ∈ 𝑠𝑒𝑞�푙
need to be tested to determine if theMSIC constraints are still
satisfied. To ensure that each link in 𝑠𝑒𝑞�푙 satisfies the MSIC
constraints under the current scheduling, any link 𝑙 that does
not satisfy the MSIC constraints will be removed from 𝑠𝑒𝑞�푙.
Therefore, the interference links cannot be scheduled at the
same time; that is, the links in the current set 𝐿�푆�耠 are feasible,
which ensures the feasibility of the algorithm.

Theorem 2. The time complexity of the MSIC algorithm is
𝑂(𝑘2).

Proof. In the process of MSIC feasibility judgment of Algo-
rithm 1, it is necessary to judge the MSIC constraints formula
(4) of any link 𝑙�耠 ∈ {𝑎𝑐𝑐�푙 ∪ 𝑙𝑜𝑐�푙} and decide whether to add the
link to the current scheduling set. This process requires two
loop statements to be executed with the algorithm execution
complexity of 𝑂(𝑘2), where 𝑘 represents the number of
concurrently transmitted signals. After Algorithm 1 generates
a new set 𝐿�푆�耠, the MSIC feasibility test is performed in
Algorithm 2. The MSIC constraints condition needs to be
tested again for all links 𝑙 ∈ 𝑠𝑒𝑞�푙 to ensure that any link in
𝑠𝑒𝑞�푙 satisfies the MSIC constraints. This process also needs
to execute two loop statements with the algorithm execution
complexity of𝑂(𝑘2). Therefore, the total algorithm execution
complexity is 𝑂(𝑘2).

Theorem 3. The messages complexity of the MSIC algorithm
is 𝑂(𝑛).

Proof. The message complexity of sending a Request broad-
cast message is 𝑂(1). To find a set of links that can be con-
currently given by a network of 𝑛 links, an MSIC constraint
judgment is performed for each link of 𝑙�耠 ∈ {{𝐴 �푙 ∪ 𝐵�푙} ∩
{𝑎𝑐𝑐�푙 ∪ 𝑙𝑜𝑐�푙}}, and the number of Error or Success messages
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1 sets of int 𝐼�푘�耠, 𝐼�푗�耠, 𝑠𝑖𝑐�푘�耠
2 for link 𝑘 ∈ {{𝐴 �푙 ∪ 𝐵�푙} ∩ 𝑠𝑒𝑞�푙} do %MSIC feasibility test
3 if the sender of link 𝑘 receives a Successmessage from the sender of link 𝑙 then
4 Link 𝑘 calculates the cumulative interference 𝐼�푘�耠;
5 if 𝐼�푘�耠 > (1 − 𝑚)𝐼max

�푘 then
6 The sender of link 𝑘 broadcasts a Removemessage to its neighbors to update their link sets 𝑠𝑒𝑞;
7 else
8 Generate 𝑠𝑖𝑐�푘�耠;
9 for 𝑗 ∈ 𝑠𝑖𝑐�푘�耠 do
10 Link 𝑗 calculates the cumulative interference 𝐼�푗�耠;
11 if 𝐼�푗�耠 > (1 − 𝑚)𝐼max

�푗 then
12 The sender of link 𝑘 broadcasts a Removemessage to its neighbors to update their link sets 𝑠𝑒𝑞;
13 end if
14 end for
15 end if
16 end if
17 end for

Algorithm 2: Distributed MSIC Scheduling Algorithm (MSIC feasibility test).

sent is at most 𝑛 − 1. For each link of 𝑘 ∈ {{𝐴 �푙 ∪ 𝐵�푙} ∩ 𝑠𝑒𝑞�푙},
a feasibility test is performed, and the number of Remove or
Success messages is up to 𝑛 − 1. When the execution of the
algorithm ends, the total number of messages used is up to
𝑂(𝑛).

5. Experimental Results

In this section, the distributed single-slot scheduling problem
inMIMOwireless networks is studied under the SINRmodel.
The simulation is the average of 50 trials obtained on a
network with 100 links. The network size is 600 ∗ 600, and
the distance between the sender and the receiver is selected
within the range of [20, 40]. The SINR parameters are set as
follows: the threshold value is 𝛽 = 3, the path loss index is
𝛼 = 2.2, the background noise power is𝑁 = 4×10−7, and the
uniform power is 𝑃 = 2 and 𝑃 = 10.

First, the relationship between the size of different net-
works and the number of successful transmissions of links
is studied. The simulation results are shown in Figure 5.
Under different power allocations, the number of successful
transmissions of the link increases as the network size
increases, and a larger transmission power can generate a
larger neighbor size, which is benefited by the gain of the
transmission power. However, when the network size is large,
the neighbor size reaches the upper bound, and the gain from
increasing the power becomes very small. At the same time,
larger power will also cause more interference to other links.
At this time, the impact of the interference on transmission is
greater than the benefit of the network scale increase, which
makes it impossible to satisfy the SINR constraint condition,
although it improves its own successful transmission proba-
bility and reduces the total size of the successful transmission
of the link.Therefore, the transmission scale cannot be sought
blindly by increasing the power, and a larger-scale scheduling
set can be realized by controlling the network scale.
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Figure 5: The relationship between network size and number of
successful transmissions.

Next, we compare the number of concurrent link trans-
missions of different algorithms. At the network layer, the
routing algorithm based on the least hops is adopted. For
convenience, the distance, data rate, bandwidth, and trans-
mission power of the data stream are all normalized to 1.

First, the MSIC algorithm is compared with the recursive
largest first (RLF) algorithm and the smallest degree first
(SDF) algorithm in [20]. The results in Figure 6 show that
the MSIC algorithm can obtain a larger link scheduling
scale compared with the other two algorithms. After the
SIC is used, all signals with high power in the interference
regions can be decoded and removed firstly, and thus the
interference reached at the receiver is smaller, and a larger set
of concurrent links can be obtained.
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Figure 6: Comparison of the number of concurrent link transmis-
sions of different algorithms.

Then, we study the effect of the parameter 𝑚 on the
number of concurrent link transmissions. Figure 7 shows that
the number of concurrent links decreases as the parameter
𝑚 increases. When 𝑚 is smaller, the interference radius of
each link in the network is larger, and there are more links
that can participate in scheduling. The number of concurrent
links in each selected scheduling configuration is larger, and
the data flow rate is higher. At this time, the network has
stronger interference management ability. As the parameters
become larger, the interference in the network is larger,
thereby allowing fewer links to be transmitted concurrently.
The MSIC algorithm can reduce partial interference and
increase the number of concurrent transmission links. When
𝑚 = 0.4, there is a close interference region radius between
MSIC and MIMO, so𝑚 = 0.4 is set here.

Next, we study the influence of the number of antennas
on network performance.Thenumber of antennas is changed
from 2 to 6, and the test is repeated 100 times. We then take
the average value of each flow of 100 tests. Ideally, we assume
that the transmission rate of one link is equal to the capacity
of the point-to-point MIMO link without other transmission
interference. As shown inFigure 8, throughput is nearly linear
with the number of antennas, and the MSIC algorithm can
achieve a higherminimumflow throughput and a higher total
throughput in the network.

To show more detail, the flow rate gains for the four flow
sessions are given in Figure 9. The simulation results show
that MSIC brings significant throughput gain toMIMOwire-
less networks. The network flow rate with SIC functionality
is more than half of the network rate without interference
cancellation, whichmeans that the reachable unit end-to-end
throughput is increased by approximately 73%on average due
to the application of SIC. Therefore, the MSIC algorithm has
obvious advantages in improving network throughput.
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Figure 7:The relationship between parameterm and the number of
concurrent transmissions.

6. Conclusions and Future Work

In this paper, the MSIC scheduling algorithm based on SIC
in MIMO wireless networks is proposed. First, the MSIC
constraints model is constructed under the SINR interfer-
ence model. Then, interference region division is carried
out to describe the level of interference between links. A
feasible scheduling set is generated by the distributed link
scheduling algorithm to coordinate the link transmission,
and the interference between competing links in the MIMO
network is cancelled. Experimental results show that the
distributed MSIC scheduling algorithm can bring significant
performance gain to wireless networks.

Since the algorithm is premised on satisfying the thresh-
old constraint of SINR, the algorithm ends when the SINR
value is less than the current threshold. Therefore, the next
research goal is how to solve the link scheduling problem
when the SINR value is less than threshold.

With the rapid development of the social economy, the
application of modern communication technology has been
continuously promoted in various fields, and the capacity
requirement for networks is increasing. In addition, due
to the complexity of the network environment, a single
technology will not have a sufficient effect on interference
cancellation. Therefore, in future wireless communication
networks, a variety of joint applications of multiple interfer-
ence cancellation technologies will be needed. How to com-
bine these technologies efficiently and achieve a reasonable
optimization combination is an important research direction.

Data Availability

The simulation data used to support the findings of this study
are included within the article.
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Figure 8: The relationship between antenna number and throughput.

1 2 3 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Flow
MSIC
RLF
MIMO

0.48
0.46

0.56

0.33

0.540.57

0.35

0.57
0.61

0.28 0.32

0.43

Th
e a

ch
ie

va
bl

e fl
ow

 ra
te

s

Figure 9: The gains of data flow rate for the four flow sessions.
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For a smart healthcare system, a cloud based paradigm with numerous user terminals is to support and improve more reliable,
convenient, and intelligent services. Considering the resource limitation of terminals and communication overhead in cloud
paradigm, we propose a hybrid IoT-Fog-Cloud framework. In this framework, we deploy a geo-distributed fog layer at the edge of
networks.The fogs can provide the local storage, sufficient processing power, and appropriate network functions. For the fog-based
healthcare system, data confidentiality, access control, and secure searching over ciphertext are the key issues in sensitive data.
Furthermore, how to adjust the storage and computing requirements to meet the limited resource is also a great challenge for data
management. To address these, we design a lightweight keyword searchable encryption schemewith fine-grained access control for
our proposed healthcare related IoT-Fog-Cloud framework. Through our design, the users can achieve a fast and efficient service
by delegating a majority part of the workloads and storage requirements to fogs and the cloud without extra privacy leakage. We
prove our scheme satisfies the security requirements and demonstrate the excellent efficiency through experimental evaluation.

1. Introduction

Since Ashton [1] and Brock [2] firstly proposed the concept
of IoT, it has been widely used in real life by combining
with technologies in sensor networks, embedded system,
object identifications, and wireless networks in order to
tag, sense, and control things over the Internet [3–6]. With
the ubiquitous nature of IoT, it makes great contribution
in improving the equality of medical care by empowering
remote monitoring and reducing time cost through implant-
ing sensors or wearing mobile devices. According to the
insight from [7], the healthcare system will evovle into a
home-centered paradigm in 2030 from the current hospital-
centered one. As more sensors are deployed in the healthcare
system, the seamless data needs to be stored, processed, and
transmitted. This may cause a great challenge to the tradi-
tional IoT-cloud infrastructure from the aspects of reliability,
immediate response, and security [8]. This calls demand
for a “mediator” between IoT devices and cloud server to
support geo-distribution, storage, and computing capability,
acting as an extension of the cloud, which is officially called

fog from the concept of fog computing proposed by Cisco
[9].

When storing sensitive data like personal health records
to cloud servers, the security and privacy of these data
are still challenges in the fog computing paradigm [10–12].
To solve this problem, applying access control mechanism
is an essential method to protect the sensitive data from
unauthorized users. As a new type of IBE proposed by [13],
attribute-based encryption (ABE) plays a great role in access
control, which is classified into the key-policy attribute-based
encryption (KP-ABE) and the ciphertext-policy attribute-
based encryption (CP-ABE).KP-ABE associates user’s private
keys with the designated policies and tags ciphertexts with
attributes, while CP-ABE is related to ciphertexts with the
designated policies and identifies the user’s private key with
attributes [14, 15]. Obviously, CP-ABE is a better choice to
execute access control in ourmodel since it is the user’s ability
to designate an access structure and process the encryption
operation under the structure.

However,most existingABE schemes are time consuming
in the key generation phase and have a large computational
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Figure 1: A Fog-based healthcare system.

load in the decryption phase, which leads to suffering a bad
experience for users. Also, how to maintain effective search
in the encrypted ciphertext is a great challenge. Searchable
encryption especially searchable public encryption is an
effective approach to solve the above problem. And it is
important to reduce complex operations, e.g., pairing and
exponential operations, for users in the searchable public
encryption.

1.1. Motivation and Contribution. The IoT infrastructure,
such as the monitoring devices in a traditional hospital
or health management wearable devices in a smart home,
continuously synchronizes data to the remote cloud. The
massive sensitive data leads to a great challenge to the current
healthcare-related IoT-to-cloud system due to the nature of
IoT’s limited storage, low power, and poor computability. In
this paper, we attempt to solve the problem above as follows:

(i) We propose a fog-supported hybrid infrastructure as
shown in Figure 1. The distributed fogs are deployed
between IoT devices and clouds, providing temporary
data storage, data computation and analysis, and
network services [16], so as to reduce transmission
delay. Also, they help to manage users and attributes
under the control of trusted authority.

With the proposed infrastructure above, we design a new
scheme to implement some specific network functions to
meet real world needs. We will show it by exhibiting an
example as follows. A person named Wealth rarely cares
about his physical condition. One day he knows his friend
Bob is suffering from hyperglycemia, and then he wants to
learn about it. When he searches “Hyperglycemia” in cloud
service providers such as “BodyMedia”, “Google Health”,
“CiscoHealthPresence”, or “IBM Bluemix”, clouds know that
he or someone he knows may get hyperglycemia. Obviously,
his personal health privacy is exposed to the clouds. In
order to prevent privacy disclosure, we construct indexes
for “Hyperglycemia” in the file encryption phase through

some secure methods. To search such a keyword, we need
to generate the corresponding trapdoors with the help of
the fog. Upon receiving the trapdoor, clouds return all the
encrypted files associatedwith the specific “Hyperglycemia” if
the trapdoor matches with the index.We can protectWealth’s
searching privacy by this way as follows.

Further, we consider Wealth receives all files through
searching “Hyperglycemia” by performing our designs. After
realizing the importance of keeping healthy, he decides to
start his own fitness program tomonitor his health indicators
such as Glycemic index through wearable sensors. Also,
due to the limited storage of his own devices, he has to
store his data to the cloud and shares it to some designated
ones which have specific attributes. If someone without
sufficient attributes attempts to search the keyword, he/she
is impossible to generate a valid trapdoor matching with a
keyword’s index, not tomention to getWealth’s sensitive data.
We helpWealth to accomplish this goal through the following
designs.

In summary, Wealth could enjoy an efficient, fast, high-
quality, and secure service through adopting our system.

The main contributions of this article are exhibited as
follows:

(i) We design a keyword searchable encryption scheme in
the healthcare related IoT-fog-cloud infrastructure.
The proposed scheme ensures a security requirement
that both data and keywords are protected from the
cloud and the fog, which is very essential to users in
the health related environment.

(ii) With the restriction of constrained resource, IoT
devices are not capable of doing complicated encryp-
tion and decryption process. In order to overcome
this issue,we transfer most of heavy computation to the
fog and the cloud in our scheme, while only a small part
is reserved for users.

(iii) On the basis of ciphertext-policy attribute-based
encryption, we design a fine-grained access control
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framework. A user should obtain his query capability
authorization from a trusted authority and the fog
through checking his attributes. The messages are
encrypted with an access policy such that only users
with the designated attributes can access them.

(iv) We provide formal security analysis which demon-
strates that our scheme is secure under IND-CK-
CCA attack and satisfies trapdoor indistinguishability
secure. Also we make experiment comparisons with
some previous research revealing that our scheme has
a good efficiency.

The rest of the paper is organized as follows. In Section 2,
we briefly introduce preliminaries which will be utilized
in our paper. Next, in Section 3, we present two adversary
models, security requirements and system functions of our
lightweight fine-grained searchable encryption (LFSE) sys-
tem. Our proposed system is described in Section 4. The
thorough security analysis of the proposed system appears
in Section 5 and the efficiency is analysed in Section 6. We
conclude our paper in Section 8.

2. Preliminaries

In this section we provide a detailed description of some
fundamentals of cryptography that will be used throughout
this paper.

2.1. The Notations. In this section, we first give notation
descriptions that will be used throughout this paper. For a
prime number 𝑝, we denote the set {1, 2, . . . , 𝑝 − 1} as Z∗

𝑝,
where multiplication and addition modulo 𝑝 are defined in
the set. We use 𝑎←󳨀𝑟 𝑆 to denote that 𝑎 is uniformly chosen
from all elements in 𝑆 randomly. And let 𝜆 be the security
parameter of our system.

2.2. Bilinear Map. G1 and G2 are two multiplicative cyclic
groups of prime order 𝑝. Let 𝑔 be a generator of G1 and 𝑒
be a bilinear map, 𝑒 : G1 ×G1 󳨀→ G2. The bilinear map 𝑒 has
the following properties:

(i) Bilinear: A map 𝑒 : G1 × G1 󳨀→ G2 is bilinear
if 𝑒(𝑎𝑃, 𝑏𝑄) = 𝑒(𝑃, 𝑄)𝑎𝑏 for all 𝑃,𝑄 ∈ G1 and all𝑎, 𝑏 ∈ Z∗

𝑝.
(ii) Nondegenerate: 𝑒(𝑔, 𝑔) ̸= 1.
(iii) Computable: There is an efficient algorithm to com-

pute 𝑒(𝑃, 𝑄) for all 𝑃,𝑄 ∈ G1.

2.3. Access Policy. An access policy defines attribute sets that
are acquired to get access to private messages.

Definition 1 (monotonicity). Letting AT be attributes uni-
verse, then an access policy A ⊆ 2AT means A is a collection
of non-empty subsets of AT. We call the access policy A is
monotone if ∀ Ω1, Ω2 ⊆ AT s.t.

Ω1 ⊆ Ω2, Ω1 ∈ A 󳨐⇒ Ω2 ∈ A. (1)

According to themonotonicity, an authorized user cannot
lose his privileges if he has more attributes than required.

3. System Model

3.1. Architecture of System. The architecture of the proposed
fog-based healthcare system is shown in Figure 2. It is
composed of four parts, i.e., a trusted authority, cloud server
providers, fog nodes, and data users (including date owners
and other users).

Trusted Authority (TA). A trusted authority, such as the
national health center or an entity authorized by it, is an
important authority for verifying users attributes. It takes
charge of generating system parameters for all entities. And
it is responsible for issue, revoke, and update attribute private
keys for users.

Cloud (Short for Cloud Server Providers). The cloud such
as Amazon provides data storage, computational resource
services, and data analysis. Apart from providing content
service above, it also takes charge of the access services from
the outside users to the encrypted files. We assume that
the public cloud executes the searchable algorithm honestly.
The cloud in our system is responsible for performing test
algorithm and accomplish a part of decryption task with
knowing any information about the user’s keys or attributes.

Fog (Short for Fog Nodes). Fog, providing abilities of comput-
ing, storage, and mobility, is deployed at edges of networks.
Because of the limited computing resources and the restricted
capacity of the data owner or user’s facility carried nearby,
it is responsible for deploying a half-trusted fog as interface
between a user and the cloud server, especially in situations
with sensitive medical information. Fog in our system takes
charge of managing users within its coverage, revoking users
and attributes without having any information about their
private keys. Further, it helps controlling users’ query action
through generating one part of the trapdoorwithout knowing
the queried keyword.

Data Owner. The data owner is an entity who intends
to share his files with designated receivers. The receivers’
attributes should satisfy the access policy embedded in the
corresponding ciphertext. It is in charge of file encryption
with a specific access policy, index generation for all the
keywords, and uploading to the cloud.

Data User. The data user is the entity who intends to get the
encrypted files by sending a query request to cloud servers
and the fog. If he has enough attributes satisfying with the
required access policy, he is able to download ciphertexts and
decrypt them with the help from the cloud. It takes charge of
keyword selection to generate trapdoors and then ciphertext
decryption.

Assumptions. We assume that the cloud and the fog are always
online. They have sufficient storage capacity and computing
resource. Also we assume that there exists a secure channel
between data owner/user and the fog node, e.g., secureWi-Fi
networks.

We assume that the cloud and fogs are all “honest but
curious” [21]. To be specific, they do not delete or modify
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user’s data and return the computing results honestly but
attempt to access as much private information as possible. All
the entities execute our proposed protocol and users try to
access data either within or out of their privileges. And it is
assumed that the cloud and the fog do not collude with each
other.

Different from most existing work with only public
cloud, it is a novel cloud-fog architecture. In this work, we
assume that files and keywords are sensitive and should be
protected from both the cloud and the fog. And attributes are
semisensitive, which means attributes can only be known by
the fog.

3.2. Definition of Basic Algorithms. Wedescribe a general def-
inition for our lightweight fine-grained searchable encryption
scheme, consisting of several polynomial time algorithms.

Setup. This phase containing three subalgorithms is imple-
mented by TA.𝑆𝑦𝑠𝑡𝑒𝑚.𝑆𝑒𝑡𝑢𝑝 (1𝜆): Input the security parameter 𝜆; then
the algorithm outputs the master key𝑀𝑘, public key 𝑃𝑘, and
other system parameters.

𝐹𝑜𝑔.𝑆𝑒𝑡𝑢𝑝 (𝑃𝑘): Input the system parameter 𝑃𝑘; then
the algorithm outputs the fog’s public and private key pair(𝑃𝑘𝐹𝑘 , 𝑆𝑘𝐹𝑘) and the corresponding verification key V𝑘𝑗 for
each attribute in the attribute universe.𝑈𝑠𝑒𝑟.𝑆𝑒𝑡𝑢𝑝 (𝑃𝑘): For each user requesting to join the
system, TA verifies the user identity and his attributes.

KeyGeneration. This phase is executed by TA, which contains
two subalgorithms.𝐾𝑒𝑦𝐺𝑒𝑛 (𝑃𝑘,𝑀𝑘,𝑈𝑠𝑒𝑟𝑖, Ω𝑢𝑖): Input the system’s keys(𝑃𝑘, 𝑆𝑘), the user identity, and the user’s attributes; then
the algorithm outputs the user’s public and private key(𝑃𝑘𝑢𝑖, 𝑆𝑘𝑢𝑖). Next, Input the output of private key and user’s
attributes Ω𝑢𝑖; the algorithm outputs the secret verification
key 𝑠V𝑘𝑗 for each attribute 𝑎𝑡𝑡𝑟𝑗 ∈ Ω𝑢𝑖,.𝑆𝑒𝑎𝑟𝑐ℎ𝐾𝑒𝑦𝐺𝑒𝑛 (𝑀𝑘,𝑈𝑠𝑒𝑟𝑖): Input the system’s master
key𝑀𝑘 and user’s identity 𝑈𝑠𝑒𝑟𝑖; then the algorithm returns
the search key S𝑖 for the user.

FogSupport.This phase is executed by the fog and users which
is under the management of the fog. Three algorithms are
included in this phase.
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𝐴𝑑𝑑𝑢𝑠𝑒𝑟 (𝑈𝑠𝑒𝑟𝑖): Input the public parameter and the
user’s identity 𝑈𝑠𝑒𝑟𝑖; then the algorithm outputs a tableT𝑢𝑠𝑒𝑟

for the fog 𝐹𝑘 to store users’ information.𝑅𝑒𝐾𝑒𝑦𝐺𝑒𝑛 (𝑆𝑘𝑢𝑖, 𝑠V𝑘𝑗): Input the user’s private key 𝑆𝑘𝑢𝑖
and the private verification key 𝑠V𝑘𝑗 for 𝑎𝑡𝑗 ∈ Ω𝑢𝑖, then the
algorithm outputs a secret key 𝑐𝑠𝑘𝑢𝑖.𝑅𝑒𝐸𝑛𝑐 (𝑃𝑘𝑢𝑖, V𝑘𝑗): Input the user’s public key𝑃𝑘𝑢𝑖 and the
verification key V𝑘𝑗 for 𝑎𝑡𝑗 ∈ Ω𝑢𝑖, then the algorithm outputs
a ciphertext 𝑐V𝑘𝑢𝑖.
FileEncryption. This phase is performed by the user.𝐸𝑛𝑐 (𝐹,A, V𝑘𝑗): Input a file 𝐹, an access policy A and the
verification key V𝑘𝑗 ; then the algorithmoutputs the ciphertext𝐶 embedded with the access policy.

IndexGeneration. This phase is implemented by the user
through running the algorithm 𝐼𝑛𝑑𝑒𝑥.𝐼𝑛𝑑𝑒𝑥 (𝑊,S𝑖, 𝑃𝑘𝑢𝑖): Input the user’s search key S𝑖 and
the keyword𝑊; then the algorithm outputs an index 𝐼𝑊 for
the keyword.

TrapdoorGeneration.This phase is executed by the fog and the
user, including two subalgorithms.𝑇𝑟𝑎𝑝𝑑𝑜𝑜𝑟 (𝑃𝑘𝐹𝑘 , 𝑐𝑠𝑘𝑢𝑖): It is performed by the fog. Input
the fog’s public key 𝑃𝑘𝐹𝑘 and the user’s regenerated key 𝑐𝑠𝑘𝑢𝑖
as input; then the algorithm outputs 𝑇𝑓 that is a part of the
trapdoor 𝑇.𝑇𝑟𝑎𝑝𝑑𝑜𝑜𝑟2 (𝑊,S𝑖): This algorithm is executed by the
user. Input the user’s search keyS𝑖 and a keyword𝑊, then the
algorithm outputs 𝑇𝑊 that is the other part of the trapdoor 𝑇.
Test. This phase is implemented by the cloud server through
running 𝑇𝑒𝑠𝑡.𝑇𝑒𝑠𝑡 (𝐼𝑊, 𝑇): Input the keyword index 𝐼𝑊 and the trap-
door 𝑇; then the algorithm outputs 0 if they do not match;
otherwise it outputs 1.

FileDecryption. The decryption phase is implemented by the
cloud server and the user, consisting two subalgorithms.𝐷𝑒𝑐 (𝐶, 𝑐V𝑘𝑢𝑖): Input the file’s ciphertext 𝐶, the trapdoor𝑇, and the ciphertext of user’s attributes ciphertext 𝑐V𝑘𝑢𝑖; then
the algorithm outputs 𝐶𝑝𝑑 that is a part-decrypted version of
the ciphertext.𝐷𝑒𝑐2 (𝐶𝑝𝑑, 𝑆𝑘𝑢𝑖): Input the user’s private key 𝑆𝑘𝑢𝑖 and the
part-decrypted ciphertext 𝐶𝑝𝑑, then the algorithm outputs
the file 𝐹.
3.3. Security Requirements

(1) Data confidentiality: The cloud and the fog are not
allowed to know the encrypted data files. Unau-
thorized users who have no appropriate attributes
matching the policy embedded in the ciphertext
should not learn the content of the underlying plain-
text.

(2) Keyword privacy: The keywords should be protected
from both the cloud and the fog in a secure way,
such as by using a oneway hash function. The cloud
server is able to perform the test operation over the

indexes but leaks no information about keywords to
any unauthorized attackers.

(3) Trapdoor privacy: One part of the trapdoor is gen-
erated by the data user by using the search key and
the secret verification key for his attributes together
with the keyword. The other part is generated with
the help of the fog using the user’s re-encrypted
key. The trapdoor reveals no information about the
corresponding keyword or the user’s attributes to the
attacker.

3.4. Adversary Model. To achieve the security requirements,
we design two security models for our scheme. Firstly, we
introduce a fundamental assumption in Definition 2.

Definition 2 (DBDH assumption). We say that the DBDH
assumption holds if no polynomial time algorithm has a
nonnegligible advantage in solving the DBDH problem.

According to the security parameter, let a group G1 of
prime order 𝑝 have a generator 𝑔. 𝑎, 𝑏, 𝑐←󳨀𝑅𝑍𝑝∗ are chosen
randomly. The DBDH problem states that the adversary
should distinguish 𝑒(𝑔, 𝑔)𝑎𝑏𝑐 ∈ G2 from a random element𝑉 ∈ G2 when given 𝑔, 𝑔𝑎, 𝑔𝑏, 𝑔𝑐 ∈ G1.

Definition 3. Our LFSE scheme is trapdoor indistinguishable
secure if there is no polynomial time attack can have a
nonnegligible advantage in the following game.

The security model is defined as Game 1 played between
an adversary A and an algorithm B.

Game 1 (Trapdoor privacy). Setup: With a security parameter𝜆, the algorithm B outputs system parameters and generates
the public key 𝑃𝑘𝑢𝑖, the private key 𝑆𝑘𝑢𝑖, and the search key
S𝑖 for the data user.

Query phase 1: The adversary A adaptively makes the
following queries.

O.Trapdoor1:The adversaryA could query any keyword’s
one part (𝑇𝑓0, 𝑇𝑓1, 𝑇𝑓2) of the trapdoor.

O.Trapdoor2:The adversaryA could query the keyword’s
another part (𝑇𝑊1, 𝑇𝑊2) of the trapdoor.

Challenge phase: The adversary A sends two keywords𝑊1
∗ and 𝑊0

∗ with equal length. Then B will randomly
select 𝑥 ∈ {0, 1} and construct the trapdoor 𝑇𝑓{𝑊∗

𝑥 } for the
keyword𝑊∗

𝑥 and send it to the adversary A.
Query phase 2:The adversaryA queries the same as phase

1 with the restriction the queried keyword𝑊 ∉ {𝑊0
∗,𝑊1

∗}.
Guess: The adversary A outputs a guess 𝑥󸀠 ∈ {0, 1}. If 𝑥 =𝑥󸀠,Awins the game and the algorithmB outputs 1; otherwise

A fails andB outputs 0.

Definition 4. Our LFSE scheme is IND-CKCCA secure if
there is no polynomial time attack can have a nonnegligible
advantage in the following game.

We define the indistinguishable against chosen keyword
chosen ciphertext attack in our system.The security model is
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defined through Game 2 played between an adversary A and
a challenger C as follows.

Game 2 (Ciphertext and Keyword privacy).This Initial Phase.
The adversary A commits to challenge C.

Setup:The challengerC seclets a large security parameter𝜆 and runs the setup algorithm to obtain the system master
key and public key (𝑀𝑘, 𝑃𝑘).C gives 𝑃𝑘 toA and keeps𝑀𝑘.

Phase 1: The adversary A makes the following queries
with a polynomial number bound.

(i) O.KeyGen:The oracle contains several key generation
oracles executed by the challenger C to generate a
series of keys forA.

(ii) O.Trapdoor: The oracle contains two trapdoor gener-
ation oracles executed by the challengerC to generate
the trapdoor 𝑇 = (𝑇𝑓, 𝑇𝑊) for A, with the keys
generated from the above steps.

Challenge: After finishing phase 1, the adversary A

outputs two messages 𝑚∗
0 , 𝑚∗

1 and two keywords 𝑊∗
0 ,𝑊∗

1
both with equal length to be challenged. The challenger C
flips a coin to choose 𝑏1, 𝑏2 ∈ {0, 1} and then constructs
ciphertext for 𝑚∗

𝑏1
and index for𝑊∗

𝑏2
. Finally, the challenger

C sends them to the adversary A.
Phase 2: The adversary A adaptively makes queries the

same as phase 1, expect the restrictions that𝑊 ∉ {𝑊0
∗,𝑊1

∗}
and the user’s private key cannot be queried.

Guess: The adversary A outputs guesses 𝑏󸀠1, 𝑏󸀠2 ∈ {0, 1}. If𝑏󸀠1 = 𝑏1 and 𝑏󸀠2 = 𝑏2,A wins the game.
The adversary A has an advantage of 𝜖𝐴𝑑V𝐿𝐹𝑆𝐸A (𝜆) =|𝑃𝑟[𝑏󸀠1 = 𝑏1, 𝑏󸀠2 = 𝑏2]−1/2| in breaking theDBDHassumption.

3.5. System Functions. Considering the performance-related
issues, our scheme are designed to achieve the following
functions.

(1) Fine-grained access control: A data owner embeds an
access policy into each file to be transmitted to the
cloud.This guarantees that the data is only accessed by
users with appropriate attributes and well prevented
from the cloud server.

(2) Authorization: Each data user who is authorized by
the trusted attribute authority can be assigned his
individual private key. These private keys can be used
to search and decrypt files in our system.

(3) Search on keywords: An authorized user can generate
a query request for some keywords by using his
individual private key. After the cloud server receives
the query and performs the “Test” on the encrypted
files, the user can obtain the matched files.

(4) Revocability: The trusted authority should be able to
revoke an user and attributes. If an authorized user
is revoked, the user is no longer able to search and
read files in our system. If an attribute of the user
is revoked, the user is no longer able to access the
files embedded with an access policy containing the
attribute.

4. LFSE Scheme

4.1. Construction of LFSE Scheme. We specify the proposed
LFSE scheme in fog-based healthcare system indetails. In real
world, we consider that all the sensors carried by the owner
are continually collecting and reporting data, and the owner
decides whether and when data is transmitted to the cloud.

(1) System setup: Let 𝜆 be the security parameter, and
then TA performs the following steps. Firstly, it
chooses two cyclic groups (𝐺, ⋅) and (𝐺𝑇, ⋅)with prime
order 𝑝 and defines a bilinear pairing 𝑒 : 𝐺 × 𝐺 󳨀→𝐺𝑇. Let 𝑔 be a generator of 𝐺, 𝑔1, 𝑔2 and 𝑠, 𝜐 are
randomly chosen from 𝐺 and Z∗

𝑝, respectively. Then,
it computes 𝑔󸀠 = 𝑔𝑠, V = 𝑒(𝑔, 𝑔)𝜐, and selects two
hash functions: 𝐻 : {0, 1}∗ 󳨀→ Z∗

𝑝, 𝐻1 : Z∗
𝑝 ×{0, 1}∗ 󳨀→ Z∗

𝑝. Ultimately, TA keeps (𝑠, 𝜐) secret as
master key 𝑆𝑘 and publishes system parameters 𝑃𝑘 ={𝜆,𝐺, 𝐺𝑇, 𝑒, 𝑔, 𝑔1, 𝑔2, 𝑔󸀠,V}. Afterwards, TA will ini-
tialize the attribute universeAT = {𝑎𝑡1, 𝑎𝑡2, . . . , 𝑎𝑡𝑚}
and the monotone access structure A. Let A0 =(Ω1, Ω2, . . . , Ω𝑛) be a basis for A, where each Ω𝑖 is a
minimal authorized attribute set in A.

(2) Setup and key generation for fogs: For each fog, TA
generates its public and private keys (𝑃𝑘𝐹𝑜𝑔𝑘,𝑆𝑘𝐹𝑜𝑔𝑘)
by running 𝐹𝑜𝑔.𝑆𝑒𝑡𝑢𝑝. The algorithm picks 𝜍𝑘←󳨀𝑟Z∗

𝑝

randomly and outputs (𝑃𝑘𝐹𝑜𝑔𝑘, 𝑆𝑘𝐹𝑜𝑔𝑘) = (𝜍𝑘, 𝑔𝜍𝑘 ).
The fog maintains the private key sent from TA and
initializes a table T𝑢𝑠𝑒𝑟 to manage all the authorized
users within its coverage. Further, to authorize fogs
to manage attributes, for each fog 𝐹𝑜𝑔𝑘, TA selects
a 𝜎𝑘←󳨀𝑟Z∗

𝑝 and then computes 𝜃𝑗 = 𝐻1(𝜎𝑘, 𝑎𝑡𝑗),𝑑1𝑗 = 𝑔𝜃𝑗 , and 𝑑2𝑗 = V𝜃𝑗 for each attribute 𝑎𝑡𝑗 ∈
AT and defines V𝑘𝑗 = (𝑑1𝑗, 𝑑2𝑗) as a verification
key. Then TA sends verification keys {V𝑘𝑗}𝑎𝑡𝑗∈AT to
the corresponding fogs as attributes information. The
fogs exchange their users and attributes verification
keys information to allow the authorized user to
connect to our system when he moves to other fog’s
managing area.

(3) Key Generation for the user: Assume that a new user𝑈𝑠𝑒𝑟𝑖 with the attribute list Ω𝑢𝑖
= {{𝑎𝑡𝑗}, 𝑗 ≤ 𝑚}

requests to join the system. First of all, TA authen-
ticates the user’s identity and his attributes. Then it
returns the public and private key (𝑃𝑘𝑈𝑠𝑒𝑟𝑖 ,𝑆𝑘𝑈𝑠𝑒𝑟𝑖) =(𝑔𝛼𝑖 , (𝑡0, 𝑡1, 𝑡2)) to each user, where 𝑡0 = 𝑔𝜐𝑔𝛼𝑖1 , 𝑡1 =𝑔𝛽𝑖 , 𝑡2 = 𝛿, and 𝛼i, 𝛽𝑖, 𝛿←󳨀𝑟Z∗

𝑝. Simultaneously, TA
computes 𝑠V𝑘𝑗 = (𝑃𝑘𝑈𝑠𝑒𝑟𝑖)𝜃𝑗 = 𝑔𝛼𝑖𝜃𝑗 for each 𝑎𝑡𝑗 ∈ Ω𝑢𝑖
and returns it to the user as a secret verification key for
each attribute obtained by the user. Once the phase is
finished, the fog adds 𝑈𝑠𝑒𝑟𝑖 to table T𝑢𝑠𝑒𝑟 as a new
authenticated user’s information.

(4) Search Key Generation: After receiving the public
and private keys from TA, the user 𝑈𝑠𝑒𝑟𝑖 also needs
to make a request to get a private key for searching
on keywords. The user picks 𝜂←󳨀𝑟Z∗

𝑝 randomly and



Wireless Communications and Mobile Computing 7

sends 𝑔1/𝜂1 to TA. Then, TA computes the searching
key S𝑖 = (𝑔1/𝜂1 )𝑠𝑔𝛽𝑖𝛿2 and sends S𝑖 to the user.

(5) Prepare For Fog Support: Due to the limited process-
ing power and low computing efficiency of the user,
we would like to transfer most of the computational
load to the fog and cloud without leaking additional
information. In our system, the user would delegate
the fog to complete a part of auxiliary computation
by transferring a converted secret key 𝑐𝑠𝑘𝑢𝑖. The user
computes 𝑇0 = 𝑡𝑡20 = 𝑔𝜐𝛿𝑔𝛼𝑖𝛿1 , 𝑇1 = 𝑡𝑡21 = 𝑔𝛽𝑖𝛿,
and 𝑇2𝑗 = (𝑠V𝑘𝑗)𝑡2 = 𝑔𝛼𝑖𝜃𝑗𝛿 and then sends 𝑐𝑠𝑘𝑢𝑖 =(𝑇0, 𝑇1, {𝑇2𝑗}𝑎𝑡𝑗∈Ω𝑢𝑖)to the fog. With 𝑐𝑠𝑘𝑢𝑖, the fog can
help users accomplish a part of computation tasks
without knowing the user private key. For facilitating
further calculations, the user can compute 𝑉1 =𝑒(𝑔, 𝑔) and𝑉2 = 𝑒(𝑔1, 𝑔󸀠) in advance and stores them.
Simultaneously, to ensure the cloud can help users
do a part of computation and avoid the cloud from
obtaining information from the user’s attributes, the
fog selects 𝑠󸀠←󳨀𝑟Z∗

𝑝 randomly and computes 𝐷1 =𝑔𝑠󸀠1 , 𝐷2𝑗 = (𝑑1𝑗)𝑠󸀠 = (𝑔𝜃𝑗)𝑠󸀠 = 𝑔𝜃𝑗𝑠󸀠 and sends 𝑐V𝑘𝑢𝑖 =(𝐷1, {𝐷2𝑗}𝑎𝑡𝑗∈Ω𝑢𝑖) to the cloud and the secret 𝑠󸀠 to the
user through a secure channel.

(6) Encrypt: Suppose that the data owner decides his
file 𝐹. This file can be searched and acquired by
users whose attributes satisfy with an access policy
A. Under this assumption, the user can designate
different types of data to be accessed by different kind
of people. For the monotone access policy A, there
exists a basis A0 = (Ω1, Ω2, . . . , Ω𝑛), where each Ω𝑖, a
minimal set, is composed of the authorized attributes.
To encrypt the file, the user picks 𝑠𝑙←󳨀𝑟Z∗

𝑝 for each1 ≤ 𝑙 ≤ 𝑛 computes

𝐶𝑙 = (𝐶1𝑙, 𝐶2𝑙) = (𝐹 ⋅ ( ∏
𝑎𝑡𝑗∈Ω𝑙

𝑑2𝑗)
𝑠𝑙 , 𝑠𝑙𝑠󸀠) , (2)

The user keeps the ciphertext as 𝐶 = (A, {𝐶𝑙}1≤𝑙≤𝑛)
embedded with the access policy A.

(7) Index: For a continuous health monitoring system,
data are constantly processed and transferred to the
cloud from various kind of sensors. In order to get
quick access to useful files from the super large data
center, we add different keywords to files.
We assume the file 𝐹 contains a set of key-
words W which are extracted from the original
health file. For each keyword 𝑊 ∈ W, the
user picks 𝑢←󳨀𝑟Z∗

𝑝 randomly and computes 𝐼𝑊 =(𝐶𝑊1, 𝐶𝑊2, 𝐶𝑊3) = ((𝑒(𝑔, 𝑔)𝐻(𝑊)𝑒(𝑔1, 𝑔󸀠))𝑢, 𝑔𝑢, 𝑔𝑢2 ).
Subsequently, the user sends the ciphertext𝐶 together
with the index 𝐼𝑊 to the cloud. Then the cloud stores
them.

(8) Trapdoor: Generally speaking, the 𝑇𝑟𝑎𝑝𝑑𝑜𝑜𝑟 algo-
rithm is used to generate a trapdoor for a certain key-
word by the user who wants to search files containing

this keyword. In our system, to help the user reduce
the computing burden, we delegate the fog to do a part
of the trapdoor generation work without leaking any
information about the queried keywords. This design
has an advantage in our IoT system: confidentiality
of keywords. Specifically, upon receiving the query
request from the user 𝑈𝑠𝑒𝑟𝑖, the fog firstly searches
the user’s identity in table T𝑢𝑠𝑒𝑟. If the fog does not
find it in the table which means the user did not
join the system, then the fog refuses to generate the
part trapdoor for the user and returns a warning
message. This process completed by the fog ensures
that any external user who is not authenticated cannot
search any keyword and guarantees no leakage of any
information about keywords or encrypted files. If the
fog finds the user in table T𝑢𝑠𝑒𝑟, the fog randomly
chooses𝜌←󳨀𝑟Z∗

𝑝, sends it to the user through a secure
channel, and then computes

𝑇𝑓0 = 𝑇0𝜌 = 𝑡0𝑡2𝜌 = 𝑔𝜐𝛿𝜌𝑔1𝛼𝑖𝛿𝜌,
𝑇𝑓1 = 𝑇1𝜌 = 𝑡1𝑡2𝜌 = 𝑔𝛽𝑖𝛿𝜌,
𝑇𝑓2𝑗 = 𝑇2𝑗𝜌 = 𝑠V𝑘𝑗𝑡2𝜌 = 𝑔𝛼𝑖𝜃𝑗𝛿𝜌.

(3)

After finishing all the above steps, the fog uploads𝑇𝑓 = (𝑇𝑓0, 𝑇𝑓1, 𝑇𝑓2𝑗{𝑎𝑡𝑗∈Ω𝑢𝑖}) to the cloud as a part of

the trapdoor. To search files with a keyword𝑊󸀠, the
user firstly chooses 𝜂←󳨀𝑟Z∗

𝑝 and computes

𝑇𝑊1 = 𝑔𝐻(𝑊󸀠)S𝑖
𝜂 = 𝑔𝐻(𝑊󸀠)𝑔𝑠1𝑔𝛽𝑖𝛿𝜂2 ,

𝑇𝑊2 = 𝜂𝜌
(4)

with his own search key. Then, the user sends the
other part of the trapdoor 𝑇𝑊 = (𝑇𝑊1, 𝑇𝑊2) to the
cloud. Ultimately, the cloud gets a full trapdoor 𝑇 =(𝑇𝑓, 𝑇𝑊). In this phase, if the fog has verified one
user’s identity and verification keys for his attributes,
the fog can perform the trapdoor generation once in
a while. This is available as this phase is not related
to the queried keyword. As a result, the computing
burden for the fog and interaction time for both the
user and the fog can be reduced.

(9) Test: Upon receiving the search request for keyword𝑊󸀠 from the fog and the user, the cloud runs 𝑇𝑒𝑠𝑡
algorithm for all items which are encrypted indexes
for all the keywords by computing

𝑒 (𝐶𝑊2, 𝑇𝑊1)𝑒 (𝐶𝑊3, 𝑇𝑓𝑇𝑊21
) . (5)

The cloud compares the result with 𝐶𝑊1, if it equals𝐶𝑊1, the cloud outputs 1, and performs the next step.
Otherwise, the cloud outputs 0, returns a warning
message, and exits the system.
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(10) Decryption: If the algorithm 𝑇𝑒𝑠𝑡 cannot find an
index for the uploaded trapdoor, the cloud would not
run the𝐷𝑒𝑐1 algorithm and returns⊥. Otherwise, the
cloud computes

𝐶𝑝𝑑 = [[[
𝑒 (𝐷1,∏𝑎𝑡󸀠𝑗∈Ω

󸀠
𝑢𝑖
𝑇𝑓2𝑗)

𝑒 (∏𝑎𝑡󸀠𝑗∈Ω
󸀠
𝑢𝑖
𝐷2𝑗, 𝑇𝑓0)

]]
]
𝐶2𝑙𝑇𝑊2

. (6)

Once upon receiving the part-decrypted ciphertext𝐶𝑝𝑑 from the cloud, the user recovers the file 𝐹 by
using his own private key through computing

𝐹 = 𝐶1𝑙𝐶𝑝𝑑1/(𝛿𝑡2). (7)

Obviously, the user only needs to do an exponential
operation in the decryption, which is a great step in
improving efficiency.

4.2. Consistency. Firstly, we present that the trapdoor match-
ing is valid in our system.

𝑒 (𝐶𝑊2, 𝑇𝑊1)𝑒 (𝐶𝑊3, 𝑇𝑓𝑇𝑊21
) =

𝑒 (𝑔𝑢, 𝑔𝐻(𝑊󸀠) ((𝑔1/𝜂1 )𝑠 𝑔2𝛽𝑖𝛿)𝜂)
𝑒 (𝑔𝑢2 , (𝑔𝛽𝑖𝛿𝜌)𝜂/𝜌)

= 𝑒 (𝑔𝑢, 𝑔𝐻(𝑊
󸀠)) ⋅ 𝑒 (𝑔𝑢, 𝑔𝑠1) ⋅ 𝑒 (𝑔𝑢, 𝑔𝛽𝑖𝛿𝜂2 )
𝑒 (𝑔𝑢2 , 𝑔𝛽𝑖𝛿𝜂)

= 𝑒 (𝑔, 𝑔)𝑢𝐻(𝑊
󸀠) ⋅ 𝑒 (𝑔, 𝑔1)𝑢𝑠 ⋅ 𝑒 (𝑔, 𝑔2)𝑢𝛽𝑖𝛿𝜂𝑒 (𝑔2, 𝑔)𝑢𝛽𝑖𝛿𝜂

= 𝑒 (𝑔, 𝑔)𝑢𝐻(𝑊󸀠) ⋅ 𝑒 (𝑔, 𝑔1)𝑢𝑠
= 𝑒 (𝑔, 𝑔)𝑢𝐻(𝑊󸀠) ⋅ 𝑒 (𝑔1, 𝑔󸀠)𝑢 .

(8)

If there exists a keyword𝑊 ∈ Wmatching with the queried
keyword which leads 𝐻(𝑊) = 𝐻(𝑊󸀠), we can derive the
conclusion 𝑒(𝐶𝑊2, 𝑇𝑊1)/𝑒(𝐶𝑊3, 𝑇𝑓𝑇𝑊21

) = 𝐶𝑊1.
Then, the file recovery can bemaintained as the following

two steps. If the test passes, the cloud decrypts all the related
files by computing

𝐶𝑝𝑑 = [[[
𝑒 (𝐷1,∏𝑎𝑡󸀠𝑗∈Ω

󸀠
𝑢𝑖
𝑇𝑓2𝑗)

𝑒 (∏𝑎𝑡󸀠𝑗∈Ω
󸀠
𝑢𝑖
𝐷2𝑗, 𝑇𝑓0)

]]
]
𝐶2𝑙𝑇𝑊2

= [[
𝑒 (𝑔𝑠󸀠1 ,∏𝑎𝑡󸀠𝑗∈Ω

󸀠
𝑢𝑖
𝑔𝛼𝑖𝜃𝑗𝛿𝜌)

𝑒 (∏𝑎𝑡󸀠𝑗∈Ω
󸀠
𝑢𝑖
𝑔𝜃𝑗𝑠󸀠 , (𝑔𝜐𝑔𝛼𝑖1 )𝛿𝜌)]]

(𝑠𝑙/𝑠
󸀠)(𝜂/𝜌)

= [[
[

𝑒(𝑔𝑠󸀠1 , 𝑔𝛼𝑖𝛿𝜌∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 )
𝑒 (𝑔𝑠󸀠 ∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗 , 𝑔𝜐𝛿𝜌) ⋅ 𝑒 (𝑔𝑠󸀠 ∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗 , 𝑔𝛼𝑖𝛿𝜌1 )

]]
]

(𝑠𝑙/𝑠
󸀠)(𝜂/𝜌)

= [[
𝑒 (𝑔1, 𝑔)𝑠󸀠𝛼𝑖𝛿𝜌∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖

𝑒 (𝑔, 𝑔)𝑠󸀠𝜐𝛿𝜌∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗 ⋅ 𝑒 (𝑔, 𝑔1)𝑠󸀠𝛼𝑖𝛿𝜌∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗
]
]
(𝑠𝑙/𝑠
󸀠)(𝜂/𝜌)

= 1
(𝑒 (𝑔, 𝑔)𝜐𝛿∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗)𝑠𝑙𝜂 =

1
𝑒 (𝑔, 𝑔)𝜐𝛿𝑠𝑙𝜂∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗 .

(9)

If the user’s attributes Ω󸀠
𝑢𝑖 satisfy the access policy A, we

know there exists a basis A󸀠
0 = (Ω󸀠

1, Ω󸀠
2, . . . , Ω󸀠

𝑛) s.t.
∀𝑎𝑡𝑗 ∈ Ω󸀠

𝑢𝑖,
∃Ω󸀠

𝑙 s.t. 𝑎𝑡𝑗 ∈ Ω󸀠
𝑙 ⊆ Ω󸀠

𝑢𝑖, (10)

and we have ∑𝑎𝑡󸀠𝑗∈Ω
󸀠
𝑢𝑖
𝜃𝑗 = ∑𝑎𝑡󸀠𝑗∈Ω

󸀠
𝑙
𝜃𝑗 = ∑𝑛

1 𝜃𝑗 = ∑𝑎𝑡󸀠𝑗∈Ω𝑙
𝜃𝑗.

According to this, the user finally recovers the file by
computing

𝐹 = 𝐶1𝑙𝐶𝑝𝑑1/(𝛿𝑡2)
= (𝐹 ⋅ ( ∏

𝑎𝑡𝑗∈Ω𝑙

𝑑2𝑗)
𝑠𝑙)( 1

𝑒 (𝑔, 𝑔)𝜐𝛿𝑠𝑙𝜂∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗)
1/𝛿𝜂

= 𝐹 ⋅ 𝑒 (𝑔, 𝑔)𝜐𝑠𝑙 ∑𝑎𝑡𝑗∈Ω𝑢𝑖 𝜃𝑗 ⋅ 1
𝑒 (𝑔, 𝑔)𝜐𝑠𝑙 ∑𝑎𝑡󸀠𝑗∈Ω󸀠𝑢𝑖 𝜃𝑗 = 𝐹.

(11)

4.3. User Revocation and Attribute Revocation. Asmentioned
above, the fog is an access interface between the cloud and
users. The table T𝑢𝑠𝑒𝑟 is a certification to verify whether a
user is in the system.The revocation of a user can be realized
through rejecting the query request. To be specific, once a
user submits a revocation request to the trusted authority or
the trusted authority decides to revoke a user, the trusted
authority deletes all keys and attributes information of the
user. Then it sends the user’s revocation information to the
fog, and all the information about the user will be deleted
in T𝑢𝑠𝑒𝑟. As a result, the user cannot update his/her request
to the cloud server. Furthermore, once the re-encrypted keys𝑐𝑠𝑘𝑢𝑖 and 𝑐V𝑘𝑢𝑖 are revoked from the fog, the user cannot
generate trapdoors for any keywords. Because the fog needs𝑐𝑠𝑘𝑢𝑖 and 𝑐V𝑘𝑢𝑖 to do a part of computation to accomplish the
trapdoor generation phase, the loss of c𝑠𝑘𝑢𝑖 and 𝑐V𝑘𝑢𝑖 leads to
the user’s failure to search for any files. As a result, such a user
is new to the system and the fog will no longer respond to its
any request.

In our system, we can achieve attribute revocation with
the designation of 𝑐𝑠𝑘𝑢𝑖 and 𝑐V𝑘𝑢𝑖. Once an attribute is
revoked, the data owner could keep the data from the group
of users who have the revoked attribute. To be specific, upon
deciding to revoke an attribute 𝑎𝑡𝑗, the fog destroys the
attribute’s verification key V𝑘𝑗 and deletes 𝑐𝑠𝑘𝑢𝑖 and 𝑐V𝑘𝑢𝑖 for
users containing the attribute, then sends a warning message
to these users to update the related 𝑐𝑠𝑘𝑢𝑖 and 𝑐V𝑘𝑢𝑖. Before
users updating 𝑐𝑠𝑘𝑢𝑖 and 𝑐V𝑘𝑢𝑖, the fog refuses to generate
trapdoor for them, which directly leading to the failure of
accessing files in the system. Although it may cause some
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computational loads and transmission cost, it is acceptable
when the extremely sensitive data is concerned.

5. Security Analysis

Recall that our system is concerned about three security
requirements: data confidentiality, keyword privacy, and
trapdoor privacy. We present our security analysis for trap-
door privacy by proofingTheorem 5, and data confidentiality
and keyword privacy are exhibited throughTheorem 6,.

The security of our scheme is based on the complex
assumption in Definition 2.

Theorem 5 (trapdoor privacy). Under the assumption of
DBDH, the trapdoor generated in our LFSE scheme is indis-
tinguishable against the chosen keyword attack.

Proof. Assume that an malicious adversaryA is able to break
the trapdoor security in our LFSE scheme in a polynomial
time with the advantage 𝜖 which is not negligible. Without
loss of generality, we construct an algorithmB that plays the
following game withA and solves DBDHusing the capability
ofA.

(i) Setup: For a security parameter 𝜆, the algorithm
B takes (𝑔, 𝑔𝑎, 𝑔𝑏, 𝑔𝑐, 𝑍) as input, where 𝑎, 𝑏, 𝑐 are
chosen from Z∗

𝑝 by the challenger C and 𝑍 is also
randomly selected from 𝐺. The challenger C picks a
coin to denote 𝑥 ∈ {0, 1}. If 𝑥 = 1, computes𝑍 = 𝑔𝑎𝑏𝑐.
Otherwise, 𝑍 is a random element from 𝐺. For the
user 𝑢𝑖, the algorithm randomly chooses 𝑠, 𝛼𝑖, ] from
Z∗
𝑝 and 𝑔1, 𝑔2 from the group 𝐺. Then it announces

the user’s public and private key as (𝑔𝛼𝑖 , (𝑔]𝑔𝛼𝑖 , 𝑔𝑏, 𝑐))
and sets 𝑔2 = 𝑔, 𝜂 = 𝑐. Furthermore, it announces the
search key for the user as (𝑔11/𝜂)𝑠𝑔𝑎𝑏2 .

(ii) Query Phase 1: The adversary A issues the following
query.
O.Query: Upon receiving the query request on key-
word 𝑊 from the adversary A. The algorithm B

selects 𝑟, 𝜌, 𝜃𝑗 randomly from Z∗
𝑝 and then it com-

putes 𝑇𝑓0 = 𝑔𝑟𝑏𝜌𝑔𝛼𝑖𝑏𝜌1 , 𝑇𝑓1 = 𝑔𝑎𝑏𝜌, 𝑇𝑓2 = 𝑔𝛼𝑖𝜃𝑗𝑏𝜌,𝑇𝑊1 = 𝑔𝐻(𝑊)((𝑔11/𝜂)𝑠𝑔𝑎𝑏2 )𝜂, and 𝑇𝑊2 = 𝑐/𝜌, where all
the other parameters are randomly chosen in a similar
way as inTheorem 5. At last, the algorithmB returns𝑇𝑓 = (𝑇𝑓0, 𝑇𝑓1, 𝑇𝑓2, 𝑇𝑊1, 𝑇𝑊2) as the trapdoor for the
keyword𝑊󸀠 toA.

(iii) Challenge: The adversary A selects two keywords𝑊∗
0 and 𝑊∗

1 with equal length which are both
queried for the first time. Then the algorithm B
flips a coin to choose a random bit of 𝑥 and com-
putes the trapdoor for the keyword 𝑊∗

𝑥 as 𝑇𝑓∗ =(𝑇𝑓∗0 , 𝑇𝑓∗1 , 𝑇𝑓∗2 , 𝑇𝑊∗
1 , 𝑇𝑊∗

2 ), where 𝑇𝑓∗0 = 𝑔𝑟𝑏𝜌𝑔𝛼𝑖𝑏𝜌1 ,𝑇𝑓∗1 = 𝑔𝑎𝑏𝜌, 𝑇𝑓∗2 = 𝑔𝛼𝑖𝜃𝑗𝑏𝜌, 𝑇𝑊∗
1 = 𝑔𝐻(𝑊)𝑔𝑠1𝑍 and𝑇𝑊∗

2 = 𝑐/𝜌.
(iv) Query Phase 2: The adversary A does the same thing

continuously for polynomial times as in Query Phase

1, but with the restriction that both 𝑊∗
0 and 𝑊∗

1
cannot be queried any more.

(v) Guess Phase: The adversary A returns a guess 𝑥 ∈{0, 1}󸀠 toB. If 𝑥󸀠 = 𝑥, it means the adversary A wins
the game, the algorithm B outputs 1. Otherwise A
fails andB outputs 0.

(vi) Analysis: As shown above, we have 𝑇𝑊1 =𝑔𝐻(𝑊)((𝑔11/𝜂)𝑠𝑔𝑎𝑏2 )𝜂 = 𝑔𝐻(𝑊)((𝑔11/𝑐)𝑠𝑔𝑎𝑏)𝑐 =𝑔𝐻(𝑊)𝑔𝑠1𝑔𝑎𝑏𝑐. Compared with 𝑇𝑓∗2 , we can know 𝑍 =𝑔𝑎𝑏𝑐 clearly. As a result, the adversary A can win the
gamewith the same probability of winning theDBDH
assumption. That means 𝐴𝑑V𝐷𝐵𝐷𝐻

B(1𝜆) = 𝑃𝑟[𝑥󸀠 = 𝑥] = 𝜖,
which is contradictory to the DBDH assumption.

In summary, our scheme satisfies the trapdoor indistin-
guishable secure under the DBDH assumption.

Theorem 6 (Ciphertext privacy and keyword privacy). The
proposed scheme shown in Section 4 is IND-CK-CCA secure
under the DBDH assumption.

Proof. Suppose there is a polynomial time adversary A
who can break our proposed scheme with a nonnegligible
advantage 𝜖, then we can build an algorithm to solve the
DBDH assumption. It can be described as a game between
a challenger C and an adversary A.

Setup: The challenger C receives (𝐺,𝐺𝑇, 𝑒, 𝑔, 𝑔𝑥, 𝑔𝑦,𝑔𝑧, 𝑍) from the DBDH assumption, where 𝑍 is a randomly
chosen element from 𝐺𝑇 or equals 𝑒(𝑔, 𝑔)𝑥𝑦𝑧. The challenger
C chooses 𝑠, 𝜐 󳨀→ Z∗

𝑝 and computes 𝑔2 = 𝑔𝑠,V = 𝑒(𝑔, 𝑔)𝜐,
and alsoC sets 𝑔1 = 𝑔𝑥, 𝑔󸀠 = 𝑔𝑦. (𝑔, 𝑔1, 𝑔2, 𝑔󸀠,V) are sent to
the adversary A as public parameters.

Phase 1: The adversary Amakes the following queries:

(i) O.Fog.KeyGen: The adversary A queries keys for
the fog, and the challenger C picks 𝜎𝐹, 𝜍𝐹←󳨀𝑟Z∗

𝑝 at
random and outputs (𝑃𝑘𝐹, 𝑆𝑘𝐹) = (𝜍𝐹, 𝑔𝜍𝐹).

(ii) O.KeyGen: The adversary A queries keys for
the user 𝑈𝑠𝑒𝑟𝑖, and the challenger C picks 𝛼𝑖, 𝛽𝑖,𝛿←󳨀𝑟Z∗

𝑝 at random and computes (𝑃𝑘𝑈𝑠𝑒𝑟𝑖 ,𝑆𝑘𝑈𝑠e𝑟𝑖) =(𝑔𝛼𝑖 , (𝑡0, 𝑡1, 𝑡2)) to A, where 𝑡0 = 𝑔𝜐𝑔𝛼𝑖1 , 𝑡1 = 𝑔𝛽𝑖 ,
and 𝑡2 = 𝛿. For all the attributes owned by the user,
the adversary A also queries the verification keys
from O.Fog.KeyGen and secret verification keys
from O.KeyGen, thenA obtains V𝑘𝑗 = (𝑑1𝑗, 𝑑2𝑗), and𝑠V𝑘𝑗 = 𝑑3𝑗 = 𝑔𝛼𝑖𝜃𝑗 , where 𝜃𝑗 = 𝐻1(𝜎𝐹, 𝑎𝑡𝑗), 𝑑1𝑗 = 𝑔𝜃𝑗 ,
and 𝑑2𝑗 =V𝜃𝑗 are computed byC.

(iii) O.SearchKeyGen: After receiving a commitment 𝑔1/𝜂1 ,
the adversary A queries the search key, and the
challenger C computes S𝑖 = (𝑔1/𝜂1 )𝑠𝑔𝛽𝑖𝛿2 toA.

(iv) O.ReKey: The adversary A queries transformed key
for the user, and the challenge C computes 𝑇0 = 𝑡𝑡20 ,𝑇1 = 𝑡𝑡21 , and 𝑇2𝑗 = (𝑑3𝑗)𝑡2 and sends 𝑐𝑠𝑘𝑢𝑖 =(𝑇0, 𝑇1, {𝑇2𝑗}𝑎𝑡𝑗∈Ω𝑢𝑖) toA.
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Table 1: Description of parameters.

Parameter Description|𝑆| the size of the user’s attribute set𝑘 the amount of attributes associated with the user’s private key|𝑈| the size of the attribute universe𝑡 the amount of attributes associated with the ciphertext𝑁 the number of files to be encrypted𝑚 the number of keywords to be used to generate indexes|𝐺|, |𝐺𝑇| the bit length of the elements belong to the group 𝐺, 𝐺𝑇|𝑍𝑝| the bit length of the elements belong to the group 𝑍𝑝𝐶𝑝 the computational cost of the pairing operation 𝐺, 𝐺𝑒𝑇𝐶𝑒, 𝐶𝑒𝑇 the computational cost of the exponential operation in group 𝐺,𝐺𝑒𝑇

(v) O.Trapdoor: Upon getting a query on the trapdoor
for the keyword 𝑊, C firstly randomly chooses𝜌, 𝜂←󳨀𝑟Z∗

𝑝 and computes 𝑇𝑓0 = 𝑇0𝜌, 𝑇𝑓1 =
𝑇1𝜌, 𝑇𝑓2𝑗 = 𝑇2𝑗𝜌, 𝑇𝑊1 = 𝑔𝐻(𝑊󸀠)S𝑖

𝜂, and 𝑇𝑊2 = 𝜂/𝜌 to
A.

Challenge: The adversary A gives an access policy A∗,
two equal length plaintexts 𝑚∗

0 , 𝑚∗
1 and two keywords𝑊∗

0 ,𝑊∗
1 to C. Then C randomly picks 𝑏1 ∈ {0, 1} and

constructs the ciphertext as ((𝑚∗
𝑏2 ⋅ (∏𝑎𝑡𝑗∈Ω𝑙

𝑑2𝑗)𝑠𝑙 , 𝑠𝑙/𝑠󸀠), 1 ≤𝑙 ≤ 𝑛). Also it constructs the index 𝐶𝑊∗
1 = 𝑒(𝑔, 𝑔𝑧)𝐻(𝑊∗𝑏1 ) ⋅𝑍, 𝐶𝑊∗

2 = 𝑔𝑧, 𝐶𝑊∗
3 = (𝑔𝑧)𝑠. C sends the index 𝐼∗𝑊 =(𝐶𝑊∗

1 , 𝐶𝑊∗
2 , 𝐶𝑊∗

3 ) for keyword𝑊.
Phase 2: A can ask a polynomially bounded number

of queries adaptively again as Phase 1 except the queried
keyword𝑊 ∉ {𝑊0

∗,𝑊1
∗}.C answersA’s queries as in Phase

1.
Guess: A outputs guesses 𝑏󸀠1, 𝑏󸀠2 of 𝑏1, 𝑏2. C outputs 0 to

guess that 𝑍 = 𝑒(𝑔, 𝑔)𝑥𝑦𝑧 if 𝑏󸀠1 = 𝑏1 and 𝑏󸀠2 = 𝑏2; otherwise, it
outputs 1 to indicate that it believes 𝑍 is a random element.

Analysis: Assume the adversary A has an advantage 𝜖 in
attacking DBDH assumption and C has an advantage 𝜖󸀠 in
winning the game. Through the game showed above, we can
know 𝜖󸀠 = 𝜖 as a obvious result.
6. Efficiency Analysis

In this section, we analyse the efficiency of our system from
both theoretical and experimental aspects. Table 1 illustrates
the descriptions of notations we use in the following compar-
isons.

6.1. Storage and Transmission Cost Analysis. We compare our
scheme with the related schemes 𝑉𝐾𝑆 [17], 𝐿𝐻𝐿 [19], 𝑆𝑌𝐿
[18], and 𝑍𝑆𝑄𝑀 [20] over some important features, which
are illustrated in Tables 2 and 3. Though many parameters
are generated, stored, and transmitted throughout the whole
process, we only consider the following parameters that
extremely affect the system efficiency:

(i) PK: The size of public key 𝑃𝐾 measures how many
storage is needed to store public keys of all entities

for each user to accomplish his computation. As
shown in the second column in Table 2, it increases
linearly with |𝑈| in [18, 19], which leads to a great
amount storage demand for the user. This indicates
it is difficult to adopt new attributes in [18, 19].
Because it cannot meet the demands of frequently
updating attributes in rapidly changing IoT networks.
Reference [20] is file-centered, so the size of 𝑃𝐾 is
related to the number of all files being encrypted,
which also causes a large storage requirement for each
user. It is obviously that our scheme and [17] only have
a small and constant storage requirement.

(ii) SK: The private key 𝑆𝐾 is always kept by the user
himself, so the size of 𝑆𝐾 only indicates the secure
storage needed to store his private key for each
user. The third column reveals that, in [17–20], |𝑆𝐾|
increases with the attributes with different efficients𝑘, 2𝑘, 𝑆, |𝑈|, respectively, where 𝑘 < 2𝑘 < 𝑆 ≪ |𝑈|.
Since the storage of users or devices in IoT networks
is limited, it would be desirable if only small and
constant storage is needed to store the keys. This
expected goal is achieved in our scheme as shown; it
is obviously better than the others with only constant
storage requirement 2|𝐺| + |𝑍𝑝|, regardless of the
attribute number’ change.

(iii) CT:The size of ciphertext 𝐶𝑇measures the transmis-
sion cost for the user and the storage cost for the cloud
server, because the ciphertext is computed by the user,
transmitted to the cloud, and stored in the cloud
data center. Reference [18] is concentrated in the user
management such as user updating and revoking,
and the encryption and decryption processes are not
revealed in details, so it is empty in the fourth column.
Considering that all the five schemes store an access
policy in the ciphertext, we ignore this part in the
ciphertext size comparison. 𝐶𝑇 in our scheme and
[19] are both linearly increasing with the number of
the attributes associated with the user’s private key 𝑘,
which is consistent with the situations in real world.
Obviously, 𝐶𝑇 in [17] is much larger than our scheme
and [19], owing to |𝑈| is much larger than 𝑘, which
means it takes much more transmission overhead for
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Table 2: Storage and transmission comparisons.

PK SK CT ID TD
VSKE [17] 6|𝐺| + |𝐺𝑇| 2(|𝑆| + 1)|𝐺| + |𝑍𝑝| (|𝑈| + 𝑘)(|𝐺| + |𝐺𝑇|) 2|𝐺| + |𝐺𝑇| (2|𝑆| + 3)|𝐺|
SYL [18] 3|𝑈||𝐺| + |𝐺𝑇| (2|𝑈| + 1)|𝐺| + 2|𝑍𝑝| − (|𝑈| + 1)|𝐺| + |𝐺𝑇| + |𝑍𝑝| (2|𝑈| + 1)|𝐺| + 2|𝑍𝑝|
LHL [19] (|𝑈| + 4)|𝐺| 2𝑘|𝐺| + |𝑍𝑝| (𝑘 + 2)|𝐺| + |𝐺𝑇| − −
ZSQM [20] (𝑁 + 4)|𝐺| (|𝑆| + 3)|𝐺| + |𝑍𝑝| (𝑁 + 2)|𝐺| + 2|𝐺𝑇| |𝐺𝑇| 4|𝐺|
Ours 5|𝐺| + |𝐺𝑇| 2|𝐺| + |𝑍𝑝| 2𝑘|𝐺𝑇| 2|𝐺| + |𝐺𝑇| |𝐺| + |𝑍𝑝|

Table 3: Computation cost comparisons.

Keygen Encrypt Index Trapdoor Test Decrypt
VSKE [17] (2|𝑆| + 4)𝐶𝑒 (2𝑚 + 1)𝐶𝑒 (2|𝑆| + 4)𝐶𝑒 (2|𝑈| + 𝐾)𝐶𝑒 + 𝑘𝐶𝑝 (2|𝑆| + 1)𝐶𝑝 + |𝑆|𝐶𝑒𝑇 𝐶𝑝 + 𝐶𝑒𝑇
SYL [18] (2|𝑈| + 1)𝐶𝑒 + 2𝐶𝑒𝑇 − (|𝑈| + 1)𝐶𝑒 + 𝐶𝑒𝑇 (2|𝑈| + 1)𝐶𝑒 (|𝑈| + 1)𝐶𝑝 + 𝐶𝑒𝑇 −
LHL [19] 2(𝑘 + 1)𝐶𝑒 (𝑘 + 2)𝐶𝑒 + 𝐶𝑝 − − − (2𝑘 + 3)𝐶𝑝 + 𝐶𝑒𝑇
ZSQM [20] 5𝐶𝑒 + 𝑁𝐶𝑝 (𝑁 + 3)𝐶𝑒 + 𝐶𝑝 + 𝐶𝑒𝑇 𝐶𝑝 (𝑁 + 2)𝐶𝑒 2𝐶𝑒 + (𝑘 + 1)𝐶𝑝 (𝑁𝑘 + 1)𝐶𝑝 + 𝐶𝑒
Ours 4𝐶𝑒 𝑘𝐶𝑒𝑇 2(𝐶𝑒 + 𝐶𝑒𝑇) 2(|𝑆| + 1)𝐶𝑒 2𝐶𝑝 + 𝐶𝑒 𝐶𝑒

the user and more storage requirement for the cloud
server. Ciphertext size in [20] is (𝑁 + 2)|𝐺| + 2|𝐺𝑇|,
because it is file-centered; all files owned by each
user are encrypted at one time; this is not convenient
if only a part of files are needed to be updated or
modified..

(iv) ID and TD: The size of index 𝐼𝐷 indicates the
transmission overhead for the user and the storage
required to store the indexes for retrieving related
files for the cloud. The size of trapdoor 𝑇𝐷 shows
the transmission cost for the data user, because the
trapdoor is needed to be transmitted to the cloud to
accomplish the test and search processes. We do not
compute 𝐼𝐷 and 𝑇𝐷 for [19] as [19] only concerns
about attribute-based encryption and it does not
support the function of searching on keywords. For
simplicity, we consider generating the index and
trapdoor for only one keyword here. We could tell
that the scheme in [18] costs most for transmitting
both 𝐼𝐷 and 𝑇𝐷 between the user and the cloud
server. It is shown from the fifth column that [17,
20] have similar 𝐼𝐷 size with our scheme, which
reveals a small and constant storage is required. For
the trapdoor size, scheme in [17] is linearly with
the user’s attribute number, while scheme in [20]
and ours is constant; furthermore, ours requires less
transmission overhead than [20].

According to the above analyses, our scheme has a better
performance in the storage and transmission requirement
comparing with the other exsiting schemes.

6.2. Computational Cost Simulation and Analysis. In this
section we present the analysis in terms of the compu-
tational cost and comparisons with those related works
listed in Table 2. Since operations over 𝑍𝑝 cost much less
computational time than operations over groups and the
pairing operation, we just consider the latter two fundamental

cryptographic operations. The results are given in Table 3. It
is obvious from the table that our scheme has significantly
better efficiency than the other schemes.

By adopting the pairing-based cryptography (PBC
(URL:https://crypto.stanford.edu/pbc)) library, we perform
our experiment in C on a computer with Intel(R) Core(TM)
i3-3220 CPU @ 3.30 running Ubuntu 16.04.5 with 4.00GB
system memory. This simulation environment is used to
perform Keygen and Test, which are executed by the trusted
authority and the cloud server with a great computational
capability. In contrast, the users or devices in our system
are mostly with low computational capability, to simulate
Encrypt, Index, Trapdoor, and Decrypt performed by them;
we execute our experiment on a client machine with Intel
Core Duo CPU running Ubuntu MATE 16.04 with 2GB
system memory. To realize the security requirement of
1024-bit, we use the Type A curve, which is denoted as𝐸(𝐹𝑞) : 𝑦2 = 𝑥3 + 𝑥 with parameter 𝑞 = 512 bits, where the
order 𝑝 of both the group 𝐺 and group 𝐺𝑇 is 160 bits and|𝐺| = |𝐺𝑇| = 1024 bits. For simplicity, we assume that the
user only generates index for one keyword in our simulation.
The simulation result is exhibited in Figure 3.

Once receiving a request from a user to join in the
system, TA generates public and private keys for each user
with only four exponential operations in our scheme. Clearly
from Figure 3(a), the computation cost in our scheme is
constant and the smallest among all the schemes. As the
attribute number increases, the computational cost for key
generation in [17–19] all grows; especially in [18] it climbs up
to thousands ofmilliseconds. Cost in [20] is also constant and
similar with ours, this is because we assume the encrypted file
number 𝑁 = 1 for simplicity in our experiment. While in
reality the scheme in [20] is file-centered, the computational
cost for key generation grows with the number of encrypted
files increases, but in our scheme the cost for key generation
is irrelevant with the encrypted file numbers.

After receiving the keys from TA, the user encrypts the
files with his/her keys before updating them to the cloud

URL:https://crypto.stanford.edu/pbc)
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Figure 3: Comparison of computational cost.

server. Reference [18] focuses on attributed-based encryption
to manage users; the data encryption and decryption phase
are not described in details; therefore it is not considered in
our encryption simulation. Reference [20] is not considered
in the encryption phase because the scheme encrypts all files
of one user at once, while the others encrypt one file at a time.
As shown in Figure 3(b), cost for encryption in our scheme
and [19] are increasing linearly with the number of attributes
grows, due to the file is encrypted associated with the
attributes embedded in the access policy. When the attribute
number is 50, our scheme needs 109.96milliseconds and [19]
needs 133.758 milliseconds, which is lightly larger than ours.
Reference [17] has the lowest computational cost because they
use symmetric encryption method to encryption and the cost
shown in Figure 3(b) is for access control in encryption phase.

Next is about querying on keywords, which involves the
three algorithms: Index, Trapdoor, and Test. The computa-
tional cost for them is exhibited in Figures 3(c), 3(d), and
3(e), respectively. Because [19] has no capability for searching
based on keywords, it is not considered in our comparison
for these three phases. References [17, 18] have a obviously
large increase in computation burden when the number of
the attributes grows. When the attribute number grows up to
100, almost 15000 milliseconds are required to complement
these three algorithms to achieve querying on keywords for
the two schemes, which causes a long network delay. Our
scheme has a similar computational cost with the scheme

in [20] proposed to speed up in the industrial IoT network,
which has been proved having a good efficiency in fast query.

Last, the computational cost for the decryption phase
is shown in Figure 3(f). The efficiency for the decryption
algorithm is very important because one keyword is always
associated with a lot of different files. To decrypt all the
returned files in a short time in IoT networks is a key issue
in recent researches. As shown in Figure 3(f), our scheme
satisfies this demand with only less than 13 milliseconds
is required, regardless of the increasing of the attribute
number. And the scheme in [17] has a lightly bigger cost
than ours. In contrast, the other two schemes’ cost grows
enormously with the attributes’ number, which causes a super
large computational burden because of the large amount of
returned files and the user’s limited computation capability.

In summary, our proposed scheme enjoys a good effi-
ciency in storage, transmission requirement, and computa-
tional cost, which indicates it is suitable for the healthcare
related IoT networks.

7. Related Work

7.1. Healthcare Related IoT Security. Security is one of the
most important issues in the healthcare related IoTNetworks.
This is not only because the vulnerability of IoT devices them-
selves, which can be easily attacked or physically destructed,
but also because the data collected and processed in IoT
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networks are highly sensitive and tightly related to our life.
Johns Hopkins University developed an hospital-centralized
patient monitoring system called MEDiSN [22]. But in this
system secure communication especially data integrity and
user authentication are not implemented [23]. Similar with
MEDiSN, other systems such asCodeBlue [24] andMobiCare
[25] are implemented in the infrastructure layer without
considering the real communication security.

To achieve real communication security, encryption
operations are essential. However, most of the existing
encryption schemes demand complex computation opera-
tions and high process overload. How to overcome these
limitations is an important issue. In [26, 27], the authors
present a secure and efficient authentication and authoriza-
tion framework for healthcare related IoT network but high
processing power is needed. In [28], the authors implement
an IoT-based health prescription assistant and achieve user
authentication and access control on their system. How-
ever, the data confidentiality is not considered during the
transmission process [29]. Although they have reduced some
communication and computation latency in their small-scale
data experiment, it is still not enough for real world network
with super large amount of data [30].

7.2. ABE in Cloud Computing Paradigm. As an extension
of identity-based encryption, attribute-based encryption was
first introduced by Sahai and Waters [13]. It has been applied
to a lot of encryption schemes to achieve fine-grained access
control over encrypted data. Particulary, ABE was extended
by Goyal et al. [31] to form two complementary flavors: key-
policy ABE (KP-ABE) and ciphertext-policy ABE (CP-ABE).
KP-ABE takes attributes to describe the ciphertexts, and
policies over these attributes are associated with users’ keys,
while in CP-ABE it is reversed. CP-ABEmakes it possible that
the users can get access to the encrypted data and decrypt the
data only if the access structures match attributes.

Same as the originally proposed ABE scheme in [13],
the most classic architecture of ABE access control schemes
apply a single central authority to take charge of enrolling,
updating all attributes and managing keys for all entities.
In such centralized ABE frameworks, the most difficult but
important part is to achieve efficient revocation for users and
attributes. In [32], the authors put forward an expiration time
for each attribute to maintain revocation but it turns out
having issues in backward and forward. The authors from
[33, 34] succeed in overcoming the above issues through
adopting the concept of proxy-based re-encryption. Also,
lazy revocation [33, 35] and revocable-storage ABE [36] are
designed to achieve revocation to prevent the message from
unauthorized users.

As the IoT networks expand, the centralized ABE
paradigmwith only one single authority has a great drawback
in efficiency due to the super large amount of data. Therefore,
multiauthority ABEwas introduced by [37], in which a global
identifier was assigned by the central authority to each user
as a unique ID, aiming to distinguish users without attributes
by independent authorities. Furthermore, more works such
as [38–40] improve the above scheme by cancelling the
user’s consistent GID to avoid privacy leakage and support

collusion resistance; this paradigm is called as decentralized
ABE.

No matter in a centralized or decentralized ABE
paradigm, a user may not withstand the financial attempt
and share his attributes to other users. In order to avoid
a decryption privilege leakage, works in [41, 42] provide
access control schemes with traceability, where the user who
leaks the decryption key to someone else can be traced and
revoked by the system. As people become more concerned
about personal privacy, the access policy itself can be taken
as sensitive information and need to be protected from unau-
thorized users.Works in [43] achieve anonymity by designing
three protocols together with homomorphic encryption and
scrambled circuit evaluation to protect both the policies and
the credentials.

7.3. Searchable Encryption with ABE in Cloud Computing
Paradigm. The searchable encryption was firstly proposed
by [44] and has been widely researched and used. It has
indicated a new direction for operating searching on cipher-
texts in cloud computing [45]. Both the notion of symmetric
encryption with keyword search (SESK) and the public
key encryption with keyword search (PESK) are gaining
a lot of attentions. They have been developed to support
different functions, such as works in [18, 46–51]. However,
these schemes cannot achieve fine-grained access control on
ciphertexts.

The attribute-based keyword search (ABKS) was pro-
posed in [52], in which the cloud server checks whether the
user has the capability to decrypt the required encrypted
ciphertext before searching it by a signature built from the
user’s attributes. But this scheme cannotmaintain the security
of keywords. Some other works also proposed different
schemes based on ABKS to support specific functions such
as Checkability [19], fuzzy keyword search [53], revocation
[54], and verifiability [55]. But most of these works require
the users to do complex computation like pairing and expo-
nential operations many times, which is not practical because
of the user’s limited computation ability. Therefore, how to
transfer the heavy computation burden and reduce the times
of complex computation operations without loosing security
requirements is the most important challenge for now.

8. Conclusion

In this paper, we design a keyword searchable encryption
with fine gained access control for our proposed healthcare
related IoT-fog-cloud framework. Through our design, the
users could achieve a fast and efficient service by reducing
the calculation overload and storage with the help of the
fog and cloud, especially the data user only needs to do a
exponential operation to retrieve the message. In our scheme,
the fogs are capable of helping the trusted authority tomanage
the users and their attributes through authoring their query
keys. In addition, our scheme is very efficient because only
the authorized users could download the keyword-matched-
part of ciphertexts by refusing unauthorized research and
unauthorized users. At last, our scheme is proofed IND-
CK-CCA secure and trapdoor indistinguishably secure. We
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also show our scheme takes less storage and transmission
consumption and much less computational cost through
theoretical analysis and experimental evaluations.

We assume fogs and the cloud do not collude with each
other in this paper; next we will consider in achieving the
collusion resistance in our proposed IoT-Fog-Cloud system.
We are also interested in the user update and the attribute
replacement with a more efficient method in our future
research. How to improve the efficiency of searching process
by designing better structures of indexes and trapdoors
for the keywords in the cloud server is also in our future
consideration.

Data Availability

The PBC (Pairing-Based Cryptography) library (version:
pbc-0.5.14.tar.gz) used to support the findings of this
study is included as a comment within the article in
Section 5. It is a free C library built on the GMP library
that performs the mathematical operations underlying
pairing-based cryptosystems. It can be accessed from
https://crypto.stanford.edu/pbc/ and the GMP library
(version:gmp-6.1.2.tar.lz) is also a free library can be accessed
from https://gmplib.org.
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Due to the dynamically changing topology of Internet of Vehicles (IoV), it is a challenging issue to achieve efficient data
dissemination in IoV.This paper considers strongly connected IoV with a number of heterogenous vehicular nodes to disseminate
information and studies distributed replication-based data dissemination algorithms to improve the performance of data
dissemination. Accordingly, two data replication algorithms, a deterministic algorithm and a distributed randomised algorithm,
are proposed. In the proposed algorithms, the number of message copies spread in the network is limited and the network will be
balanced after a series of average operations among the nodes. The number of communication stages needed for network balance
shows the complexity of network convergence as well as network convergence speed. It is proved that the network can achieve a
balanced status after a finite number of communication stages. Meanwhile, the upper and lower bounds of the time complexity
are derived when the distributed randomised algorithm is applied. Detailed mathematical results show that the network can be
balanced quickly in complete graph; thus highly efficient data dissemination can be guaranteed in dense IoV. Simulation results
present that the proposed randomised algorithm outperforms the present schemes in terms of transmissions and dissemination
delay.

1. Introduction

As a promising branch of Internet of Things (IoT), Internet
of Vehicles (IoV)mainly improves traffic efficiency and assists
road safety throughwireless communication technologies [1].
Interconnected by means of vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I) communications, IoV could
provide data services including road safety (such as colli-
sion warning and smart traffic management), entertainment
demand services (such as advertisements and online videos),
and location-based services (such as interest points and path
optimization).Thus IoVplays a vital role in accident warning,
traffic management, and user entertainment services [2].

To enhance on-road transportation safety and efficiency,
efficient data dissemination which can enable high-rate com-
munications and rapid data dissemination, is essential for

applications in IoV. Data replication can improve dissemi-
nation performance effectively, as all the vehicles involved
in data dissemination help disseminate a certain quantity
of message copies. Therefore, the process of information
dissemination could be expedited and the dissemination
delay could be reduced [3].

Characterised by decentralised control, emerging appli-
cations in IoV are confronted with problems, such as effi-
cient cooperation among vehicles and network consensus
[4]. Adapting to dynamically changing network, a type of
algorithm based on distributed averaging, gossip algorithm,
attracts lots of interest [5]. Through a series of commu-
nications, the participants could have the same value or
reach the common state. However, gossip-based algorithms
might lead to a significant waste of network resources
(network capacity, bandwidth, and computing resources)
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by transmitting redundant information. Similarly, although
dynamic data replication can accelerate data dissemination
in distributed ad hoc networks, replication-based methods
could also meet a variety of problems; for instance, the high
density may result in longer communication delay, which
causes network resources wasting and scalability issues.
Towards data replication, Spyropoulos et al. [6] proposed
to disseminate a limited number of replicas; however they
did not consider available network capacity and bandwidth.
RAPID [7] solved the problem by taking data utilities into
account to determine how the replication should carry
out. Additionally, traditional replication-based dissemination
algorithms could lead to high communication overhead as
well as congestions and sometimes even broadcast storm
by passing around redundant information. Considering the
mentioned problems, the quantity of data replicas spread in
the area should be controlled.

To accelerate information dissemination, every vehicle
could carry a number of data replicas. In this way, the
computational burden can be distributed among the vehicles
and the network load balancing can be achieved. Accordingly,
a concept of network balance is proposed.

In this study, we mainly investigate data dissemination
in dense IoV, which can be abstracted as complete graph
by graph theory. In the situation of complete graph, we
assume that every two vehicular nodes are within each other’s
communication rage. As a tentative study, the conference
paper [8] focuses on data dissemination in the context of
complete graph.

Additionally, since nodes in the network can have dif-
ferent capabilities in terms of computation or processing
due to their heterogeneity, it would be better to carry
an appropriate number of data replicas according to the
vehicles’ own capabilities rather than an approximately equal
number of data replicas as [9]. Dissemination strategies
will be adjusted according to different capabilities of nodes.
However, most previous work studies homogeneous vehicles
in vehicular communication. Therefore, this study considers
heterogeneous vehicles such that data replication strategy
should be determined by the capabilities of the vehicles.

To achieve data dissemination to a target area with
reduced dissemination delay and consumed resources, a
deterministic algorithm and a distributed randomised algo-
rithm based on data replication are proposed for dense
vehicular scenarios. In the proposed framework, different
types of vehicles have different dissemination capabilities.
Each vehicular node is allocated with a corresponding value
to indicate the quantity of replicas that the node can spread.
Every node selects one of its neighbours to exchange data
depending on the proposed algorithms, and then the pair
of nodes take proportional average operations, such that the
values of the vehicular nodes could be updated. By iterating
the operations among the nodes, the network can reach a
balanced status; that is, the network converges to a consensus.
To prove the efficiency of the algorithms, we evaluate the
convergence complexity by calculating the average operations
needed for network balance. Detailed theoretical analysis of
convergence complexity is provided.

To summarise, the current study presents the following
key contributions.

(1) We consider heterogeneous vehicles with different
capabilities and propose a deterministic algorithm and a
distributed randomised algorithm for dense scenarios in IoV,
by utilising data replication to enhance data dissemination. In
the algorithms, the quantity of data copies is bounded while
a network balanced status can be achieved.

(2) Theoretical analysis is presented to illustrate the
number of stages needed when the network achieves a
balanced status in the deterministic algorithm.Theupper and
lower bounds of the distributed randomised algorithm are
also derived. Simulation results show the effectiveness of the
distributed randomised algorithm.

The remainder of the paper is structured as below.
Section 2 introduces related data dissemination schemes in
vehicular networks as well as the average consensus problem.
Section 3 describes the system framework. Section 4 presents
a deterministic algorithm and a distributed randomised
algorithm for complete graph. Section 5 gives the upper
and lower bounds of the proposed randomised algorithm.
Section 6 evaluates the performance of the distributed ran-
domised algorithm. Finally, Section 7 summarises the study
and Section 8 presents the future prospect.

2. Related Work

This section mainly introduces some information dissemi-
nation schemes in IoV. Meanwhile, related work on average
consensus problem is discussed.

2.1. Data Dissemination in Vehicular Networks. As multiple
data replicas can be forwarded to an area of interest, many
works have studied replication-based data dissemination
schemes and a variety of dissemination strategies have been
developed [6, 7]. As a simple data dissemination scheme,
while flooding has the merits of high dissemination speed
and wide coverage, it could cause serious broadcast storm.
Towards the problem, improvements have been made by
Torres et al. [10] to adapt to various traffic scenarios.

In the routing mechanism developed by [11], the amount
of data spread in the target area mainly depended on the
distance from source to the base station within its commu-
nication range. Xing et al. [12] proposed a framework of
utility maximisation problem for multimedia dissemination
and obtained the closed form of the network utility. Wu et
al. [13] aimed to fully utilise the available network capacity
and presented a distributed data replication scheme. Shen et
al. [14] designed a data dissemination framework to schedule
data transmission with maximum dissemination utility and
took advantage of the space-time network coding to improve
the network efficiency. To minimise the dissemination delay
to a desired number of receivers, Yan et al. [15] converted
the problem to processor scheduling problem and proposed
heuristics to solve the problem. Xiang et al. [16] quantified
different classes of data preferences and designed a safety data
dissemination protocol. Zhao et al. [17] incorporated link
quality and diversity as the sender metric, based on which
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an efficient selection mechanism for bulk data dissemination
was proposed. Chen et al. [18] studied the relation between
content replication and RSU deployment and developed a
cooperative replication scheme. Given a set of tasks to be
executed in vehicular clouds, Jiang et al. [19] proposed the
balanced-task-assignment (BETA) policy to minimise the
probability of deadline violation. The authors in [20] focused
on data dissemination in IoV with social characteristic and
applied the property in the design of dissemination strategies.
Fan et al. [9] considered vehicles with the same capability
while Lin et al. [21] studied resource allocation in vehicular
cloud computing systems with heterogeneous vehicles and
proposed a semi-Markov based architecture to achieve opti-
mal resource allocation. Ghorai et al. [22] considered that the
obstacles might affect radio propagation and then proposed
a forwarding node selection algorithm based on fuzzy logic.
Ding et al. [23] studied the cooperation in group vehicular
interactions and presented a dynamic member public goods
game model and a greedy based neighbour selection scheme
towards the high density vehicular networks.

2.2. Average Consensus Problem in Wireless Networks. As
the average consensus problem attracts lots of interest in
research areas, such as wireless networks, many researches
have been done to address the problem [24]. Boyd et al.
[25] studied randomised gossip algorithms. They developed
a distributed subgradient method to improve the speed of
gossip algorithms and designed a framework that could be
applied to analyse distribute algorithms in different scenarios.
The consensus studied by Fagnani et al. [26] could be
achieved at some point. Different from average preserving
algorithms, this consensus point might not be the same as
the average by initial states. As bidirectional communication
among agentswas not necessary, the studied algorithms could
be applied to more settings. To describe gossip periodic
sequences in an undirect graph, Yu et al. [27] used transfer
function of the node. Chen et al. [28] utilised probabilistic
grouping in the proposed distributed random grouping
algorithm to converge to the sums. Therefore, the impact of
dynamically changing topology would be alleviated. Aysal et
al. [29] developed a novel gossiping algorithm for deriving
the average values that could simplify the process of random
gossiping and described the conditions to guarantee the net-
work convergence. To study network consensus in strongly
connected networks, Wu et al. [30] presented a gossip-based
algorithm and showed it could quickly reach consensus as
well as reducing the consumed transmissions. Franceschelli
et al. [31] studied the execution time of heterogeneous tasks in
an undirected graph. They proposed randomised interaction
algorithm based on gossip to let the nodes cooperatively
complete the tasks tominimise the task execution time.Nedić
et al. [32] studied the characteristics of weighted-averaging
dynamic for network consensus.

The mentioned literature talks about the reliability and
efficiency of data dissemination as well as network consensus
rather than both of the problems. Also, as few of the
previous works study the heterogeneity of vehicles; this study
considers a scenario that a number of vehicles with different

capabilities exist, according to which the replication strategy
is determined. In summary, we aim to design replication-
based dissemination schemes to facilitate data dissemination
in heterogeneous vehicular networks while the network
convergence rate is investigated.

3. System Framework

3.1. Network Architecture. The proposed network architec-
ture is shown in Figure 1. As it is shown, a source vehicle
carries a message and aims to disseminate the message to the
area that is indicated by the circle.Themessage dissemination
is completed by pure vehicle-to-vehicle communication. In
the network, two vehicular nodes would update their own
values after an average operation until the network consensus
is reached.

Different from previous settings, this study considers
heterogeneous vehicles with different capabilities such that
the number of replicas assigned to each vehicle should be
determined according to the vehicle’s capability. For example,
there are three types of vehicles that are classified as red
vehicles, yellow vehicles, and black vehicles. Assume that
red vehicle could carry 100 replicas while yellow and black
ones could carry 200 and 300, respectively. Assign each type
of vehicles a parameter to indicate the maximum number
of replicas the vehicles can spread. When two vehicles
communicate, they exchange the replicas not by simply
averaging their values; instead, the average operations are
taken according to the vehicles’ capabilities. For example, in
Figure 1, let 𝑛𝑅 and 𝑛𝑌 denote the values of the red vehicle and
the yellow one, respectively. The following operation will be
taken when they communicate with each other,

𝑛󸀠𝑅 = (𝑛𝑅 + 𝑛𝑌) × 100100 + 200
𝑛󸀠𝑌 = (𝑛𝑅 + 𝑛𝑌) × 200100 + 200

(1)

where 𝑛󸀠𝑅 and 𝑛󸀠𝑌 denote the new values of the red vehicle and
the yellow one, respectively.

3.2. Time Model. In the proposed architecture, it is allowed
to let pairs of independent nodes contact and exchange
information in parallel. We apply the synchronous time
model [25]. As in the synchronous timemodel, the nodes can
communicate simultaneously, while it only allows one node
to communicate in each time slot in the asynchronous time
model.

3.3. Assumptions and Definitions. This part presents some
related assumptions and definitions for bounded number of
data dissemination.

Assumption 1. The vehicular network of our concern is
described as an undirected graph 𝐺(𝑉, 𝐸). Assume that every
two vehicular nodes can exchange information with each
other. Consider dense IoV, such as the scenario when road
congestions happen or parking lots with many parked cars.
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Target Area

Source Vehicle

Figure 1: Data dissemination area.

According to graph theory, this type of network topology can
be abstracted as complete graph. Every vehicle node owns
a value to indicate the number of replicas it could spread.
Let 𝑛𝑖 denote the value of node 𝑖. Accordingly, graph 𝐺(𝑉, 𝐸)
becomes a weighted graph.

Assumption 2. As it is stated that the number of message
replicas is limited to a value, we let parameter 𝑛 denote the
maximum quantity of replicas. Assume there are 𝑘 types
of vehicles in the system, e.g., 𝑡𝑦𝑝𝑒1, 𝑡𝑦𝑝𝑒2, . . . , 𝑡𝑦𝑝𝑒𝑘. The
corresponding capability of the vehicles are indicated as𝑁𝑡𝑦𝑝𝑒1 , 𝑁𝑡𝑦𝑝𝑒2 , . . . , 𝑁𝑡𝑦𝑝𝑒𝑘 . If the vehicle of 𝑡𝑦𝑝𝑒𝑖 (value 𝑛𝑖) and
the vehicle of 𝑡𝑦𝑝𝑒𝑗 (value 𝑛𝑗) meet, the operation should be
taken based on proportion, 𝑁𝑡𝑦𝑝𝑒𝑖𝑜𝑟𝑁𝑡𝑦𝑝𝑒𝑗/(𝑁𝑡𝑦𝑝𝑒𝑖 + 𝑁𝑡𝑦𝑝𝑒𝑗),
such that the new values should be 𝑛󸀠𝑖 = (𝑛𝑖 + 𝑛𝑗) ×𝑁𝑡𝑦𝑝𝑒𝑖/(𝑁𝑡𝑦𝑝𝑒𝑖 + 𝑁𝑡𝑦𝑝𝑒𝑗), and 𝑛󸀠𝑗 = (𝑛𝑖 + 𝑛𝑗) × 𝑁𝑡𝑦𝑝𝑒𝑗/(𝑁𝑡𝑦𝑝𝑒𝑖 +𝑁𝑡𝑦𝑝𝑒𝑗). In a system with homogeneous vehicles, 𝑛󸀠𝑖 = 𝑛󸀠𝑗 =(𝑛𝑖 + 𝑛𝑗)/2.

To calculate the communication stages needed to obtain
network balance, the following lemmas and definitions are
presented.

Definition 3. The nodes in the weighted graph are associated
with corresponding nonnegative numbers. We say that an 𝜖-
balanced status is achieved among the nodes in the graphwith
the following conditions met.

(i) For any node, the number of message replicas is not
smaller than 1, that is, 𝑛𝑖 ≥ 1.

(ii) For any pair of nodes with 𝑛𝑖, 𝑛𝑗 > 0, |𝑛𝑖 − 𝑛𝑗| ≤ 𝜖,
where 𝜖 > 0.

(iii) If 𝑛𝑖 ≥ 2 and 𝑛𝑗 = 0, no edge should exist between the
two nodes with values 𝑛𝑖 and 𝑛𝑗.

Lemma 4. Let 𝑎, 𝑏, and 𝑐, 𝑑 be real numbers satisfying the
condition that 𝑎 + 𝑏 is equal to 𝑐 + 𝑑. Then the following results
can be obtained (1) (𝑎2 + 𝑏2) − (𝑐2 + 𝑑2) = 2(𝑏 − 𝑑)(𝑏 − 𝑐), and(2) (𝑎2 + 𝑏2) − (𝑐2 + 𝑑2) ≥ 0 if the inequality 𝑎 ≤ 𝑐 ≤ 𝑑 ≤ 𝑏
holds.

Lemma 4 is very easy to obtain and will be used to
represent the change of potential.
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Definition 5. Assume that R denotes a list containing real
numbers and N denotes a list containing nonnegative inte-
gers. We present the following definitions.

(i) A real average function𝐴(., .) is a mappingR×R 󳨀→
R × R, such that for two numbers 𝑎 ≤ 𝑏, 𝐴(𝑎, 𝑏) =((𝑎 + 𝑏)/2, (𝑎 + 𝑏)/2) if 𝑎 + 𝑏 ≥ 2, or 𝐴(𝑎, 𝑏) = (𝑎, 𝑏) if𝑎 + 𝑏 < 2.

(ii) An integer average function 𝐴(., .) is a mapping N ×
N 󳨀→ N × N such that for two numbers 𝑎 ≤ 𝑏,𝐴(𝑎, 𝑏) = (𝑘, 𝑘) if 𝑎 + 𝑏 = 2𝑘 ≥ 2, 𝐴(𝑎, 𝑏) = (𝑘, 𝑘 + 1)
if 𝑎 + 𝑏 = 2𝑘 + 1 ≥ 2, or 𝐴(𝑎, 𝑏) = (𝑎, 𝑏) if 𝑎 + 𝑏 < 2.

(iii) As to list 𝐿 : 𝑎1, 𝑎2, . . . , 𝑎𝑚, potential of list 𝐿 is defined
as 𝑃(𝐿) = 𝑎21 + 𝑎22 + ⋅ ⋅ ⋅ + 𝑎2𝑚.

(iv) Assume 𝐴(𝑎, 𝑏) = (𝑐, 𝑑); we have 𝑆𝐴(⟨𝑎, 𝑏⟩) = 2(𝑏 −𝑑)(𝑏 − 𝑐), which could be indicating a small piece of
length 𝑏 − 𝑑 from the bar of length 𝑏 to go down by(𝑏 − 𝑐). Function 𝑆𝐴(.) presents the potential change
after an average operation (see Lemma 4).

(v) Assume 𝐿 : 𝑎1, 𝑎2, . . . , 𝑎𝑚 is converted into a new
list 𝐿󸀠 : 𝑎󸀠1, 𝑎󸀠2, . . . , 𝑎󸀠𝑚 after taking average operations.
Let 𝐻 denote all the tuples which involve in average
operations and then fulfill the list transformation.
Then we have 𝑆(𝐻) = ∑(𝑎,𝑏)∈𝐻 𝑆𝐴(𝑎, 𝑏) = 𝑃(𝐿)−𝑃(𝐿󸀠)
to represent the sum of product.

Definition 6. A communication stage represents an average
operation that happens in the connected graph. Only the
nodes linked by the independent edges could exchange
information and take average operations. Pairs of nodes
connected by different independent edges can communicate
with each other at the same time.

Through iterative average operations among the nodes,
we will achieve an 𝜖-balanced status. The quantity of stages
needed for 𝜖-balancewill be analysed to reflect the complexity
of network convergence.

4. Algorithm Design

We abstract the strongly connected network topology as
complete graph. For data dissemination in complete graph,
we propose a deterministic algorithm and analyse the stages
needed for network balance in Section 4.1 .Then, we present
a distributed randomised algorithm in Section 4.2 . Upper
and lower bounds of the randomised algorithm are derived
through detailed theoretical analysis in Section 5.

4.1. Deterministic Algorithm. Here, a deterministic algorithm
is proposed for complete connected graph. The algorithm is
described as Algorithm 1.

In the proposed deterministic algorithm, the nodes
perform operations in a deterministic manner to achieve
network balance. The first step is to initialise the input graph,
assume the source node has a value 𝑛1, all other nodes
have value zero. Following the parameter initialisation, the
deterministic algorithm is executed in two ways, which is
determined by the number of nodes with value at least two

and nodes with value zero. The operations will be iterated
until the network reaches a consensus. The flowchart of the
proposed deterministic algorithm is shown in Figure 2, to
give a clear description of how the operations are done in a
deterministic way. In the flowchart, 𝑡1 denotes the number of
nodes with value at least two while 𝑡2 denotes the number of
nodes with value zero. Finally, we haveTheorem 7 to show the
consumed communication stages.

Theorem7. For complete connected graph, an algorithm exists
such that after 𝑂(log(𝑛/𝜖)) stages of real average operations,
the network can reach an 𝜖-balanced status. The algorithm is
shown as Algorithm 1.

Proof. It is easy to see that there are at most 𝑂(log 𝑛) stages
for steps (6) - (10). The upper bound for steps (11) - (13) is
given below.

Let 𝑛𝑖 be the parameter value of node 𝑖. In general, assume
that 𝑛1 ≥ 𝑛2 ≥ ⋅ ⋅ ⋅ ≥ 𝑛𝑚. Let 𝑛𝑖 and 𝑛𝑚−𝑖+1 take average.

Assume that after one stage, pair 𝑛𝑖 and 𝑛𝑚−𝑖+1 has the
largest average 𝑑𝑖 = (𝑛𝑖 + 𝑛𝑚−𝑖+1)/2, and pair 𝑛𝑗 and 𝑛𝑚−𝑗+1
has the least average 𝑑𝑗 = (𝑛𝑗 + 𝑛𝑚−𝑗+1)/2. We assume that𝑖 ̸= 𝑗.

It is noted that either (𝑛𝑖 − 𝑛𝑗)/2 ≤ 0 or (𝑛𝑚−𝑖+1 −𝑛𝑚−𝑗+1)/2 ≤ 0.
𝑑𝑖 − 𝑑𝑗 = 𝑛𝑖 + 𝑛𝑚−𝑖+12 − 𝑛𝑗 + 𝑛𝑚−𝑗+12

= (𝑛𝑖 − 𝑛𝑗) + (𝑛𝑚−𝑖+1 − 𝑛𝑚−𝑗+1)2
≤ max(󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑛𝑖 − 𝑛𝑗2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ,
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑛𝑚−𝑖+1 − 𝑛𝑚−𝑗+1)2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨)
≤ 𝑛1 − 𝑛𝑚2 .

(2)

After 𝑡 stages, the difference of the nodes is at most(𝑛1−𝑛𝑚)/2𝑡, such that after𝑂(log(𝑛/𝜖)) stages, an 𝜖-balanced
status can be achieved.

4.2. Distributed Randomised Algorithm. The following part
develops a distributed randomised algorithm (DRA), shown
as Algorithm 2.

The flowchart of the proposed deterministic algorithm
is shown in Figure 3, to give a clear description of how the
operations are done in a random manner.

During the process of initialisation, related parameters
as well as the settings (including the values of nodes, the
maximum number of replicas, and number of vehicles of
different types) in the network are set. Then, we have to
determine how the replication strategy is carried out. For
each node in sending status, it randomly selects a neighbour
node to send the communication request. The receiving node
would choose a node with the largest gap to take specific
average operations according to the capabilities of vehicles.
The algorithm would execute an iterative procedure until the
network reaches consensus. Finally, the algorithm returns
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Input: Graph 𝐺.
Output: Graph 𝐺󸀠, communication stages 𝑎.
(1) Initialisation;
(2) 𝑎 = 1;
(3) 𝑘 nodes, values with 𝑛1, 𝑛2, . . . , 𝑛𝑘;
(4) Stage 𝑎 (step (5) - step (13)):
(5) sort 𝑛1, 𝑛2, . . . , 𝑛𝑘 in descending order;
(6) if the nodes with value no smaller than two are more than

the ones with value zero then
(7) let the latter ones take operations with the former ones;
(8) else
(9) take operations the other way around.
(10) end if
(11) if there is no node with value at least two or with value

zero then
(12) Let 𝑛𝑖 and 𝑛𝑚−𝑖+1 take average for 𝑖 =1, 2, . . . , ⌊𝑚/2⌋;
(13) end if
(14) Enter into the next stage, 𝑎 = 𝑎 + 1;
(15) End of Algorithm.

Algorithm 1: Deterministic Algorithm.

Input: graph 𝐺;
Output: graph 𝐺󸀠, parameter 𝑎.
(1) Initialisation;
(2) Let 𝑎 = 0;
(3) Let 𝑖 indicate a vehicular node;
(4) Let 𝑛𝑖 indicate the distribution task of node 𝑖;
(5) Let 𝑛󸀠𝑖 indicate the new distribution task of node 𝑖;
(6) repeat
(7) 𝑎 = 𝑎 + 1;
(8) Each vehicular node at sending status randomly

chooses a vehicular node within its neighbourhood, then
sends the communication request;

(9) Each vehicular node at receiving status selects the
node from the received request if the gap between the
two nodes is the largest;

(10) Take pairwise proportional average operations for the
corresponding pairs of nodes;

(11) Let 𝑖 and 𝑗 indicate the vehicles who take average with
each other;

(12) New values of node 𝑖 and 𝑗 are updated
as 𝑛󸀠𝑖 = (𝑛𝑖 + 𝑛𝑗) × 𝑁𝑡𝑦𝑝𝑒𝑖/(𝑁𝑡𝑦𝑝𝑒𝑖 + 𝑁𝑡𝑦𝑝𝑒𝑗), and𝑛󸀠𝑗 = (𝑛𝑖 + 𝑛𝑗) × 𝑁𝑡𝑦𝑝𝑒𝑗/(𝑁𝑡𝑦𝑝𝑒𝑖 + 𝑁𝑡𝑦𝑝𝑒𝑗), respectively;

(13) until (|𝑛𝑖 − 𝑛𝑗| ≤ 𝜖)
(14) End of Algorithm.

Algorithm 2: Distributed randomised algorithm.

graph𝐺󸀠 and the number of average stages when the network
reaches the 𝜖-balanced status.

To analyse the effectiveness of the randomised algorithm,
we derive several important theorems based the famous
Chernoff bounds [33]. The new theoretical results are shown
as Theorems 8 and 9 and Corollary 10. The proof makes our
entire study self-contained.

Theorem8 (see [8]). Let𝑋1, . . . , 𝑋𝑛 be 𝑛 independent random0-1 variables, where 𝑋𝑖 takes 1 with probability at least 𝑝 for𝑖 = 1, . . . , 𝑛. Let 𝑋 = ∑𝑛𝑖=1𝑋𝑖, and 𝜇 = 𝐸[𝑋]. Then for any
𝛿 > 0, Pr(𝑋 < (1 − 𝛿)𝑝𝑛) < 𝑒−(1/2)𝛿2𝑝𝑛.
Theorem9 (see [8]). Let𝑋1 , . . . , 𝑋𝑛 be 𝑛 independent random0-1 variables, where 𝑋𝑖 takes 1 with probability at most 𝑝 for
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Figure 2: Flowchart of proposed deterministic algorithm.

𝑖 = 1, . . . , 𝑛. Let 𝑋 = ∑𝑛𝑖=1𝑋𝑖. Then for any 𝛿 > 0, Pr(𝑋 >(1 + 𝛿)𝑝𝑛) < [𝑒𝛿/(1 + 𝛿)(1+𝛿)]𝑝𝑛.
Corollary 10 (see [34]). Let 𝑋1, . . . , 𝑋𝑛 be 𝑛 independent
random 0-1 with𝑋 being the sum of 𝑋𝑖, 𝑖 = 1, . . . , 𝑛.

(1) If 𝑋𝑖 takes 1 with probability at most 𝑝 for 𝑖 = 1, . . . , 𝑛,
then for any 1/3 > 𝜖 > 0, Pr(𝑋 > 𝑝𝑛 + 𝜖𝑛) < 𝑒−(1/3)𝑛𝜖2 .

(2) If 𝑋𝑖 takes 1 with probability at least 𝑝 for 𝑖 = 1, . . . , 𝑛,
then for any 𝜖 > 0, Pr(𝑋 < 𝑝𝑛 − 𝜖𝑛) < 𝑒−(1/2)𝑛𝜖2 .
5. Performance Analysis

In each time step, every node becomes active with probability
1/2 independently. Consider a node 𝑖 that is active; let 𝑑(𝑖)
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Figure 3: Flowchart of proposed randomised algorithm.

be its degree; that is, the number of its neighbours. Node 𝑖
selects at most one of its neighbours to contact and take the
proportional average operation. Each neighbour has an equal
probability to be selected, i.e., 1/𝑑(𝑖). The active nodes may
receive more than one contact request and they would select
one of the contact requests with the largest gap. To represent
the averaging time of the randomised algorithm, we have
the following theorem referring to Boyd et al. [25]. Here, the
averaging time means the smallest time it takes a value to be𝜖-close to the average value in the system.

Theorem 11 (see [25]). The averaging time of the distributed
randomised algorithm described above is given as

0.5 log (1/𝜖)
log (1/𝜆) ≤ 𝑇 (𝜖) ≤ 3 log (1/𝜖)

log (1/𝜆) , (3)

where 𝜆 = (1/2)(1 + 𝜆2(𝑃)).
In the following part, an upper bound and a lower bound

of the communication stages consumed for network balance
are derived for the proposed randomised algorithm.
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5.1. Upper Bound. Before we present the upper bound of the
proposed randomised algorithm, the following concepts need
to be clarified.

Definition 12. For two integers 𝑎 and 𝑏; the average operation
generates two new integers (𝑎󸀠, 𝑏󸀠), with the value of 𝑎󸀠 being
equal to ⌊(𝑎 + 𝑏)/2⌋, and 𝑏󸀠 is equal to the remaining value.

Definition 13. Let 𝐿 = 𝑎1, . . . , 𝑎𝑘 denote a set of real numbers.𝑔𝑎𝑝(𝐿) is defined as max1≤𝑖,𝑗≤𝑘|𝑎𝑖 − 𝑎𝑗|.
Definition 14. Let 𝛼 > 0, and 𝐾 = 𝑎1, . . . , 𝑎𝑘 denote a list
of real numbers. Assume that 𝐾 is transformed into 𝐾󸀠 =𝑎󸀠1, . . . , 𝑎󸀠𝑘 after a series of communication stages. We regard𝐾󸀠 as an 𝛼-shrink compared with 𝐾 when 𝑔𝑎𝑝(𝐾󸀠) is within
a factor (1 − 𝛼) of 𝑔𝑎𝑝(𝐾).

Lemma 15 is derived to show how the gap of a list of
numbers shrinks via the specific average operations.

Lemma 15 (see [8]). Let 𝑟(.) be a function from 𝑆 󳨀→ 𝑆 that𝑟(𝑥) generates a random element in 𝑆. Assume 𝐴 and 𝐵 are
two subsets of 𝑆 satisfying |𝐴| ≤ |𝐵|, and 𝑅(𝐴) = {𝑥 : 𝑥 ∈𝐴, 𝑟(𝑥) ∈ 𝐵}, 𝐻(𝐴) = {𝑟(𝑥) : 𝑥 ∈ 𝐴, 𝑟(𝑥) ∈ 𝐵}. Then with a
probability at most

𝑔 (𝜖)|𝐴||𝐵|/|𝑆| + ((1 − 𝛾))(2𝛾−1)(1−𝜖)⋅|𝐵|/|𝑆|⋅|𝐴| , (4)

we have

|𝐻 (𝐴)| ≤ (1 − 𝛾) (1 − 𝜖) ⋅ |𝐵||𝑆| ⋅ |𝐴| , (5)

where 𝛾 is a constant in (0, 1). Furthermore, if |𝐵| ≥ 𝛿|𝑆| for
some fixed 𝛿 ∈ (0, 1) then the failure probability is at most2(1 − 𝑎)|𝐴| for some fixed 𝑎 ∈ (0, 1).
Proof. Let 𝑚 denote the number of elements in 𝑅(𝐴) and
let 𝑛 denote the number of elements in 𝐵. In subset 𝐴,
with probability |𝐵|/|𝑆|, each element sends its corresponding
request to an element in 𝐵. Combining with Chernoff bound,
the inequality 𝑚 < (1 − 𝜖) ⋅ |𝐵|/|𝑆| ⋅ |𝐴| holds with a small
probability

𝜁1 ≤ 𝑔 (𝜖)|𝐴||𝐵|/|𝑆| . (6)

Assume 𝛾 ∈ (0, 1) and 𝑒(1 − 𝛾) ≤ 1. The probability that|𝐻(𝐴)| ≤ (1 − 𝛾)𝑚 is

𝜁2 ≤ ( 𝑛
(1 − 𝛾)𝑚) ⋅ ((1 − 𝛾)𝑚

𝑛 )𝑚 (7)

≤ 𝑛(1−𝛾)𝑚𝑒(1−𝛾)𝑚
((1 − 𝛾)𝑚)(1−𝛾)𝑚 ⋅ ((1 − 𝛾)𝑚

𝑛 )𝑚 (8)

≤ ((1 − 𝛾)𝑚
𝑛 )(2𝛾−1)𝑚 (9)

≤ ((1 − 𝛾))(2𝛾−1)𝑚 . (10)

Combining inequalities (6) and (10), the failure probabil-
ity is at most 𝜁1 +𝜁2 ≤ 𝑔(𝜖)|𝐴||𝐵|/|𝑆|+((1−𝛾))(2𝛾−1)(1−𝜖)⋅|𝐵|/|𝑆|⋅|𝐴|.
Thus the lemma is proved.

Lemma 16. Let 𝑆 be the list of all 𝑚 elements that will
take average operations. For some fixed 𝛼 > 0, with the
failure probability not larger than 1/(log𝑚)3, the following
conclusions hold.

(1) After 𝑂(log𝑚) stages of average operations, there is an𝛼-shrink.
(2) After 𝑂(log𝑚) stages of integer average operations,

there is an 𝛼-shrink if 𝑔𝑎𝑝(𝐿) is at least 𝐻 for some𝐻 to be large enough.

Proof. Let ℎ = max 𝑆 − min 𝑆, 𝑎 = min{𝑆}, and 𝑏 = max{𝑆};
the median is (𝑎 + 𝑏)/2, which is also equal to 𝑎 + ℎ/2. 𝐴 and𝐵 denote the sets of elements greater than and not larger than
the median (𝑎 + ℎ/2) of min{𝑆} and max{𝑆}, respectively. In
general, assume |𝐴| is not larger than |𝐵|. Let𝐴0 = 𝐴, 𝐵0 = 𝐵,𝑆0 = 𝑆, and 𝑗 = 0.Three periods of communication stages will
be discussed in the following part.

If |𝐴𝑗| ≥ (log𝑚)/(log log𝑚)5, enter Period 1 below, or
otherwise, enter Period 3.

Period 1. 𝑂(1) communication phases will be performed as
follows.

Use 𝐴 𝑖+1 to represent a set of elements 𝑎, which satisfies
one of the following conditions:(1) 𝑎 ∈ 𝐴 𝑖; 𝑎 does not participate in any average
operation;(2) 𝑎 is one of the elements generated by averaging
elements 𝑐 and 𝑑, where 𝑐 and 𝑑 belong to set 𝐴 𝑖.

Use 𝐵𝑖+1 to represent a set of elements a, which satisfies
one of the following conditions:(1) 𝑎 ∈ 𝐵𝑖; 𝑎 does not participate in any average operation;(2) 𝑎 is one of the elements generated by averaging
elements 𝑐 and 𝑑, where 𝑐 and 𝑑 belong to set 𝐵𝑖.

Assume that 𝑆(1)𝑗+1 = 𝐴𝑗+1 ∪ 𝐵𝑗+1.
Then, select three constants 𝜏1 > 𝜏2 > 𝜏3 > 0 with the

relation 𝜏1 = 2𝜏2 = 4𝜏3, and constants 0 < 𝛾1, 𝛾2 < 1. For
analysis, 𝛾1 is set to 0.05, and 𝛾2 is set to 0.1. It is assumed that𝜖 ≤ 𝛾1. According to Lemma 15, for constant 𝛽 ∈ (0, 1), the
failure probability of |𝐴 𝑖+1| ≤ (1 − 𝛽)|𝐴 𝑖| is not larger than2(1 − 𝑎)|𝐴𝑖| ≤ 2(1 − 𝑎)(log𝑚)/(log log𝑚)5 . Choose an integer 𝑖 that
makes |𝐴 𝑖| ≤ (1 − 𝛽)𝑖|𝐴0| ≤ 𝛾1|𝐴0| hold. After 𝑖 stages, we
have the following inequalities.

󵄨󵄨󵄨󵄨𝐴 𝑖󵄨󵄨󵄨󵄨 ≤ (1 − 𝛽)𝑖 󵄨󵄨󵄨󵄨𝐴0󵄨󵄨󵄨󵄨 ≤ 𝛾1 󵄨󵄨󵄨󵄨𝑆0󵄨󵄨󵄨󵄨 , (11)
󵄨󵄨󵄨󵄨𝐵𝑖󵄨󵄨󵄨󵄨 ≥ (1 − 𝛾1) 󵄨󵄨󵄨󵄨𝑆0󵄨󵄨󵄨󵄨 and, (12)

max {𝐵𝑖} ≤ 𝑎 + (1 − 𝜏1) ℎ with 𝜏1 ∈ (0, 1) . (13)

Its failure probability is at most 2𝑖(1 − 𝑎)(log𝑚)/(log log𝑚)5 .𝐷3 is represented as the set of elements that belong to (𝑎+(1 − 𝜏3)ℎ, 𝑎 + ℎ] in set 𝑆(1)𝑗 . If |𝐷3| ≥ (log𝑚)/(log log𝑚)5, the
process will execute Period 2, or otherwise, Period 3 will be
executed.
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Period 2. 𝑂(log𝑚) communication phases will be performed
as follows.𝑆(1)𝑖1 is defined to represent the final set generated by the set𝑆 from period 1 after a series of communication operations.𝑆(2)0 is defined as 𝑆(1)𝑖1 . 𝑆(2)𝑗 is used to represent the set of
elements via 𝑗 phases in this period.𝐷𝑗,3 is defined to represent the list of elements with values
in the range of (𝑎 + (1 − 𝜏3)ℎ, 𝑎 + ℎ] after 𝑗 stages, while𝐷󸀠𝑗,3 indicates the elements in the range of [𝑎, 𝑎 + (1 − 𝜏3)ℎ].
Similarly, 𝐷𝑗,2 and 𝐷󸀠𝑗,2 represent the elements in (𝑎 + (1 −
𝜏2)ℎ, 𝑎 + ℎ] and [𝑎, 𝑎 + (1 − 𝜏2)ℎ] in 𝑆(2)𝑗 after 𝑗 stages,
respectively. As it is stated, |𝐷𝑗,3| ≥ (log𝑚)/(log log𝑚)5
always holds in Period 2.

Thenumber of elements that belong to [𝑎+(1−𝜏1)ℎ, 𝑎+ℎ]
is at most 𝛾1𝑚, thus they can help up to 𝛾1𝑚 elements (the
value of these elements is at most 𝑎 + (1 − 𝜏1)ℎ) increase
to at least 𝑎 + (1 − 𝜏2)ℎ. The reason is that each element
with a maximum value 𝑎 + ℎ can contribute up to 𝜏2ℎ. For
the 𝛾1𝑚 elements with values greater than 𝑎 + (1 − 𝜏1)ℎ, the
contribution of these elements is at most 𝛾1𝑚 ⋅ 𝜏2. Thus, the
quantity of elements in the range of [𝑎, 𝑎 + (1 − 𝜏2)ℎ] is at
least (1 − 𝛾2)𝑚. According to Lemma 15, after each phase
of operation, the number of elements in set 𝐷3 would be
decreased in a fixed rate, as each element in 𝐷3 has a greater
probability to be able to do operations with the elements in
set𝐷󸀠𝑗,2.

Let 𝑃1 be the probability that the number of elements in𝐷𝑗,3 that select elements in 𝐷𝑗,2 to take average is less than(𝛾2 + 𝜖)|𝐷𝑗,3|, and let 𝑃2 be the probability that the number of
elements in𝐷𝑗,3 that take average with the ones in𝐷󸀠𝑗,2 is less
than (1 − 𝛾)(1 − 𝜖) ⋅ (|𝐷󸀠𝑗,2|/|𝑆|)|𝐷𝑗,3|. According toTheorem 9
and Lemma 15, we have 𝑃1 ≤ 𝑔(𝜖)|𝐷𝑗,3| and 𝑃2 ≤ 𝑔(𝜖)|𝐷𝑗,3|/2 +2(1 − 𝑎)|𝐷𝑗,3|. Thus, the elements in 𝐷𝑗+1,3 will be reduced.

Accordingly, with a failure probability no smaller than2(1 − 𝑎)|𝐷𝑗,3| + 𝑔(𝜖)|𝐷𝑗,3|/2, that is, 𝑜(1/(log𝑚)4), the number
of elements in𝐷𝑗,3 is decreased by not smaller than

(1 − 𝛾1) (1 − 𝜖) ⋅
󵄨󵄨󵄨󵄨󵄨𝐷󸀠𝑗,2󵄨󵄨󵄨󵄨󵄨|𝑆| 󵄨󵄨󵄨󵄨󵄨𝐷𝑗,3󵄨󵄨󵄨󵄨󵄨 − (𝛾2 + 𝜖) 󵄨󵄨󵄨󵄨󵄨𝐷𝑗,3󵄨󵄨󵄨󵄨󵄨

≥ (1 − 𝛾1) (1 − 𝜖) (1 − 𝛾1) 󵄨󵄨󵄨󵄨󵄨𝐷𝑗,3󵄨󵄨󵄨󵄨󵄨 − (𝛾2 + 𝜖) 󵄨󵄨󵄨󵄨󵄨𝐷𝑗,3󵄨󵄨󵄨󵄨󵄨
≥ ((1 − 𝛾1) (1 − 𝜖 − 𝛾1) − (2𝛾1 − 𝛾1)) 󵄨󵄨󵄨󵄨󵄨𝐷𝑗,3󵄨󵄨󵄨󵄨󵄨
≥ (1 − 9𝛾1) 󵄨󵄨󵄨󵄨󵄨𝐷𝑗,3󵄨󵄨󵄨󵄨󵄨 .

(14)

It can be seen that 𝑂(log𝑚) communication stages are
needed to reach stage 𝑗. Once |𝐷𝑗,3| < (log𝑚)/(log log𝑚)5,
enter Period 3.

It is easy to verify the case for all integer averages when
the initial gap is big enough. We just need to set up the gap
such that 𝜏2gap(𝐾) ≥ 𝜏2𝐻 ≥ 3. There is a 𝜏2gap(𝐾) gap from
the new list to the old list 𝐾.

Period 3. 𝑂((log log𝑚)2) communication phases will be
performed as follows.

The set produced from 𝑆(2)2 after corresponding opera-
tions is denoted as 𝑆(2)𝑖2 . The equalities |𝐷𝑖2,3| < (log𝑚)/
(log log𝑚)5 and |𝐷󸀠𝑖2,2| ≥ (1 − 𝛾2)|𝑆| hold.

Assume that with a very small failure probability, the
elements in𝐷󸀠𝑖2 ,2 in sending statuswould select elements from𝐵. Meanwhile, with a probability not larger than 3/4, the
elements fail to do average with those in 𝐷󸀠𝑖2,2. If an element
has sent the requests for 𝜇 times, then the probability that
it would not select an element from 𝐷󸀠𝑖2,2 is not larger than(3/4)𝜇. The probability that an element has no more than 𝑡/4
stages to send requests is not larger than 𝑔(1/4)𝑡/2.

Thus, the probability that an element in 𝐷𝑖2,3 would
not do average with that in 𝐷󸀠𝑖2,2 is no greater than 𝑝3 =
𝑔(1/4)𝑡/2 +(3/4)𝑡/4.The probability that two elements in𝐷𝑖2,3
would do average with the same element is no greater than𝑂((log𝑚)3/𝑚2).

Consequently, the probability that the number of stages 𝑡
in Period 3 is selected to be (log log𝑚)2 will not be larger than|𝐴∗|𝑝3 ≤ 1/(log𝑚)4.

To summarise from the above analysis, the failure proba-
bility is not greater than 1/(log𝑚)3.
Definition 17. We treat the communication that includes 𝑐
stages as 𝛼-successful when there is an 𝛼 shrink in aspect
of gap. For further analysis, let parameter 𝛿 indicate the
probability when it fails to achieve a shrink within 𝛼.

The following Lemma 18 is derived in our previous work
[8]; thus proof of the lemma is omitted here. Based on this
lemma, we present Theorem 19.

Lemma 18 (see [8]). 𝑐 indicates a parameter. Partition the
communication stages into groups with each containing 𝑐
stages, which are denoted as 𝐺1, 𝐺2, . . . , 𝐺𝑘. Then there are 𝑘
independent 0, 1 random variables 𝑟𝑖 for each group 𝐺𝑖 such
that

(1) Pr(𝐺𝑖 is 𝛼-successful) ≥ Pr(𝑟𝑖 = 1)
(2) Pr(𝑟𝑖 = 1) ≥ 1 − 𝛿.
(3) Pr(there are at least 𝑡 𝐺𝑖 to be 𝛼-successful) ≥ Pr(𝑟1 +𝑟2 + ⋅ ⋅ ⋅ + 𝑟𝑘 ≥ 𝑡).
We use 𝑚 to indicate the quantity of vehicles. The

corresponding value of node 𝑖 is 𝑛∗𝑖 when the network
converges.

Theorem 19. The following conclusions will be achieved after𝑂((log 𝑛)(log𝑚)/𝜖) stages by applying the proposed ran-
domised algorithm.

(1) If𝑚 ≥ (1 + 𝜖)𝑛, then each 𝑛∗𝑖 is either 1 or 0
(2) If 𝑚 ≤ (1 − 𝜖)𝑛, then each 𝑛𝑖 ≥ 1 and has a difference

not greater than two between every two of them
(3) If (1 − 𝜖)𝑛 < 𝑚 < (1 + 𝜖)𝑛, then 0 ≤ 𝑛𝑖 ≤ 2, and the

numbers of value zero and two are both no greater than 𝜖𝑚.

Proof. Applying Lemma 18, and Chernoff bound, it can be
known that a𝑂(1) gap could be achieved after𝑂((log 𝑛)(log𝑚))
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stages. And apply Lemma 16 𝑂((log 𝑛)(log𝑚)) stages if the
difference is bounded by a fixed integer. The following cases
are presented if the gap is 𝑂(1).

(i) 𝑚 ≥ (1 + 𝜖)𝑛: the quantities of vehicles with value
zero and two are at least 𝜖𝑛 in the same condition.
We bound the largest elements with a constant. In
this case, the number of items of 0 and 1 is at least(1 + 𝜖)𝑛/2.

(ii) (1 − 𝜖)𝑛 < 𝑚 < (1 + 𝜖)𝑛: when the number of vehicles
with value greater than zero is at least (1 − 𝜖)𝑛, the
vehicles with value three will be removed via𝑂(log 𝑛)
stages. Thus, 0 ≤ 𝑛𝑖 ≤ 2 and no more than 𝜖𝑛 vehicles
have the value zero, and no more than 𝜖𝑛 with two.

(iii) 𝑚 < (1 − 𝜖)𝑛: after 𝑂(log 𝑛) stages, not less than 𝛾𝑛
elements are at least two as to constant 𝛾 > 0.
When the number of vehicles with value two is not
less than 𝛾𝑛, the number of zero would be decreased
by 𝜃𝑛 for constant 𝜃. And after 𝑂(log 𝑛) stages, all the
zero items will be removed. When two vehicles are
with gap of at least two encounters, their values will
be updated such that the gap will not be greater than
1.
Assume 𝑆 indicates the set of the rest of the items, and𝑎 = max{𝑥 : 𝑥 ∈ 𝑆}, and 𝑏 = min{𝑥 : 𝑥 ∈ 𝑆}. ‖𝑥‖𝑆 is
defined as the value of 𝑥, and it is assumed that ‖𝑎‖𝑆 ≤‖𝑏‖𝑆. Additionally, let 𝑔𝑎𝑝(𝑆) > 2 and |{𝑥 : 𝑥 ∈ 𝑆
and 𝑥 ≥ 𝑎 + 2}| ≥ 𝛾𝑘. The number of 𝑎 that selects
value not smaller than 𝑎 + 2 is 𝛿𝑚. In this way, value𝑎 should disappear after 𝑂(log𝑚) stages.

To show the efficiency of real average operations, Theo-
rem 20 is proved.

Theorem 20. Assume𝑚 denotes the quantity of vehicles.Then
the randomised algorithm takes 𝑂((log 𝑛)(log𝑚)/𝜖) stages to
enter into an 𝜖-balanced status.
5.2. Lower Bound

Theorem 21. For a complete connected graph, Ω(log 𝑛) stages
are needed to reach an 𝜖-balanced network status.
Proof. Referring to the proposed randomised algorithm, it
may only double the number of elements via each phase. Con-
sequently, the number of communication stages consumed isΩ(log 𝑛) if the quantity of vehicular nodes𝑚 is more than the
number of replicas 𝑛.
6. Simulation and Analysis

We conduct our simulations by using NS-3 simulator. Con-
sider the complexity of performance evaluation; we use the
OpenSteetmap [35] to extract an area for simulation. The size
of the selected area is set to 2000 m × 2000 m, the satellite
map of which is shown as Figure 4(a). Meanwhile, we use

Table 1: Simulation settings.

Parameters Settings
Size of simulation area 2000m × 2000m
Simulation time 1 hour
MAC Protocol IEEE 802.11p
Packet size 512 bytes
Vehicle communication range 300m
Vehicle velocity 30 - 60 km/h
Number of vehicles 600 - 800
Number of data replicas 400 - 800
Shadowing model Lognormal Shadowing model
Path loss model Two-ray
SNR threshold 4 dBm

SUMO [36] to transform the extracted area into a simplified
road network presented as Figure 4(b). We also use SUMO to
generate the movement trajectories of vehicles, which will be
input in the simulator to describe the vehicles’ movement.

In the simulations, the number of vehicles is varied from
600 to 800 with a step length 50 to reflect a dense vehicular
environment. The vehicle velocity is varied from 30 to 60
km/h that follows a normal distribution. The number of
message copies is varied from 400 to 800 with a step length
100.The packet size is set to 512 bytes.The transmission range
of vehicles is set to 300m. As to the communication protocol,
IEEE 802.11p is adopted to guarantee the reliability of infor-
mation transmission. The two-ray path loss model is applied
in the simulation as the model can calculate both the direct
path and the ground reflection path.The signal-to-noise ratio
(SNR) threshold is set to 4 dBm. Considering the impact of
obstacles on wireless signal in urban environment as well
as vehicular mobility, we apply the Lognormal Shadowing
model that is suitable for the proposed scenarios. The list of
simulation parameters is shown in Table 1.

6.1. Compared Algorithms. To evaluate the performance of
the proposed replication-based randomised algorithm, we
compared it with several data dissemination algorithms in
vehicular networks, which are described below.

(i) Constrained Capacity Replication (CCR): CCR is a
distributed algorithm which can assist the vehicles to
select data replication strategy autonomously accord-
ing to the current network capacity.

(ii) DOVE: DOVE controls the number of receivers in
data dissemination and transforms the problem to the
processor scheduling problem by utilising road layout
and traffic information.

(iii) EDDA: EDDA considers the common urban and
highway scenarios. It selects all the independent pairs
of nodes firstly, and then takes average operations
between the corresponding nodes. The average oper-
ations will run iteratively until the network converges.

(iv) Our proposed randomised algorithm: the proposed
randomised algorithm considers the heterogeneous
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(a) Google map (b) Road topology layout

Figure 4: Selected area.

properties of vehicles while controlling the number of
data replicas. Each node in sending status randomly
selects one of its neighbours to send a contact request
while the receiving node selects a request with the
largest gap to take the proportional average operation.

6.2. Performance Metrics. We evaluate the performance of
these algorithms according to the following metrics.

(i) Number of communication stages: it indicates the
average operations for the network to be balanced,
which can represent the communication overhead of
data dissemination to a certain extent. Meanwhile, it
can also reflect the number of data transmissions for
network balance as well as the network convergence
complexity.

(ii) Dissemination delay: it presents the consumed time
to obtain network balance, which can be utilised to
measure effectiveness of the algorithms.

(iii) Packet delivery ratio: it can directly indicate how
many vehicles could receive the replicas, as well as
reflecting the dissemination performance.

(iv) Throughput: it is used to evaluate the proposed ran-
domised algorithm when the capabilities of vehicles
are considered.

6.3. Impact of Number of Vehicular Nodes. To evaluate the
performance of the proposed randomised algorithm with
different network densities, we vary the number of vehicles
from 600 to 800 to represent increasing network size.

The experimental performance analysis for the consumed
communication stages is depicted in Figure 5. The proposed
randomised algorithm outperforms other compared data dis-
semination schemes when the number of vehicles increases
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Figure 5: Communication stages comparison when the number of
vehicles varies.

from 600 to 800, which means it needs fewer average oper-
ations to achieve network balance. CCR mainly considers
network capacity to determine the replication limit while
DOVE utilises road layout and traffic information to reach
a desired number of vehicular receivers and minimise the
dissemination delay. Our proposed randomised algorithm
benefits from strong connectivity of the dense vehicular
scenarios such that it can obtain network convergence with
fewer communication stages than other schemes. As EDDA is
developed for scenarios with normal urban density and high-
way, it is slightly inferior to the randomised algorithm. With
the increasing number of vehicular nodes, the consumed
communication stages grow for all the compared algorithms.
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Figure 6: Dissemination delay comparison when the number of
vehicles varies.
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Figure 7: Delivery ratio comparison when the number of vehicles
varies.

The variation of dissemination delay of the compared
algorithms when the number of participating vehicles
increases is shown in Figure 6. As is shown in the figure, when
the traffic densities become higher, the dissemination delay
increases for all the compared algorithms as it needs more
time to fulfill data dissemination. The proposed randomised
algorithm takes less time to complete data dissemination
and realise network consensus compared to the other three
schemes.This is because it considers the different capabilities
of the vehicles in data dissemination and thus constructs a
better replication strategy which could reduce data dissemi-
nation delay.

Figure 7 shows the performance of packet delivery ratio of
the compared algorithmswhen the number of nodes involved
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Figure 8: Communication stages comparison when the number of
replicas varies.

in data dissemination varies. In terms of delivery ratio, our
proposed randomised algorithm presents an improvement
compared with EDDA, DOVE, and CCR. Also, the delivery
ratio of all the algorithms increases when the number of
nodes increases from 600 to 800. More vehicles cooperatively
participate in data dissemination such that the network
connectivity would be enhanced. Accordingly, the successful
packet transmissions will be improved by frequent vehicle
communication instead of transmission failures caused by
fewer forwarding vehicular nodes.

6.4. Impact of Number of Data Replicas. By varying the
number of data replicas, we evaluate the impact of number
of allowed data replicas on consumed communication stages
and dissemination delay of the compared algorithms.

Figure 8 shows the changing trend of our proposed
randomised algorithm and other compared algorithms with
increasing number of data replicas. As to communication
stages, the randomised algorithm performs fewer operations
than EDDA profiting from the strongly connected network
property of dense networks, while DOVE and CCR both
need more stages for network balance. Additionally, as there
are more data replicas to be disseminated in the network,
it can be seen that more average operations are required to
achieve network convergence. As a result, the four compared
algorithms would consume increasing communication stages
when more data replicas are spreading to the dissemination
area.

The change of data dissemination delay under different
number of data replicas is shown in Figure 9. As observed
from the figure, the dissemination delay of all the compared
algorithms increases when the number of replicas increases
with a step length 100. The reason mainly lies in that more
message replicas would take more communication stages
for the network to be balanced, which leads to higher
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Figure 9: Dissemination delay comparison when the number of
replicas varies.
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Figure 10: Delivery ratio comparison when the number of replicas
varies.

dissemination delay. Meanwhile, data dissemination would
be accelerated when the randomised algorithm is applied to
the scenario as the algorithm selects pairs of nodes with the
largest gap and adjusts how to do average operations accord-
ing to the properties of vehicles. This is why the randomised
algorithm outperforms EDDA, DOVE, and CCR.

Figure 10 depicts packet delivery ratio of the four com-
pared algorithms varying the number of data replicas. Other
than taking advantage of heterogeneous network and random
average operations, the proposed randomised algorithm also
benefits from better network connectivity to obtain higher
delivery ratio than other algorithms. EDDA controls the
number of replicas in arbitrarily connected network while
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Figure 11: Communication stages comparison between the cases of
homogeneous vehicles and heterogeneous vehicles.

CCR focuses on network capacity and DOVE wants to min-
imise the delay; however, they all only consider the vehicles
with the same capability. The growth of delivery ratio is
similar to Figure 9 that with the number of replicas changing
from 400 to 800, the ratio increases for all the compared
solutions. The performance comparison verifies that our
proposed randomised algorithm can efficiently improve the
performance of data dissemination and expedite the network
convergence.

6.5. Comparing Different Versions of the Proposed Ran-
domised Algorithm. We evaluate the communication stages
and throughput of the proposed randomised algorithm in
dense traffic scenario, in the case of two conditions; that is, the
vehicles are homogeneous and heterogeneous. The number
of vehicular nodes is varied from 600 to 800 with a step
length 50. The comparison results are shown in Figures 11
and 12, respectively. In Figure 11, we can see that the number
of communication stages consumed when the vehicles have
the same capability is larger than the one consumed when
the different capabilities of vehicles are considered. Figure 12
presents the total data sent during data dissemination. In the
figure, we can see that the randomised algorithm with differ-
ent capabilities achieves a 10% improvement compared with
the algorithm with homogeneous vehicles. The comparison
shows that the consideration of heterogeneous vehicular net-
works could reduce the consumed communication overhead
while improving the system throughput to some extent.

7. Conclusion

To enhance data dissemination in dense vehicular scenarios,
we propose a network architecture, considering heteroge-
neous network composed of vehicles with different capabil-
ities. By studying data replication and network consensus
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Figure 12: Throughput comparison between the cases of homoge-
neous vehicles and heterogeneous vehicles.

properties, two replication-based algorithms including a
deterministic algorithm and a distributed randomised algo-
rithm are designed. In the proposed algorithms, the vehicles
take proportional average operations depending on their own
capabilities. The operations will be iterated until the network
converges. Mathematical analysis is derived to evaluate the
complexity of network convergence. An upper bound and a
lower bound of the randomised algorithm are analysed in
detail. Simulation results show that the proposed randomised
algorithm can reduce data dissemination delay and improve
communication overhead.

8. Prospective Directions

In this study, we consider scenarios with relative ideal com-
munication situations, which means that link interruption
and other interferences are not considered. Future work
should incorporate the factors that will affect data dissemi-
nation. Also, as a future prospect, we intend to enrich data
dissemination mechanisms which can be adapted to compli-
cated scenarios in IoT. Solutions that apply infrastructures
such as unmanned aerial vehicles (UAVs) in cooperative net-
works could also be seen as a promising prospect to enhance
network performance. The effectiveness of the replication-
based algorithms in more IoT application scenarios needs
further verification.
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The Internet ofThings (IoT) has attracted the interests of both academia and industry and enables various real-world applications.
The acquirement of large amounts of sensing data is a fundamental issue in IoT. An efficient way is obtaining sufficient data by the
mobile crowdsensing. It is a promising paradigmwhich leverages the sensing capacity of portablemobile devices.The crowdsensing
platform is the key entity who allocates tasks to participants in a mobile crowdsensing system. The strategy of task allocating is
crucial for the crowdsensing platform, since it affects the data requester’s confidence, the participant’s confidence, and its own
benefit. Traditional allocating algorithms regard the privacy preservation, which may lose the confidence of participants. In this
paper, we propose a novel three-step algorithm which allocates tasks to participants with privacy consideration. It maximizes the
benefit of the crowdsensing platform and meanwhile preserves the privacy of participants. Evaluation results on both benefit and
privacy aspects show the effectiveness of our proposed algorithm.

1. Introduction

The IoT is an efficient network that connects various devices
on the Internet. It often consists of sensor-equipped devices
that can sense, communicate, and react to environmental
variations [1]. The developments of IoT in both academia
and industry are rapid, because of its promising market
value [2, 3]. A large number of IoT applications have been
developed and utilized in the society, such as the smart
city [4, 5], smart grid [6, 7], and smart traffic [8, 9]. Most
of the IoT applications require large amounts of sensing
data for monitoring and computing. Therefore, the meth-
ods of acquiring sensing data are fundamental in IoT. An
efficient way to acquire large amounts of sensing data is
using the mobile crowdsensing. It is a promising sensing
paradigm which encourages crowds to use mobile devices
to collect sensing data. Since small-sized portable mobile
devices become extremely prevalent in modern society, the
mobile crowdsensing reveals its high performance on the

collection of sensing data [10–12]. There is a wide range
of IoT applications based on mobile crowdsensing, such as
environmental monitoring [13, 14], healthcare [15], and smart
cities [16, 17].

A mobile crowdsensing system typically consists of a
crowdsensing platform (CSP), a set of data requesters, and
a set of participants. Data requesters publish requirements
of the sensing data to the CSP. The CSP segments tasks
allocate segmented tasks to suitable participants and release
the uploaded data from participants to requesters. The
goals of the CSP are maintaining sufficient participants and
maximizing its own benefit. The strategy of task allocating
is crucial for the CSP, since it affects the data requester’s
confidence, the candidate participant’s confidence and its
own benefit. Specifically, participants care about their work-
loads and compensations. They like to collaborate with the
CSP that always assigns proper sensing tasks and offers fair
compensations. If a CSP always assigns improper tasks to
participants, i.e., assigns participants to go far away from their
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daily active regions, the CSP will lose many participants. This
may decrease the CSP’s capability of acquiring sensing data,
lose the data requester’s confidence, and reduce the CSP’s
benefit finally. Thus, the CSP should allocate proper tasks to
participants for above reasons.

Moreover, the privacy preservation becomes important
for the CSP, because the crowds care about the disclosure
of their sensitive information in recent years [18–21]. Only
the CSP who preserves the privacy can maintain sufficient
participants. In this study, we treat the CSP as a trusted entity
for participants. However, data requesters are untrusted,
and we treat them as potential adversaries. They may be
curious about the sensitive information of participants. For
example, the requested data always associates with loca-
tions in crowdsensing. Adversaries can extract movement
patterns of participants from acquired data. The move-
ment patterns are sensitive since adversaries may be able
to identify the addresses of participants’ homes, schools,
or working places [22]. Thus, adversaries usually choose
the participants with abnormal profiles as vulnerable users
and very likely execute further attacks, so that the pri-
vacy preservation is important for the task allocation as
well.

Therefore, we investigate the strategy of task alloca-
tion with basic considerations and the privacy consider-
ation. Specifically, we first formulate the problem of task
allocation. This formulation carefully considers the util-
ity of CSP and the privacy disclosure of participants. A
task allocation algorithm with privacy preservation (TAPP)
is proposed. It consists of three phases, allocating tasks
without privacy preservation, modifying allocations with
privacy consideration, and merging the allocations. Fur-
thermore, a series of evaluations show that the pro-
posed algorithm achieves outstanding performance on many
aspects.

(1) We first formulate the problem of task allocation
with privacy preservation on the CSP’s site. We
utilize the relative entropy to formulate the privacy
disclosure of the participants. The problem formu-
lation is based on a series of assumptions, such as
limits of the participant’s total time cost and privacy
disclosure.

(2) A three-step algorithm, named TAPP, is proposed
to allocate proper tasks to participants. The output
allocating strategy gain a high benefit for the CSP
meanwhile preserves the privacy of participants.

(3) Extensive evaluations are executed based on real-
world crowdsensing datasets. The evaluation results
show TAPP performs well on maximizing the CSP’s
benefit and preserving the privacy of participants
simultaneously.

The remaining of the paper is organized as follows.
The related works are introduced in Section 2. The problem
formulation is presented in Section 3. Section 4 discusses the
complexity of the formulated problem and introduces the
proposed algorithm. Section 5 validates the effectiveness of

the algorithm on several aspects. Section 6 concludes the
paper.

2. Related Work

A large number of researchers concentrate on the task
allocation in mobile crowdsensing. Traditional methods of
task allocation lack privacy considerations. They make the
allocation strategies according to some basic metrics, such
as the quality of sensing data [23–25], the incentive cost
[26, 27], the energy consumption [14, 28], and the travel
distance [29–31]. The methods which focus on the quality
of sensing data are mostly designed for monitoring the
environment. They measure the quality of sensing data by
a certain metric and attempt to maximize the data quality.
The methods focus on the incentive cost allocating tasks on
the site of the CSP. Xiong et al. [26] propose an incentive
mechanism which minimizes the total budget of the CSP. In
their study, theCSP pays according to the participant number.
Zhang et al. [27] design a different incentive mechanism
which assumes the CSP pays according to tasks. Xiong et
al. [14] propose an energy-saving technique, named, pig-
gybacking. It is an optimal collaborative data sensing and
uploading scheme which reduces the energy consumption.
The travel distance is widely considered in previous studies
as well. The methods [29–31] measure the travel distances
of participants by numerical values. They contain the same
object to minimize the overall travel distance for all sensing
tasks.

The crowds care more about the disclosure of their
sensitive information in recent years [32]. The privacy
preservation in mobile crowdsensing has attracted increas-
ing research interests. Numerous preservation methods are
proposed regarding to the spatial privacy, one of the impor-
tant privacies. Some traditional methods [33–36] based on
spatial cloaking are suitable for preserving privacy in mobile
crowdsensing. These methods hide the participant spatial
information by spatial transformations, generalization, or a
set of dummy locations to preserve privacy. Kazemi et al.
[37] propose a privacy protection method which directly
applies to mobile crowdsensing. This method considers the
CSP untrusted and adjusts the spatial information of a
participant group. To et al. [38] adopt the differential privacy
mechanism and propose a method for spatial crowdsensing
task allocation. This method sets a trusted third party entity
to aggregate the spatial information of participants. Wang
et el. [39] propose a truthful incentive mechanism which
preserves the privacy based on differential privacy and
auction theory. Duan et al. [40] introduce the reverse auction
to task allocation and design allocating algorithm in a novel
respective.

A closely related work to ours is presented byWang et al.
[41].They first preserve the spatial privacy on the participant’s
site and then allocate the tasks. This adds an extra procedure
to the participants. The preservation mechanism is based
on the differential privacy. In contrast, our study preserves
the privacy on the CSP’s site, which does not bother the
participants.
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Table 1: List of main notations.

Notation Explanation
{𝐿1, 𝐿2, . . . , 𝐿𝑁} the subregions
{𝑊1,𝑊2, . . . ,𝑊𝐻} the participants
{𝐽1, 𝐽2, . . . , 𝐽𝑁} the task workloads
{𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖𝑁} the allocations of𝑊𝑖
𝑃𝑖 = {𝑝𝑖1, 𝑝𝑖2, . . . , 𝑝𝑖𝑁} the actual profile of𝑊𝑖
𝑃󸀠𝑖 = {𝑝󸀠𝑖1, 𝑝󸀠𝑖2, . . . , 𝑝󸀠𝑖𝑁} the observed profile of𝑊𝑖

Participants Data requesters

Crowdsensing platform

Allocate 
tasks

Upload 
data

Request 
dataRelease 

data

Extract profiles

Figure 1: A general system model of crowdsensing.

3. Problem Formulation

This section introduces the general system model, system
input, the definition of utility, and the requirements of
privacy preservation. The list of main notations is shown in
Table 1.

3.1. System Model. A general mobile crowdsensing system
consists of three main entities: participants, the CSP, and data
requesters, as shown in Figure 1. In this study, we consider the
task allocation problem under several specific assumptions of
these entities, described as follows.

Participants. The participants receive assigned crowdsensing
tasks from theCSP. Each participant actively finishes assigned
tasks in time, if the tasks are not overmuch and their privacy
is protected. After that, they get a reward from the CSP paid
daily or monthly.

Crowdsensing Platform (CSP). The CSP is trusted by partic-
ipants and knows sensitive information of participants. The
CSP receives the crowdsensing requirements from the data
requesters and assigns tasks to the suitable participants. The
CSP releases the requested data to data requesters and gets
rewards from them.

Data Requesters. The data requesters acquire data from the
CSP. They may extract the sensitive information of partic-
ipants from the acquired data, which leads to a privacy
leakage.

Note the payment assumption of participants, we con-
sider the scenario that each participant who finishes all
assigned tasks is paid daily or monthly [42, 43].This payment
setting is helpful for the quality of acquired sensing data, since
it assigns tasks regularly to fixed participants.

3.2. System Input. Assume the crowdsensing system exe-
cutes the crowdsensing works in a fixed area, which con-
sists of N subregions {𝐿1, 𝐿2, . . . , 𝐿𝑁}. The crowdsensing
system has 𝐻 participants {𝑊1,𝑊2, . . . ,𝑊𝐻}. Each partic-
ipant 𝑊𝑖 has a personal movement pattern in real-life.
We call this pattern participant’s actual profile, defined as
follows:

𝑃𝑖 = {𝑝𝑖1, 𝑝𝑖2, . . . , 𝑝𝑖𝑁} , (1)

where 𝑝𝑖𝑗 ∈ [𝛿, 1), 𝛿 is an infinitely small quantity, and
∑𝑁𝑗=1 𝑝𝑖𝑗 = 1. We use 𝛿 instead of zero as the lower bound,
because this avoids the condition 0/0 happening when we
calculate the privacy disclosure. We call 𝐿𝑗 is the inactive
subregion of 𝑊𝑖 if 𝑝𝑖𝑗 = 𝛿, which means the participant
never goes to the subregion 𝐿𝑗. Otherwise, we call 𝐿𝑗 is the
active subregion of𝑊𝑖. The CSP acquires the actual profile of
each participant, by requiring this information in the register
procedure.

When the CSP receives original tasks from the data
requesters, the CSP divides the original tasks into unit tasks.
Each unit task requires the same time cost and associates with
a subregion 𝐿 𝑖, 𝑖 ∈ {1, 2, . . . , 𝑁}. Set the time cost of one
unit task as one for simplicity. The CSP collects all unit tasks
according to associated regions; thus the workload (required
time cost) in each subregion is {𝐽1, 𝐽2, . . . , 𝐽𝑁}. 𝐽𝑖 = 1 means
there is only one unit task required in 𝐿 𝑖.

The CSP allocates the unit tasks to the participants,
denoted as 𝑡𝑖 = {𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖𝑁}. For example, 𝑡𝑖𝑗 means
participant 𝑊𝑖 needs to cost 𝑡𝑖𝑗 time to finish the allo-
cated tasks in region 𝐿𝑗. Each participant has a time
threshold 𝜏𝑖. Assume the participants care about both the
workloads and work regions. Therefore, the CSP should
avoid following situations to maintain sufficient partici-
pants.

(1) Total time cost: if the total time cost ∑𝑁𝑗=1 𝑡𝑖𝑗 exceeds
the time threshold 𝜏𝑖 of the participant, he/she will
quit the crowdsensing system. This means the partic-
ipants are assigned too much works with insufficient
rewards.

(2) Work regions: if the participant is assigned to a
location where he/she never goes, i.e., 𝑡𝑖𝑗 > 𝛿, while
𝑝𝑖𝑗 ≤ 𝛿, he/shewill quit the crowdsensing system.This
means the participants are assigned unsuitable works
regarding to their actual profile.

The CSP collects the data generated by participants and
sends the data to the data requester for rewards. Then, the
data requesters can extract a movement pattern of each
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participant from acquired data. We define this pattern as
observed profile of each participant𝑊𝑖,

𝑃󸀠𝑖 = {𝑝󸀠𝑖1, 𝑝󸀠𝑖2, . . . , 𝑝󸀠𝑖𝑁} , (2)

where 𝑝󸀠𝑖𝑗 ∈ [𝛿, 1), and ∑𝑁𝑗=1 𝑝󸀠𝑖𝑗 = 1. Each 𝑝󸀠𝑖𝑗 is calculated as
follows:

𝑝󸀠𝑖𝑗 =
𝑡𝑖𝑗

∑𝑁𝑘=1 𝑡𝑖𝑘
. (3)

3.3. Utility. The utility of the CSP is its benefit. Recall the
payment assumption that if a participant finishes all assigned
tasks, the participant gets payment daily or monthly. If a
participant has no assigned task, the participant gets no pay-
ment. The CSP gets a reward 𝐵 when all the requested tasks
are finished; meanwhile it pays each recruited participant
𝐶𝑜𝑠𝑡.

The utility of CSP is

𝑈𝑡𝑖𝑙𝑖𝑡𝑦 = 𝐵 − 𝐶𝑜𝑠𝑡
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

{
{
{
𝑊𝑖 |
𝑁

∑
𝑗=1

𝑡𝑖𝑗 > 𝛿
}
}
}

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
. (4)

3.4. Privacy. Since the data requesters are curious and
untrusted, they may be the adversaries. They infer the
movement patterns of participants, which is the concerned
sensitive information, from the observed profiles. The adver-
saries usually choose the participants with abnormal pro-
files as vulnerable users and very likely execute further
attacks. Thus, we define the difference between an indi-
vidual and its community as the privacy disclosure in this
study.

Assume participant 𝑊𝑖 is in community 𝐶𝑖 with several
other participants. The average profile of the community is

𝑃𝐶𝑖 = {𝑝𝐶𝑖1, 𝑝𝐶𝑖2, . . . , 𝑝𝐶𝑖𝑁} , (5)

where

𝑝𝐶𝑖𝑗 = ∑
𝑊𝑚∈𝐶𝑖

𝑝𝑚𝑗
󵄨󵄨󵄨󵄨𝐶𝑖
󵄨󵄨󵄨󵄨
. (6)

Then we define the privacy disclosure of 𝑊𝑖 ∈ 𝐶𝑖 as the
relative entropy between 𝑃𝑖 and 𝑃𝐶𝑖

𝐷(𝑃󸀠𝑖 ‖ 𝑃𝐶𝑖) =
𝑁

∑
𝑖=1

𝑝󸀠𝑖𝑗 ln
𝑝󸀠𝑖𝑗
𝑝𝐶𝑖𝑗

. (7)

Furthermore, each participant may set a privacy threshold
on this divergence, noted as 𝜃𝑖. When CSP allocates tasks
to participants, the relative entropy for each participant
should be bounded by the privacy threshold to guarantee
adversaries cannot learn significantly private information
from the observed profiles.

3.5. Design Object. Our object is to derive an allocation
scheme for the CSP, so that sufficient participants are
maintained by allocating suitable tasks and preserving their
privacy, meanwhile maximizing the benefit for the CSP. We
formalize the problem as follows:

max 𝐵 − 𝐶𝑜𝑠𝑡
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

{
{
{
𝑊𝑖 |
𝑁

∑
𝑗=1

𝑡𝑖𝑗 > 𝛿
}
}
}

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(8)

𝑠.𝑡. 𝐷 (𝑃󸀠𝑖 ‖ 𝑃𝐶𝑖) ≤ 𝜃𝑖 ∀𝑖 ∈ {1, 2, . . . , 𝐻} (9)

𝑁

∑
𝑗=1

𝑡𝑖𝑗 ≤ 𝜏𝑖 ∀𝑖 ∈ {1, 2, . . . , 𝐻} (10)

𝑡𝑖𝑗 = 𝛿 ∀𝑝𝑖𝑗 = 𝛿 (11)

𝐻

∑
𝑖=1

𝑡𝑖𝑗 ≥ 𝐽𝑗 ∀𝑗 ∈ {1, 2, . . . , 𝑁} (12)

4. Task Allocation Algorithm

In this section, we first analyze the complexity of the formu-
lated problem. Then we introduce overview of the proposed
algorithm. In the remaining parts, the main phases of the
whole algorithm are presented.

4.1. Complexity. The problem of achieving the maximum
benefit for the CSP following constraints (9), (10), and (11) is
NP-hard.

Consider an arbitrary instance of the minimum set cover
problem, consisting of an universal set 𝑈 = {𝑒1, 𝑒2, . . . , 𝑒𝑛},
series of subsets {𝑆1, 𝑆2, . . . , 𝑆𝑚}. We construct the instance of
the maximum benefit problem corresponding to the instance
of the minimum set cover problem. We set the privacy
threshold 𝜃𝑖 = ∞ and time threshold 𝜏𝑖 = ∑𝑁𝑗=1 |{𝑝𝑖𝑗 |
𝑝𝑖𝑗 > 𝛿}| for each 𝑊𝑖, which means there is no privacy
constraint and the time threshold equals to the number of
subregions where the participant goes. We construct the
workload the crowdsensing regions 𝐿 = {𝐿1, 𝐿2, . . . , 𝐿𝑛},
𝐽 = {𝐽1, 𝐽2, . . . , 𝐽𝑛}, ∀|𝐽𝑖| = 1 regarding the universal set
𝑈 and participants {𝑊1,𝑊2, . . . ,𝑊𝑚} corresponding to the
subsets. Each 𝑊𝑖 corresponding to 𝑆𝑖 associates with the
actual profile 𝑃𝑖 = {𝑝𝑖1, 𝑝𝑖2, . . . , 𝑝i𝑛}. Set 𝑝𝑖𝑗 = 𝛿, ∀𝑒𝑗 ∉ 𝑆𝑖;
otherwise 𝑝𝑖𝑗 = 1/|𝑆𝑖|, where |𝑆𝑖| is the element number of
𝑆𝑖. We should set the allocation of each𝑊𝑖 as {𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖𝑛},
∀𝑝𝑖𝑗 = 𝛿, 𝑡𝑖𝑗 = 0; otherwise 𝑡𝑖𝑗 = 1 for maximiz-
ing the benefit, for example, following our construction,
given 𝐽 = {1, 1, 1, 1, 1} and a 𝑊𝑖 with the actual profile
{𝛿, 1/3, 1/3, 1/3, 𝛿} and 𝜏𝑖 = 3. Since using less participants
increases the benefit of the CSP, the allocation {0, 1, 1, 1, 0}
is more likely to maximize the benefit than {0, 3, 0, 0,
0}.

Thus, finding the minimum set cover equals to finding an
allocation which covers all the tasks and selects the minimum
number of participants, i.e., achieving the maximum benefit.
As the reduction shown above, the formulated problem isNP-
hard.
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Input: participants {𝑊1,𝑊2, . . . ,𝑊𝐻}, workloads {𝐽1, 𝐽2, . . . , 𝐽𝑁}, each community profile {𝑝𝐶𝑖1, 𝑝𝐶𝑖2, . . . , 𝑝𝐶𝑖𝑁}, each actual
profile {𝑝𝑖1, 𝑝𝑖2, . . . , 𝑝𝑖𝑁}, each time treshold 𝜏𝑖

Output: the allocation {𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖𝑁} for each𝑊𝑖
1: for each𝑊𝑖 do
2: set each 𝑡𝑖𝑗 = 0, 𝑗 ∈ {1, 2, . . . ,𝑁}, Δ𝜏𝑖 = 0;
3: compute𝐴 𝑖 = {𝑎𝑖1, 𝑎𝑖2, . . . , 𝑎𝑖𝑁} by 𝑃𝑖;
4: for each 𝐽𝑖 do
5: if 𝐽𝑖 ≤ 0 then 𝑐𝑎𝑛𝑖 = 𝛿󸀠;
6: else 𝑐𝑎𝑛𝑖 = ∑𝐻𝑗=1 𝑎𝑖𝑗 ∗ 𝜏𝑗;
7: for each 𝑐𝑎𝑛𝑖 do
8: if 𝑐𝑎𝑛𝑖 < 𝐽𝑖 then fails;
9: while ∑𝑁𝑖=1 𝐽𝑖 > 0 do
10: update 𝐶𝑎𝑛 = {𝑐𝑎𝑛1, 𝑐𝑎𝑛2, . . . , 𝑐𝑎𝑛𝑁};
11: 𝑃𝑟𝑖𝑜𝑡𝑎𝑠𝑘 = {𝑐𝑎𝑛1 − 𝐽1, 𝑐𝑎𝑛2 − 𝐽2, . . . , 𝑐𝑎𝑛𝑁 − 𝐽𝑁};
12: 𝑘 = argmin𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘𝑖 , 𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘𝑖 ∈ 𝑃𝑟𝑖𝑜𝑡𝑎𝑠𝑘;
13: for each𝑊𝑖 do
14: if 𝑎𝑖𝑘 == 1 then {𝑊𝑖} 󳨀→ 𝑃𝑟𝑖𝑜𝑝𝑎𝑟𝑡𝑘 ;
15: if 𝑃𝑟𝑖𝑜𝑝𝑎𝑟𝑡

𝑘
= 0 then fails;

16: choose𝑊𝑙 ∈ 𝑃𝑟𝑖𝑜𝑝𝑎𝑟𝑡𝑘 with 𝑎𝑙𝑘 = 1, minimum∑𝑁𝑗=1 𝑎𝑙𝑗, and maximum 𝜏𝑙 − Δ𝜏𝑙;
17: 𝑡𝑙𝑘 = 𝑡𝑙𝑘 + 1, Δ𝜏𝑙 = Δ𝜏𝑙 + 1, 𝐽𝑘 = 𝐽𝑘 − 1;
18: if Δ𝜏𝑙 == 𝜏𝑙 then each 𝑎𝑙𝑘 = 0;
19: if ∀𝑊𝑖, Δ𝜏𝑖 == 𝜏𝑖 and ∃𝐽𝑖 > 0 then fails;

Algorithm 1: Task allocation without privacy preservation.

4.2. Overview of theAlgorithm. Our task allocation algorithm
with privacy preservation, called TAPP, runs on the site of
the CSP. The CSP first receives original tasks from the data
requesters. It divides the original tasks into unit tasks and
merges all unit tasks according to associated subregions.
Then the framework analyzes the uploaded information
from participants. Then it acquires time thresholds, pri-
vacy thresholds, actual profiles, and community profiles.
By collecting all the inputs, the framework makes an allo-
cation strategy by following three phases: (i) allocating
tasks without privacy preservation, as shown in Algorithm 1;
(ii) modifying allocations with the privacy consideration,
as shown in Algorithm 2; (iii) reducing allocated partici-
pants by merging tasks of two participants, as shown in
Algorithm 3.

4.3. Task Allocation Phase. In this part, we introduce the
first phase of TAPP algorithm. It iteratively picks a unit task
according to the task priority and allocates the unit task
to a participant according to the participant priority. The
algorithm only considers the time constraints of participants
and ignores the privacy constraints. Generally, the algorithm
properly allocates all tasks to participants with no considera-
tion of the privacy preservation.

CombinedwithAlgorithm 1, the algorithmfirst initializes
the allocations {𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖𝑁}, the total workload Δ𝜏𝑖, and
the set 𝐴 𝑖 = {𝑎𝑖1, 𝑎𝑖2, . . . , 𝑎𝑖𝑁} for each 𝑊𝑖. Each 𝑎𝑖𝑗 ∈
𝐴 indicates the active or inactive subregion of 𝑊𝑖; i.e., if
𝑝𝑖𝑗 > 𝛿, 𝑎𝑖𝑗 = 1; otherwise 𝑎𝑖𝑗 = 0. Then the algorithm
computes the set 𝐶𝑎𝑛 = {𝑐𝑎𝑛1, 𝑐𝑎𝑛2, . . . , 𝑐𝑎𝑛𝑁} in Lines
4∼6, where 𝛿󸀠 is a very large number. Each 𝑐𝑎𝑛𝑖 denotes

the total available time of participants who are active in
subregion 𝐿 𝑖. It checks the worst case that the tasks are
unfinished, even if all participants cost all of their time in
one subregion (Lines 7 and 8). After this, it allocates one
union task to a participant step by step, until all tasks are
allocated.

In each step, the algorithm chooses a subregion and a
participant for task allocation. Specifically, it first updates the
set 𝐶𝑎𝑛 by the method shown in Lines 4∼6.Then it computes
the priority of tasks associated with different subregions.
The priority set is 𝑃𝑟𝑖𝑜𝑡𝑎𝑠𝑘 = {𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘1 , 𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘2 , . . . , 𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘𝑁 },
where 𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘𝑖 = 𝑐𝑎𝑛𝑖 − 𝐽𝑖. We choose 𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘𝑖 indicates the
priority, since the tasks in a subregion with minimum excess
should first be assigned. For example, assume some 𝐽𝑖 = 10.
The subregion 𝐿 𝑖 is the active subregion only for participants
𝑊𝑗 and 𝑊𝑘, which means only 𝑎𝑗𝑖 = 1 and 𝑎𝑘𝑖 = 1. The
time threshold of 𝑊𝑗 and 𝑊𝑘 are 5, respectively. Thus we
can only allocate them spending all their time to finish tasks
in 𝐿 𝑖 for a feasible allocation. So that the algorithm chooses
𝑝𝑟𝑖𝑜𝑡𝑎𝑠𝑘𝑘 associated with 𝐿𝑘, the minimum one in 𝑃𝑟𝑖𝑜𝑡𝑎𝑠𝑘. For
each participant who contains active subregion 𝐿𝑘, it chooses
the participant 𝑊𝑙 that contains minimum number of active
regions and the maximum rest time. Then, the algorithm
allocates a unit task from 𝐽𝑘 to𝑊𝑙 (Line 17). It sets all 𝑎𝑖𝑗 ∈ 𝐴 𝑖
for𝑊𝑖, when the workload for𝑊𝑖 equals the time threshold.
This makes the participant who has no rest time never be
chosen anymore.

The allocation iterates until all the tasks are allocated.
Otherwise, it fails (Line 19). The allocation loop is the main
part of this algorithm, which costs 𝑂(𝐻 ⋅ ∑𝑁𝑖=1 𝐽𝑖) or 𝑂(𝑁 ⋅
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Input: subregions {𝐿1, 𝐿2, . . . , 𝐿𝑁}, participants {𝑊1,𝑊2, . . . ,𝑊𝐻}, each community profile {𝑝𝐶𝑖1, 𝑝𝐶𝑖2, . . . , 𝑝𝐶𝑖𝑁}, each
workload Δ𝜏𝑖

Output: the allocation {𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖𝑁} for each𝑊𝑖
1: update each 𝐴 𝑖 = {𝑎𝑖1, 𝑎𝑖2, . . . , 𝑎𝑖𝑁} by 𝑃𝑖;
2: for each𝑊𝑖 that Δ𝜏𝑖 > 0 do
3: if 𝐷(𝑃󸀠𝑖 ‖ 𝑃𝐶𝑖 ) > 𝜃𝑖 then {𝑊𝑖} 󳨀→ 𝐷𝑎𝑛𝑔𝑒𝑟;
4: each {𝑊𝑖 | Δ𝜏𝑖 < 𝜏𝑖 and 𝑊𝑖 ∉ 𝐷𝑎𝑛𝑔𝑒𝑟} 󳨀→ 𝑆𝑎𝑓𝑒;
5: sort𝑊𝑖 ∈ 𝐷𝑎𝑛𝑔𝑒𝑟 by Δ𝜏𝑖 in descending order;
6: sort𝑊𝑗 ∈ 𝑆𝑎𝑓𝑒 by 𝜏𝑗 − Δ𝜏𝑗 in ascending order;
7: for each𝑊𝑖 ∈ 𝐷𝑎𝑛𝑔𝑒𝑟 do
8: compute 𝑐𝑎𝑠𝑒−𝑖 = {𝑐−𝑖1, 𝑐−𝑖2, . . . , 𝑐−𝑖𝑁};
9: while ∃𝑐−𝑖𝑘 < 0 do
10: 𝑙 = argmin 𝑐−𝑖𝑘, 𝑆1 = 0, 𝑆2 = 0;
11: for each𝑊𝑗 ∈ 𝑆𝑎𝑓𝑒 do
12: if 𝑎𝑗𝑙 > 0 and Δ𝜏𝑗 < 𝜏𝑗
13: then compute 𝑐+𝑗𝑙 ;
14: else continue;
15: if 𝑐+𝑗𝑙 ≤ 0 then {𝑊𝑗} 󳨀→ 𝑆1;
16: else if 𝐷(𝑃󸀠𝑗 ‖ 𝑃𝐶𝑗 ) + 𝑐

+
𝑗𝑙 ≤ 𝜃𝑖

17: then {𝑊𝑗} 󳨀→ 𝑆2;
18: if 𝑆1 ̸= 0 then
19: 𝑞 = argmax(𝜏𝑗 − Δ𝜏𝑗),𝑊𝑗 ∈ 𝑆1;
20: else if 𝑆2 ̸= 0 then
21: 𝑞 = argmax(𝜏𝑗 − Δ𝜏𝑗),𝑊𝑗 ∈ 𝑆2;
22: else fails;
23: 𝑡𝑞𝑙 = 𝑡𝑞𝑙 + 1, Δ𝜏𝑞 = Δ𝜏𝑞 + 1;
24: 𝑡𝑖𝑙 = 𝑡𝑖𝑙 − 1, Δ𝜏𝑖 = Δ𝜏𝑖 − 1;
25: if Δ𝜏𝑞 == 𝜏𝑞 then 𝑆𝑎𝑓𝑒 deletes𝑊𝑞;
26: if 𝐷(𝑃󸀠𝑖 ‖ 𝑃𝐶𝑖 ) ≤ 𝜃𝑖 or Δ𝜏𝑖 = 0 then break;
27: compute 𝑐𝑎𝑠𝑒−𝑖 = {𝑐−𝑖1, 𝑐−𝑖2, . . . , 𝑐−𝑖𝑁};

Algorithm 2: Allocation modification.

Input: subregions {𝐿1, 𝐿2, . . . , 𝐿𝑁}, participants {𝑊1,𝑊2, . . . ,𝑊𝐻}, workloads {𝐽1, 𝐽2, . . . , 𝐽𝑁}, each community profile
{𝑝𝐶𝑖1, 𝑝𝐶𝑖2, . . . , 𝑝𝐶𝑖𝑁}, each actual profile {𝑝𝑖1, 𝑝𝑖2, . . . , 𝑝𝑖𝑁}

Output: the allocation {𝑡𝑖1, 𝑡𝑖2, . . . , 𝑡𝑖𝑁} for each𝑊𝑖
1: update each 𝐴 𝑖 = {𝑎𝑖1, 𝑎𝑖2, . . . , 𝑎𝑖𝑁} by 𝑃𝑖;
2: for each𝑊𝑖 do
3: for each𝑊𝑗 that 𝑗 ̸= 𝑖 do
4: if 𝜏𝑗 − Δ𝜏𝑗 > Δ𝜏𝑖 and 𝐴 𝑗 covers𝐴 𝑖 then
5: 𝑡𝑚𝑝 = {𝑡𝑖1 + 𝑡𝑗1, 𝑡𝑖2 + 𝑡𝑗2, . . . , 𝑡𝑖𝑁 + 𝑡𝑗𝑁};
6: compute 𝑃󸀠𝑡𝑚𝑝 by 𝑡𝑚𝑝;
7: if 𝐷(𝑃󸀠𝑡𝑚𝑝 ‖ 𝑃𝐶𝑗 ) ≤ 𝜃𝑗 then
8: 𝑡𝑗 = 𝑡𝑚𝑝, Δ𝜏𝑗 = Δ𝜏𝑗 + Δ𝜏𝑖;
9: each 𝑡𝑖𝑘 = 0, 𝑘 ∈ {1, 2, . . . , 𝑁}, Δ𝜏𝑗 = 0;
10: for each𝑊𝑖 that Δ𝜏𝑖 > 0 do
11: if 𝐷(𝑃󸀠𝑖 ‖ 𝑃𝐶𝑖 ) > 𝜃𝑖 then fails;

Algorithm 3: Allocation mergence.
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∑𝑁𝑖=1 𝐽𝑖) time. It finally costs 𝑂(𝐻 ⋅ ∑𝑁𝑖=1 𝐽𝑖) time in total, since
𝐻 is always much bigger than𝑁 in practice.

4.4. Allocation Modification Phase. We introduce the second
phase of TAPP in this part. We call the participant whose
privacy leakage is bigger than the privacy threshold as a
dangerous participant. In this phase, the algorithm modifies
the allocations among participants in order to reduce dan-
gerous participants. Specifically, the algorithm transfers some
workloads from dangerous participants to safe participants,
in order to make all participants safe.

Combined with Algorithm 2, the algorithm first updates
set 𝐴 by the actual profiles. Then it checks all allocated
participants and adds dangerous participants in set 𝐷𝑎𝑛𝑔𝑒𝑟
(Line 2∼3). The set 𝑆𝑎𝑓𝑒 contains two kinds of partici-
pants: (i) the safe participants have some allocated tasks
but their workloads are less than the time threshold; (ii)
the participants have no allocated task. The algorithm sorts
the participants in 𝐷𝑎𝑛𝑔𝑒𝑟 regarding to their workloads
in descending order. It sorts each participant 𝑊𝑗 in 𝑆𝑎𝑓𝑒
regarding 𝜏𝑗 − Δ𝜏𝑗 in ascending order. This means the
dangerous participants first choose safe participants with
allocated tasks, when they search for safe participants to
transfer their workloads. After these, the algorithm transfers
some allocations from dangerous participants to safe partici-
pants.

For each dangerous participant, the algorithm first com-
putes the set 𝑐𝑎𝑠𝑒−𝑖 = {𝑐−𝑖1, 𝑐−𝑖2, . . . , 𝑐−𝑖𝑁}. Each 𝑐−𝑖𝑗 denotes
the variation of the privacy leakage if 𝑊𝑖 reduces a unit
task associated with 𝐿𝑗. Moreover, we set 𝑐−𝑖𝑗 = 𝛿󸀠 if
there is no candidate safe participants to allocate an unit
task in 𝐿𝑗, where 𝛿󸀠 is a very large number. Thus, 𝑐−𝑖𝑗 <
0 means the privacy leakage will reduce if we reduce an
unit task in 𝐿𝑗 for 𝑊𝑖. The algorithm iteratively transfers
a unit task associated with minimum 𝑐−𝑖𝑗 to the candidate
safe participant, until the privacy leakage of the dangerous
participant is less than the threshold or its workload is zero
(Lines 9∼27). Specifically, a candidate safe participant 𝑊𝑗
should satisfy 𝑎𝑗𝑙 > 0 and Δ𝜏𝑗 < 𝜏𝑗, given the transferred
task associated with 𝐿 𝑙. Then it computes each 𝑐+𝑗𝑙 (Lines
12∼14), which is similar to 𝑐−𝑗𝑙. The difference is that 𝑐+𝑗𝑙 is
the variation of the privacy leakage if 𝑊𝑗 adds an unit task
associated with 𝐿 𝑙. The algorithm chooses the candidate
𝑊𝑞 according to the rest workload (Lines 18∼22). Then the
algorithm transfers an unit task in 𝐿 𝑙 from dangerous 𝑊𝑖 to
safe𝑊𝑞.

The algorithm attempts to modify the allocations of all
dangerous participants by the above transferringmethod.The
best case is that there is no dangerous participant after these
modifications. The time complexity of this phase is𝑂(𝐻 ⋅𝑁 ⋅
∑𝑁𝑖=1 𝐽𝑖) in total.

4.5. AllocationMergence Phase. After themodification phase,
we introduce the allocation mergence phase of TAPP in this
part.The basic idea of this phase is that we can transfer all the
allocations of a𝑊𝑖 to a𝑊𝑗, if the time and privacy constraints
of 𝑊𝑗 are still satisfied. This procedure reduces the number

Table 2: Statistics for each city.

City # Active Users
Cleveland, OH, USA 332
Tempe, AZ, USA 342
Calgary, AB, Canada 428

of allocated participants; thus it increases the utility of the
CSP.

Combined with Algorithm 3, the algorithm first updates
each set 𝐴 𝑖 by actual profiles. Then it iteratively checks
each participant pair (𝑊𝑖,𝑊𝑗), 𝑖 ̸= 𝑗 whether all their
allocations can be merged and allocated to 𝑊𝑗 (Lines 2∼
9). For each participant pair (𝑊𝑖,𝑊𝑗), the algorithm first
check the time constraint of𝑊𝑗, where 𝐴𝑗 covers 𝐴 𝑖 means
∄𝑎𝑗𝑘 = 0, 𝑎𝑖𝑘 = 1 (Line 4). The set 𝑡𝑚𝑝 is the mergence
of all allocations (Line 5). Then the algorithm checks the
privacy constraint of 𝑊𝑗, if we allocate the 𝑡𝑚𝑝 to 𝑊𝑗. The
algorithm allocates the mergence to 𝑊𝑗 if the time and
privacy constraints are satisfied and allocates no task to 𝑊𝑖
(Line 7∼9).

The algorithm checks all allocated participants at the end.
If there still are some dangerous participants, the algorithm
fails. The time complexity of this phase is 𝑂(𝑁 ⋅ 𝐻2) in
total.

5. Evaluation

We evaluate the performance of TAPP towards a real-world
dataset from Yelp (https://www.yelp.com/dataset/challenge).
Yelp is a location-based service system where reviewers
publish reviews and comments for nearby businesses. In our
evaluation, we consider reviewers as participants, and reviews
as tasks. A review associates with a business, and the business
associates with a location.

Three cities are considered in our evaluation: Cleveland,
OH, USA; Tempe, AZ, USA; Calgary, AB, Canada. The user
activities in each city reflect different real-world situations.
Thus, these three cities are representative for evaluations.
Specifically, we focus on the active participants with more
than 30 reviews. The numbers of active participants in each
city are shown in Table 2. The area of each city is divided
into 3 by 3 grids. Since each review has a corresponding
grid, the participant’s actual profile is the ratio of reviews
located in each grid. We consider the participants of a city
belong to a community. The community profile for each
city is the average value evaluated from all the participants’
actual profiles. The cost for finishing a unit task is set to
1.

This evaluation focuses on two metrics: the number
of dangerous participants, and the utility of the CSP. A
dangerous participant is the one who has a privacy leakage
more than its privacy threshold at the end of allocation. The
number of dangerous participant is bigger than zero means
the allocation is unfeasible. However, this metric helps us
analyze the effectiveness of the allocation algorithm. Thus,

https://www.yelp.com/dataset/challenge
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Figure 2:The number of dangerous participants among different allocating methods.

we change Line 22 to “else break” in Algorithm 2 for the
evaluation.

The TAPP is compared with two baseline allocating
methods. Baseline1 is the first phase of TAPP. Baseline2 is a
greedy allocating method. It prefers to allocate the maximum
𝐽𝑖 to participants who have the active subregion 𝐿 𝑖 and the
maximum time threshold.

5.1. General Performance. We validate the effectiveness of
TAPP in this part. The time threshold and the privacy
threshold are set as the same value for each participant,
respectively. Moreover, the privacy threshold ranges from 0.2
to 0.8.

Figure 2 shows the numbers of dangerous participants
in each city. As we can see, when the privacy threshold is
small, three algorithms suffer large numbers of dangerous
participants. However, the number of dangerous participants
inTAPP is averagely 76.23% less thanBaseline1 andBaseline2,

when the privacy threshold ranges from 0.2 to 0.4, because
the second and third phases of TAPP help to reduce the
dangerous participants.TheTAPP acquires feasible allocating
solutions when the privacy threshold grows. Specifically,
TAPP gets feasible solutions after the privacy threshold
achieves 0.5, 0.5, and 0.6, respectively. Note that TAPP first
acquires a feasible solution in Calgary with bigger privacy
threshold than the other cities. It is because that the city with
more population, the profiles are more heterogeneous. Then
the algorithm performs relatively worse.

Figure 3 shows the utility of the CSP in each city. We treat
an allocating solution as a feasible solution for comparison,
even if it is unfeasible. Specifically, given 𝐻 participants in
total and𝐻󸀠 participants who have allocated tasks, the utility
of the CSP is 𝐻 − 𝐻󸀠 in this evaluation section. Because
Baseline2 is based on the greedy strategy, the results of
Baseline2 are close to optimal if there is no privacy constraint.
The TAPP gets close to the results of Baseline2, when the
privacy threshold grows bigger. By further analysis between
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Figure 3: The utility of the CSP among different allocating methods.

TAPP and Baseline1, the second and third phases of TAPP
averagely increase the utility 24.76% in three cities. Focusing
on the results in Calgary, the heterogeneity of profiles affects
the utility as well, since it affects the allocating solution.

5.2. Performance for Different Cases. In this part, we inves-
tigate the performance of TAPP for different types of task
distributions. The results indicate the effectiveness of our
algorithm under different task workloads. Specifically, we
set the requested tasks 𝐽𝑐 = {𝐽𝑐1, 𝐽𝑐2, . . . , 𝐽𝑐𝑁} following the
distribution of the community profile, and the requested tasks
𝐽𝑢 = {𝐽𝑢1 , 𝐽𝑢2 , . . . , 𝐽𝑢𝑁} following the uniform distribution.
𝐽𝑐 and 𝐽𝑢 satisfy ∑𝑁𝑖=1 𝐽𝑐𝑖 = ∑𝑁𝑖=1 𝐽𝑢𝑖 . The results under 𝐽𝑐
and 𝐽𝑢 are denoted as com-distribution and uni-distribution,
respectively.The rest settings are as the same as in Section 5.1.

Figure 4 shows the numbers of dangerous participants
under these two distributions. The privacy threshold under
uni-distribution is bigger than com-distribution, when TAPP

first acquires a feasible solution. This is caused by the privacy
constraint. The privacy constraint is based on the relative
entropy between the observed profile and the community
profile. Since 𝐽𝑐 follows the distribution of the community
profile, the algorithm is easier to acquire a solution which
satisfies the privacy constraint. Meanwhile, TAPP acquires
the first feasible solution under uni-distribution, when the
privacy threshold is a little bigger than it under com-
distribution. Comparing the results among three cities, the
heterogeneity of profiles affects the dangerous numbers under
different distributions as well.

Figure 5 shows the utilities of the CSP under these two
distributions. The utilities under uni-distribution are less
than com-distribution in all cases. This is because the task
allocation is based on the privacy constraint, which is strongly
related to the community profile. Since the com-distribution
follows the same distribution with the community profile,
the task allocation regarding the privacy constraint under
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Figure 4: The number of dangerous participants under different task distributions.

the com-distribution is easier than the uni-distribution.
The TAPP tries to make the solution satisfying the privacy
constraint by allocating more participants, when given a
more strict task distribution. The utility increases 6.53% and
6.15% under different distributions in Tempe and Calgary,
respectively.Thus, the heterogeneity of profiles may not affect
the utilities under different distributions.

6. Conclusion

Since the crowds care more about their privacy disclosure in
recent years, the design of a task allocation algorithm should
consider the privacy preservation. In this study, we investigate
the algorithm of task allocation with basic considerations and
the spatial privacy consideration.The problem formulation of
task allocation is first presented. After that, we propose a task
allocation algorithm on CSP’s site with privacy preservation
based on the formulation. It consists of three phases, allocat-
ing tasks without privacy preservation, modifying allocations
with privacy consideration and merging the allocations. The

algorithm maximizes the benefit of the CSP, but meanwhile
preserves the special privacy of participants. Evaluation
results on utility and privacy aspects show the effectiveness
of our proposed algorithm.
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Figure 5: The utility of the CSP under different task distributions.
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Broadcasting is a fundamental function for disseminating messages in multihop wireless networks. Minimum-Transmission
Broadcasting (MTB) problem aims to find a broadcast schedule with minimum number of transmissions. Previous works on
MTB in duty-cycled networks exploit a rigid assumption that nodes have only active time slot per working cycle. In this paper,
we investigated the MTB problem in duty-cycled networks where nodes are allowed arbitrary active time slots per working cycle
(MTBDCA problem). Firstly, it is proved to be NP-hard and 𝑜(lnΔ)-inapproximable, where Δ is the maximum degree in the
network. Secondly, an auxiliary graph is proposed to integrate nodes’ active time slots into the network and a novel covering problem
is proposed to exploit nodes’ multiple active time slots for scheduling. Then, a ln(Δ + 1)-approximation algorithm is proposed for
MTBDCA and a (ln(Δ + 1) + Δ)-approximation algorithm is proposed for all-to-all MTBDCA. Finally, extensive experimental
results demonstrate the efficiency of the proposed algorithm.

1. Introduction

Broadcasting is a fundamental function for many services in
wireless sensor networks (WSNs) [1, 2], such as data collec-
tion, code updating, and topology discovering [3–6]. Many
effective broadcasting algorithms have been investigated to
improve the network performance, while the total number of
transmissions is often taken as a measuredmetric. Obviously,
the smaller the number of transmissions is, the more energy
will be saved. Therefore, the Minimum-Transmission Broad-
casting problem (MTB), which tries to minimize the number
of transmissions, has got a lot of attentions from researchers.
In traditional wireless sensor networks where each node
always keeps awake, many broadcasting algorithms [7–15]
have been proposed. Since theMTBproblemhas been proved
to be NP-hard [7] and the aforementioned algorithms [7–
15] are approximate ones, they achieve high energy efficiency
during broadcasting.

However, it is well known that the duty-cycled scheme is
commonly adopted in wireless sensor networks to conserve
energy [16, 17]. In such working mode, each node switches

between the active state and sleep state cyclically. To save
energy, all the functional modules (such as sensing the envi-
ronment, sending, and receiving the messages) are turned
off in sleep state. As this working mode is much different,
the MTB problem in duty-cycled wireless sensor networks
needs to be reinvestigated and the following two issues should
be addressed: (1) A node may need several transmissions to
inform all its neighbors since the neighbors may be active at
different time slots. (2) How to construct the broadcast tree to
exploit nodes’ multiple active time slots for scheduling is also
a big challenge. In duty-cycled wireless networks, the MTB
problem is mainly studied by [18–21] currently. To reduce the
number of transmissions, these algorithms try to organize
the nodes with the same active time slot together, and they
provided a solution for the aforementioned Issue 1. However,
these methods exploit a strong assumption that all nodes can
be active only once in a working cycle. When each node can
be active arbitrary times per working cycle [16, 17, 22], these
methods cannot solve the aforementioned Issue 2 efficiently
and may result in a large redundancy.
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Thus, to avoid the above shortcomings, theMTB problem
in duty-cycled WSNs where nodes have arbitrary active time
slots per working cycle (MTBDCA problem) is studied in this
paper. To exploit nodes’ whole active time slots, an auxiliary
graph is designed and a novel kind of node covering problem,
i.e., minimum schedule node covering problem, is proposed.
Finally, a ln(Δ + 1)-approximation algorithm is proposed for
MTBDCA. The contributions of this paper are mainly listed
as follows.

(1) The MTBDCA problem is firstly formulated and
proved to be NP-hard and 𝑜(lnΔ)-inapproximable, where Δ
is the maximum degree in the network. An auxiliary graph
is designed to integrate nodes’ active time slots into the
network.

(2) In order to exploit nodes’ whole active time slots
for scheduling, a novel kind of node covering problem, i.e.,
minimum schedule node covering problem, is proposed and
proved to beNP-hard. An approximate algorithm is proposed
to solve it.

(3) An approximation algorithm with ratio of ln(Δ + 1) is
proposed for MTBDCA, where Δ is the maximum degree in
the network. An (ln(Δ + 1) + Δ)-approximation algorithm is
also proposed for all-to-all MTBDCA problem.

(4) The extensive simulations verify that the proposed
algorithm can achieve high performance in terms of energy
efficiency.

Compared to the conference version [23], this paper
not only investigates the all-to-all MTBDCA problem and
provide a (ln(Δ + 1) + Δ)-approximation algorithm for it but
also provides more details on the theoretical analysis, such
as the proof of the NP-hardness of the Minimum Schedule
Node Covering problem and the correctness of the broadcast
tree construction algorithm, which are important for the
completeness of the proposedmethods. Additionally, the new
experiments are also conducted to show some new findings
of the proposed methods.

The rest of this paper is organized as follows. The related
works are introduced in Section 2. Section 3 gives the net-
work model and problem definition. The proposed approx-
imate algorithm for MTBDCA is presented in Section 4. The
simulation results and conclusion are given in Sections 5 and
6.

2. Related Works

The Minimum-Transmission Broadcasting (MTB) problem
has drawn a lot of attentions from researchers. When each
node always keeps awake, the MTB problem in WSNs are
mainly studied by [7–15]. The NP-hardness of MTB problem
was first proved in [7], where a tree-based structure is used
to disseminate the messages. After that, the MCDS-based
(Minimum Connected Dominate Set) scheme is used to
further reduce the redundancy by minimizing the number
of senders in the broadcast tree [8–10]. Lou et al. [11, 12]
proposed a Dominant Pruning scheme and a quasi-local
forward-node-set-based scheme to reduce the redundancy.
The multipoint relay scheme is introduced for MTB in [13–
15], which can determine a small set of forwarding nodes in
a localized way. Since CDS is the core of the algorithms for

MTB, Wan et al. proposed an 8-approximation algorithm in
[24]. With a two-phase constructing approach, they reduced
the approximation ratio to 6.8 in [25]. Recently, the CDS con-
struction problem in battery-free WSNs and the weakly CDS
construction problem are studied in [26–28]. However, these
methods are unsuitable for duty-cycled wireless networks.

In duty-cycled wireless networks, the MTB problem
are studied in [18–21]. The MTB problem in duty-cycled
networks was first proved to be NP-hard in [18]. In [18], a
centralized 3(lnΔ + 1)-approximation algorithm is proposed
by exploiting a set covering technique. After that, the authors
in [19, 20] proposed a level-based scheduling framework
and constructed the backbone according to nodes’ level
information to reduce the number of transmissions. Recently,
the authors in [21] found that the number of transmissions
can be further improved if a depth-first search is conducted
on the forwarding nodes. Based on this, they proposed an
efficient broadcasting algorithm outperforms the previous
ones. However, these methods all assume that all nodes
can active only once in a working cycle, which limits their
application. When each node has multiple active time slot in
a working cycle, the efficient algorithms have been proposed
for multicasting [16, 29], flooding [22], data aggregation [17],
and beaconing [30] in the duty-cycled networks, respectively.
Thus, it is very necessary and meaningful to study the
MTBDCA problem.

3. Problem Definition

Let 𝐺 = (𝑉, 𝐸) denote a duty-cycled WSN, where 𝑉 = {1, 2,
. . . , 𝑛} denotes all nodes and 𝐸 = {(𝑢, V) | 1 ≤ 𝑢, V ≤ 𝑛 &
𝑢 ̸= V} denotes the neighborhood relationship among nodes.
As discussed before, each node owns two states in such
network, i.e., the sleep state and the active state, and switches
between these two states cyclically. Let W denote a working
cycle which includes |W| time slots with same length, i.e.,
W = {0, 1, 2, . . . , |W| − 1}. And assume W(𝑢) denote the
working plan of node𝑢, which is defined as the set of the active
time slots of𝑢, i.e.,W(𝑢) = {𝑡1, 𝑡2, . . . , 𝑡𝑘} ⊆ {0, 1, . . . , |W|−1}.
If node 𝑢wants to receive a packet, it can only receive it when
it is active (i.e., the time slot 𝑡 ∈ W(𝑢)). When it wants to
send a message, it can choose a time slot when the receiver is
awake to switch to the active state.The duty cycle is calculated
as |W(𝑢)|/|W|. Table 1 lists the major symbols used in this
paper.

As for MTB problem in duty-cycled WSNs, one not only
needs to construct a broadcast tree which is rooted at the
source node 𝑠, but also computes theTransmitting Schedule of
each nonleaf node to informs its children while the number
of transmissions is minimized. Before giving the formal
definition of Transmitting Schedule, some notations used in
this paper should be clarified. Assume 𝑁𝐵(𝑢) denote the set
of 𝑢’s one-hop neighbors in𝐺. And let𝑇 denote the broadcast
tree; 𝑛𝑙(𝑇) and 𝑐ℎ(𝑢) denote the set of nonleaf nodes and the
set of 𝑢’s children in the broadcast tree, respectively. Then we
can have,

Definition 1 (transmitting schedule). Given any node 𝑢 ∈ 𝑉,
let 𝑠𝑐ℎ(𝑢) = [𝑢, 𝑡, 𝑐ℎ(𝑢, 𝑡)] denote node 𝑢’s one transmitting
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Table 1: Symbols and notations.

Notation Description
𝐺 = (𝑉, 𝐸) a duty-cycled WSN
𝑛 the number of nodes in the network
W a working cycle
W(𝑢) node 𝑢’s working plan
𝑠𝑐ℎ(𝑢) node 𝑢’s transmitting schedule
𝑐ℎ(𝑢, 𝑡) the set of node 𝑢’s children which can be reached at time 𝑡
𝑐ℎ(𝑢) the set of all child nodes of node 𝑢
S(𝑢) all the transmitting schedules of node 𝑢
𝑇 the broadcast tree of 𝐺
S = (𝑇,S(𝑇)) the broadcast schedules of 𝐺
G = (𝑉󸀠, 𝐸󸀠) the auxiliary graph of 𝐺
𝑎𝑢,𝑖 the 𝑖-th schedule node of V
𝑎𝑢,𝑖.𝑝 the schedule node 𝑎𝑢,𝑖’s primary node
𝑎𝑢,𝑖.𝑡 the schedule node 𝑎𝑢,𝑖’s transmitting time slot
𝑅(𝑎𝑢,𝑖) the set of primary nodes which can be reached by 𝑎𝑢,𝑖
𝐴𝑆 the set of schedule nodes for the MSNC problem
𝐴𝑃 the set of all primary nodes of whose schedule node in 𝐴𝑆
𝐿(𝑢) the level of node 𝑢
𝑇𝑢 the subtree rooted at node 𝑢
𝑁𝐵(𝑢) the set of node 𝑢’s neighbors
𝜓 the average number of neighbors in 𝐺
Δ the maximum node degree of 𝐺

schedule, in which for any node V ∈ 𝑐ℎ(𝑢, 𝑡), we have (𝑢, V) ∈
𝐸 and 𝑡%|W| ∈W(V).

Given a transmitting schedule 𝑠𝑐ℎ(𝑢), it means that
node 𝑢 can deliver the message to all the nodes in 𝑐ℎ(𝑢, 𝑡)
through only one transmission at time slot 𝑡. To receive the
message, each node V ∈ 𝑐ℎ(𝑢, 𝑡) is able to wake up at time
slot 𝑡 (𝑡%|W| ∈ W(V)). Note that a node may have several
transmitting schedules, then we can find that 𝑐ℎ(𝑢) =
⋃𝑠𝑐ℎ(𝑢)∈S(𝑢) 𝑠𝑐ℎ(𝑢).𝑐ℎ(𝑢, 𝑡), where S(𝑢) is the set of all trans-
mitting schedules of 𝑢.

Thus, the MTB problem in duty-cycled WSNs where
nodes have arbitrary active time slots per working cycle
(MTBDCA) is to compute a broadcast tree 𝑇 and calculate
one or several transmitting schedules for nonleaf nodes in
the broadcast tree, i.e., S(𝑇), with minimum number of
transmissions. The broadcast tree 𝑇 and the transmitting
schedules of each nonleaf node S(𝑇) are called a broadcast
schedule. It can be formalized as follows.

Input:
(1) A duty-cycled network 𝐺 = (𝑉, 𝐸) and a source node
𝑠.

(2) Theworking plans for all nodes, i.e., {W(V) | ∀V ∈ 𝑉}.
Output: The broadcast schedule S𝑚𝑖𝑛 = {𝑇,S(𝑇)}, where

S(𝑇) = {S(𝑢) | ∀𝑢 ∈ 𝑛𝑙(𝑇)}, where
(1) 𝑇 is rooted at the source node 𝑠 and spanning all of

the nodes in 𝑉.

(2) For any 𝑠𝑐ℎ(𝑢) ∈ S(𝑢) and S(𝑢) ∈ S(𝑇), 𝑠𝑐ℎ(𝑢)
satisfies the conditions in Definition 1.

(3) The number of total transmissions, i.e.,
∑S(𝑢)∈S(𝑇) |S(𝑢)|, is minimized.

Theorem 2. The MTBDCA problem is NP-hard and there
exists no polynomial-time approximation algorithm with
ratio of (1 − 𝑜(1)) lnΔ for MTBDCA unless 𝑁𝑃 ⊆
𝐷𝑇𝐼𝑀𝐸(𝑛𝑂(log log 𝑛)), where Δ is the maximum degree in the
network.

Proof. We prove the NP-hardness of MTBDCA by showing
that the Minimum Set Cover (MSC) problem can be mapped
to one of its special cases. It has been proved that the MSC
problem [29] is NP-hard and there exists no polynomial-
time algorithm with ratio of (1 − 𝑜(1)) ln𝑁 unless 𝑁𝑃 ⊆
𝐷𝑇𝐼𝑀𝐸(𝑛𝑂(log log 𝑛)), where𝑁 is the size of theMSC problem.
Consider a special case of MTBDCA, where there is only one
source node 𝑠 along with its neighbors in the network and all
the neighbors are only connected to 𝑠. Thus, source node 𝑠
can choose a set of active time slots to cover all its neighbors.
In this case, the MTBDCA problem is equivalent to the MSC
problem. The theorem is proved.

4. Approximation Algorithm for MTBDCA

In this section, we will introduce an algorithm with approx-
imation ratio of ln(Δ + 1) for MTBDCA, which includes
the following steps: (1) The auxiliary graph is designed and
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Figure 1: An example of the auxiliary graph. Figure 1 is reproduced from Chen et al. (2018) (under the Creative Commons Attribution
License/public domain).

constructed to integrate nodes’ active time slots into the
network. (2) AMinimum Scheduling Node Covering problem
is designed for multiple active time slot scheduling and
an approximate algorithm is proposed for it. (3) A pseudo
broadcast tree which contains nodes’ schedule information is
obtained on the constructed auxiliary graph. (4) A broadcast
schedule forMTBDCAproblem is computed according to the
pseudo broadcast tree.

4.1. Constructing an Auxiliary Graph. In order to inte-
grate nodes’ working plan into the network and construct
the broadcast tree, an Auxiliary Graph is first designed
based on the duty-cycled network 𝐺. Different from the
duty-cycled network, a new kind of node is introduced
in the auxiliary graph, i.e., Schedule Node. It is used
to calculate the transmitting schedules for the nonleaf
nodes.

In this paper, let 𝑎𝑢 denote a schedule node of 𝑢 (𝑢 ∈ 𝑉)
(For simplicity, node 𝑢 is called the primary node of 𝑎𝑢).
Each schedule has two properties, i.e., (𝑎𝑢.𝑝, 𝑎𝑢.𝑡), where 𝑎𝑢.𝑝
denotes the schedule node’s primary node and 𝑎𝑢.𝑡 denotes
its transmitting time slot. The auxiliary graph is defined as
follows.

Definition 3 (auxiliary graph). Given a duty-cycled network
𝐺 = (𝑉, 𝐸), the auxiliary graph G = (𝑉󸀠, 𝐸󸀠) is a directed
graph which contains nodes’ active time slots. The set 𝑉󸀠
includes two kinds of nodes (primary node and schedule
node) and 𝐸󸀠 is the set of all edges. They are constructed as
follows:

(i) Initially, 𝑉󸀠 = 𝑉, 𝐸󸀠 = 0.
(ii) For any node 𝑢 ∈ 𝑉 and time 𝑡󸀠 ∈ ⋃V∈𝑁𝐵(𝑢)W(V), we

create a schedule node 𝑎𝑢,𝑖 (1 ≤ 𝑖 ≤ |⋃V∈𝑁𝐵(𝑢)W(V)|).
Its two properties are set as (𝑢, 𝑡󸀠) (i.e., 𝑎𝑢,𝑖.𝑝 = 𝑢 and
𝑎𝑢,𝑖.𝑡 = 𝑡󸀠). Let Υ(𝑢) denote the set of 𝑢’s schedule
nodes, and then 𝑉󸀠 = 𝑉󸀠⋃𝑢∈𝑉Υ(𝑢).

(iii) For any node 𝑢 ∈ 𝑉 and schedule node 𝑎𝑢,𝑖 ∈ Υ(𝑢),
create an edge from 𝑢 to 𝑎𝑢,𝑖. Let 𝐸󸀠𝑢 = {(𝑢, 𝑎𝑢,𝑖) | 𝑎𝑢,𝑖 ∈
Υ(𝑢)}, then 𝐸󸀠 can be updated as 𝐸󸀠 = ⋃𝑢∈𝑉 𝐸󸀠𝑢.

(iv) Let V be a one-hop neighbors of 𝑢 in 𝐺. For each
schedule node 𝑎𝑢,𝑖 ∈ Υ(𝑢), add an directed edge
(𝑎𝑢,𝑖, V) in G if 𝑎𝑢,𝑖.𝑡 ∈ W(V). Let 𝑅(𝑎𝑢,𝑖) denote the
set of such node V. Actually, it denotes the nodes can
be reached by 𝑎𝑢,𝑖.𝑝 at time slot 𝑎𝑢,𝑖.𝑡. Andwe can have
𝐸󸀠 = 𝐸󸀠⋃𝑢∈𝑉{⋃𝑎𝑢,𝑖∈Υ(𝑢) 𝐸

󸀠
𝑎𝑢,𝑖
}, where 𝐸󸀠𝑎𝑢,𝑖 = {(𝑎𝑢,𝑖, V) |

V ∈ 𝑅(𝑎𝑢,𝑖)}.

Note that, the auxiliary graph is directed, where the edges
are either started from the primary node 𝑢 to its schedule
nodes in Υ(𝑢), or started from a schedule node 𝑎𝑢,𝑖 to the
primary nodes it can reach at time 𝑎𝑢,𝑖.𝑡, i.e., 𝑅(𝑎𝑢,𝑖). For
example, there is a simple duty-cycled network in Figure 1(a)
and the number in the braces denotes nodes’ working plan.
According to Definition 3, its auxiliary graph is constructed
as in Figure 1(b). As for node V, there are two neighbors
and the union of the active time slots of these neighbors
are {1, 3, 5}. Then, three schedule nodes 𝑎V,1, 𝑎V,2 and 𝑎V,3 are
created, and their properties are set as (V, 1), (V, 3) and (V, 5).
As we can see time slot 1 is only included in the working plan
of node 𝑢, then there is an edge from node V to 𝑎V,1 and an
edge from 𝑎V,1 to node 𝑢. The pseudo code for constructing
the auxiliary graph is shown in Algorithm 1.

The size of the auxiliary graph is analyzed inTheorem 5.

Lemma 4. Any schedule node in the auxiliary graph G can
connect to at most Δ primary nodes.

Proof. According to Definition 3, a schedule node 𝑎𝑢,𝑖 is
connected to 𝑢’s neighboring nodes which have the active
time slot 𝑎𝑢,𝑖.𝑡 in its working plan. Obviously, there are at
most Δ such nodes. Since the auxiliary graph is directed,
thus, the schedule node 𝑎𝑢,𝑖 can connect to at most Δ primary
nodes.
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Input: The duty-cycled network 𝐺 = (𝑉, 𝐸), and the source node 𝑠;
Output: The auxiliary graphG = (𝑉󸀠, 𝐸󸀠);
(1) 𝑉󸀠 ←󳨀 𝑉, 𝐸󸀠 ←󳨀 0;
(2) for ∀𝑢 ∈ 𝑉 do
(3) 𝑆 ←󳨀 ⋃

V∈𝑁𝐵(𝑢)
W (V);

(4) 𝑖 ←󳨀 1;
(5) for ∀𝑡󸀠 ∈ 𝑆 do
(6) 𝑉󸀠 = 𝑉󸀠 ∪ {𝑎𝑢,𝑖};
(7) 𝐸󸀠 = 𝐸󸀠 ∪ {(𝑢, 𝑎𝑢,𝑖)};
(8) 𝑎𝑢,𝑖.𝑝 ←󳨀 𝑢, 𝑎𝑢,𝑖.𝑡 ←󳨀 𝑡󸀠;
(9) 𝑅(𝑎𝑢,𝑖) ←󳨀 {V | V ∈ 𝑁𝐵(𝑢)&𝑎𝑢,𝑖.𝑡 ∈W(V)};
(10) for ∀V ∈ 𝑅(𝑎𝑢,𝑖) do
(11) 𝐸󸀠 = 𝐸󸀠 ∪ {(𝑎𝑢,𝑖, V)};
(12) end for
(13) 𝑖 ←󳨀 𝑖 + 1;
(14) end for
(15) end for
(16) returnG;

Algorithm 1: Algorithm for constructing the auxiliary graph.

Theorem 5. The number of nodes and edges in the auxiliary
graph G are at most (1 + |W|) × 𝑛 and (1 + Δ) × 𝑛 × |W|,
respectively, where |W| denotes the length of a working period
and 𝑛 = |𝑉| is the number of nodes of the original graph.

Proof. Firstly, according to Definition 3, a schedule node is
created for each primary node 𝑢 and each time slot 𝑡 ∈
⋃V∈𝑁𝐵(𝑢)W(V). Since there are at most |W| time slots in
⋃V∈𝑁𝐵(𝑢)W(V), then there are at most |W| schedule nodes for
each primary node. Thus, the number of nodes in G can be
calculated as

󵄨󵄨󵄨󵄨󵄨𝑉
󸀠󵄨󵄨󵄨󵄨󵄨 = |𝑉| +

󵄨󵄨󵄨󵄨𝑉𝑠
󵄨󵄨󵄨󵄨 = 𝑛 + ∑

𝑢∈𝑉

|W| ≤ 𝑛 + 𝑛 × |W|

≤ (1 + |W|) × 𝑛
(1)

where |𝑉𝑠| is the number of schedule nodes.
Secondly, for any primary node 𝑢, there is an edge

between 𝑢 and 𝑎𝑢,𝑖 (𝑎𝑢,𝑖 ∈ Υ(𝑢)) according to Definition 3,
which is included in 𝐸󸀠𝑢. And for any schedule node 𝑎𝑢,𝑖, there
are at most Δ edges from 𝑎𝑢,𝑖 to the primary nodes in 𝑅(𝑎𝑢,𝑖).
Then, we can have

󵄨󵄨󵄨󵄨󵄨𝐸
󸀠󵄨󵄨󵄨󵄨󵄨 = ∑
𝑢∈𝑉

󵄨󵄨󵄨󵄨󵄨𝐸
󸀠
𝑢

󵄨󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
⋃
𝑢∈𝑉

{
{
{

⋃
𝑎𝑢,𝑖∈Υ(𝑢)

𝐸󸀠𝑎𝑢,𝑖
}
}
}

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∑
𝑢∈𝑉

|Υ (𝑢)| + ∑
𝑢∈𝑉

(|Υ (𝑢)| × Δ)

≤ (1 + Δ) × 𝑛 × |W|

(2)

4.2. Minimum Schedule Node Covering Problem. In this
subsection, we will introduce a new kind of problem, i.e.,
Minimum Scheduling Node Covering problem. It tries to cover

all the nonsource primary nodes in the auxiliary graph with
minimum schedule nodes. The new problem can be defined
as follows.

Definition 6 (minimum schedule node covering problem
(MSNC)). Given a source node 𝑠 and an auxiliary graph G,
the MSNC problem is objected to compute a set of schedule
nodes, i.e., 𝐴𝑆, which satisfies the following conditions:

(1) For each node 𝑢 ∈ 𝑉& 𝑢 ̸= 𝑠, there must exist
a schedule node in 𝐴𝑆, i.e., 𝑎V, which satisfies that
𝑢 ∈ 𝑅(𝑎V) (𝑅(𝑎V) is the set of primary nodes which
can be reached by 𝑎V).

(2) The size of 𝐴𝑆, i.e., |𝐴𝑆|, is minimized.

Theorem 7. The MSNC problem is NP-hard and there exists
no polynomial-time approximation algorithmwith ratio of (1−
𝑜(1)) lnΔ for MSNC unless𝑁𝑃 ⊆ 𝐷𝑇𝐼𝑀𝐸(𝑛𝑂(log log 𝑛)).

Proof. We prove the NP-hardness of the MSNC problem by
showing that the MSC problem can be mapped to one of its
special cases. For example, Figure 2(a) gives an example of
MSC, in which 𝑈 = {𝑑1, 𝑑2, . . . , 𝑑𝑛} is the universe of all 𝑛
elements and set 𝑆 = {𝑆1, 𝑆2, . . . , 𝑆𝑚} denotes 𝑚 subsets of 𝑈.
An edge is created between 𝑑𝑖 and 𝑆𝑘 if 𝑑𝑖 (1 ≤ 𝑖 ≤ 𝑛) ∈
𝑆𝑘 (1 ≤ 𝑘 ≤ 𝑚). The MSC problem is then to calculate a set
of minimum nodes from 𝑆 to cover all the nodes in 𝑈.

To prove the NP-hardness of MSNC, a simple graph with
a source node 𝑠 and its neighboring nodes 𝑑𝑖 (1 ≤ 𝑖 ≤ 𝑛) is
constructed. The working plan of each node is set as follows:
(1) Initially, the working schedule of 𝑑𝑖 (1 ≤ 𝑖 ≤ 𝑛) is set null;
(2) If 𝑑𝑖 (1 ≤ 𝑖 ≤ 𝑛) ∈ 𝑆𝑘 (1 ≤ 𝑘 ≤ 𝑚), thenW(𝑑𝑖) =W(𝑑𝑖) ∪
{𝑘}. Then, the corresponding auxiliary graph is shown in
Figure 2(b), where 𝑆𝑘 (1 ≤ 𝑘 ≤ 𝑚)denote the schedule nodes.
Then the MSNC problem is equivalent to the MSC problem,
which is proved to NP-hard. The theorem is proved.
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Figure 2: The example of MSNC problem. Figure 2 is reproduced from Chen et al. (2018) (under the Creative Commons Attribution
License/public domain).

Input: The auxiliary graphG, and the source node 𝑠;
Output:The set of schedule nodes 𝐴𝑆;
(1) 𝑉𝑝 ←󳨀 𝑉 − {𝑠}, 𝐴𝑆 ←󳨀 0;
(2) 𝑉𝑠 ←󳨀 all the schedule nodes inG;
(3) while 𝑉𝑝 ̸= 0 do
(4) 𝑎V = argmax

𝑎𝑢∈𝑉𝑠

󵄨󵄨󵄨󵄨󵄨𝑅 (𝑎𝑢) ∩ 𝑉𝑝
󵄨󵄨󵄨󵄨󵄨;

(5) 𝐴𝑆 ←󳨀 𝐴𝑆 ∪ {𝑎V};
(6) 𝑉𝑝 ←󳨀 𝑉𝑝 − (𝑅(𝑎V) ∩ 𝑉𝑝);
(7) 𝑉𝑠 ←󳨀 𝑉𝑠 − {𝑎V};
(8) end while
(9) return 𝐴𝑆;

Algorithm 2: Approximate algorithm for MSNC problem.

To solve the MSNC problem, we exploit the greedy
set covering method [31] and choose the schedule node
iteratively. Initially, 𝐴𝑆 is set 0 and 𝑉𝑝 is set 𝑉 − {𝑠}. In
each loop, the schedule node which has maximum adjacent
uncovered primary nodes, i.e., 𝑎V = argmax 𝑎𝑢∈𝑉𝑠 |𝑅(𝑎𝑢) ∩𝑉𝑝|,
is found. Then, the schedule node 𝑎V is added to 𝐴𝑆, i.e.,
𝐴𝑆 = 𝐴𝑆 ∪ {𝑎V}, and the covered primary nodes are removed
from 𝑉𝑝. This process repeats until there are no uncovered
primary nodes in 𝑉𝑝. The detailed procedure is shown in
Algorithm 2. Since a schedule node can connect to at most Δ
primary nodes, then Algorithm 2 can have an approximation
ratio of ln(Δ + 1) [31].

4.3. Generating the Pseudo Broadcast Tree. After obtaining
the set of schedule nodes 𝐴𝑆, a Pseudo Broadcast Tree in the
auxiliary graph is then constructed to connect all schedule
nodes in 𝐴𝑆 and these schedule nodes’ primary nodes. The
pseudo broadcast tree is mainly constructed by two steps: (1)
The schedule nodes in 𝐴𝑆 and their primary nodes are first
organized into several subtrees; (2) These subtrees are then
merged into one primary tree.

Assume 𝐿(V) is the level of each node V (including the
primary nodes and schedule nodes in the auxiliary graph).
The above step (1) works as follows.

Initially, the level of source node 𝑠 is set 0, i.e., 𝐿(𝑠) = 0.
Then, a breadth-first search is conducted from 𝑠 level by level.

Second, let 𝐴𝑃 = {𝑎V.𝑝 | 𝑎V ∈ 𝐴𝑆} denote the set of
primary nodes whose schedule nodes is in 𝐴𝑆. If 𝑠 is not
included in 𝐴𝑃, add 𝑠 into 𝐴𝑃, i.e., 𝐴𝑃 = 𝐴𝑃 ∪ {𝑠}.

Third, let 𝑢 be the primary node with the smallest level in
𝐴𝑃 and 𝑇𝑢 denote the subtree rooted at 𝑢. Add 𝑢 into 𝑇𝑢 at
the beginning, i.e., 𝑇𝑢 = 𝑇𝑢 ∪ {𝑢}. Then we can construct 𝑇𝑢
by the following:

(1) For any primary node𝑚 in 𝑇𝑢 ∩𝐴𝑃, let𝐴𝑆(𝑚) = {𝑎V |
𝑎V ∈ 𝐴𝑆& 𝑎V.𝑝 = 𝑚} be the set of schedule nodes
which are contained in 𝐴𝑆 and their primary node is
𝑚.

(2) For any schedule node 𝑎𝑚 ∈ 𝐴𝑆(𝑚), add it into the
subtree 𝑇𝑢, i.e., 𝑇𝑢 = 𝑇𝑢 ∪ {𝑎𝑚} and create an edge
from𝑚 to schedule node 𝑎𝑚. Let 𝑛 be a primary node
in 𝑅(𝑎𝑚) and not included in any subtrees, add it into
subtree 𝑇𝑢, i.e., 𝑇𝑢 = 𝑇𝑢 ∪ {𝑛} and create an edge from
schedule node 𝑎V to 𝑛.

(3) Delete the primary node𝑚 from 𝐴𝑃, i.e., 𝐴𝑃 = 𝐴𝑃 −
{𝑚}.

The above three steps repeat until there are no nodes in
𝑇𝑢 ∩ 𝐴𝑃. Then, we will choose another primary node with
the smallest level in 𝐴𝑃 to begin the above process. Note that
several subtrees may be generated in this step. Finally, when
𝐴𝑃 is empty, all the schedule nodes in 𝐴𝑆 and the primary
nodes in 𝐴𝑃 are included in these subtrees.

Next, we will introduce the method to merge these
subtrees.

Let 𝑇𝑅 denote the set of roots of these subtrees and the
source node 𝑠 is also included in 𝑇𝑅. The objective of this
process is to merge all the subtrees into the tree which is
rooted at 𝑠, i.e., 𝑇𝑠. Note that 𝑇𝑠 may include only one node at
the beginning. Delete 𝑠 from𝑇𝑅.Themerging processmainly
works as follows.

Case 1. If there is a node𝑚 in𝑇𝑠 and one of its schedule nodes,
i.e., 𝑎𝑚, that can cover most root nodes in 𝑇𝑅, then create an
edge from 𝑚 to 𝑎𝑚, and connect these root nodes in 𝑇𝑅 to
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Figure 3: The example of the merging process. Figure 3 is reproduced from Chen et al. (2018) (under the Creative Commons Attribution
License/public domain).

schedule node 𝑎𝑚, which is shown in Figure 3(a). Delete these
root nodes from 𝑇𝑅.
Case 2. Assume 𝑢 is the root node with the smallest level in
𝑇𝑅. There must exists a neighbor of 𝑢 (i.e., 𝑥 ∈ 𝑁𝐵(𝑢)) in the
original graph and the primary node 𝑥 is not in 𝑇𝑠. But it can
be reached by a primary node in𝑇𝑠, i.e.,𝑚, just as the example
shown in Figure 3(b). Let the schedule node of 𝑚 which can
reach 𝑥 be 𝑎𝑚, i.e., 𝑥 ∈ 𝑅(𝑎𝑚). Create an edge from 𝑚 to 𝑎𝑚
and an edge from 𝑎𝑚 to 𝑥. After that, let the schedule node
of 𝑥 that can reach 𝑢 be 𝑎𝑥, then create an edge from 𝑥 to 𝑎𝑥
and an edge from 𝑎𝑥 to 𝑢. Let the subtree contains 𝑥 be 𝑇𝑤;
remove node 𝑥 from 𝑇𝑤. Delete 𝑢 from 𝑇𝑅.

The above process repeats until all the subtrees are added
to 𝑇𝑠 either by Case 1 or Case 2. And then the pseudo
broadcast tree is constructed completely. The correctness of
this merging process can be verified byTheorem 10.

Lemma 8. Let 𝑙 denote the level of node 𝑥 in the auxiliary
graph. If𝑥 is a primary node, then 𝑙 is even, and if𝑥 is a schedule
node, then 𝑙 is odd.
Proof. First, we prove that if 𝑥 is a primary node, then 𝑙
is even. It can be easily verified that there exists a level of
schedule nodes between two contiguous level of primary
nodes when conducting the breadth-first search initiated
from the source node 𝑠. Since the level of the source node 𝑠 is
0, i.e.,𝐿(𝑠) = 0 at the beginning, then all the schedule nodes of
𝑠must be level 1, and then the primary nodes reached by these
schedule nodes have the level 2. Actually, let the hop-distance
from a primary node 𝑢 to node 𝑠 in the original network be
𝑘, then we can find the level of the primary node 𝑢 in the
auxiliary graph must be 2𝑘, which is even.

Second, since the schedule nodes can only be reached by
its corresponding primary nodes, whose level is even, then
the level of the schedule nodes must be odd.

Therefore, in the generated breadth-first tree, the level of
the primary nodes is even and the level of the schedule nodes
is odd.

Lemma 9. For any node V in the subtree rooted at node 𝑢, i.e.,
𝑇𝑢, we have 𝐿(V) ≥ 𝐿(𝑢) − 2.

Proof. First, we prove that, for any primary node V in the
subtree rooted at node 𝑢, we have 𝐿(V) ≥ 𝐿(𝑢) − 2. According

to the construction of subtree, we canfind that the root node𝑢
must be a primary node in𝐴𝑝. Since one of its schedule nodes
can reach a node whose level is less than 𝑢, i.e.,𝑤, then we can
have 𝐿(𝑤) = 𝐿(𝑢)−2. Assume there exist a primary node, i.e.,
𝑤, that 𝐿(𝑤) < 𝐿(𝑢)−2.Then theremust exist a schedule node
𝑎𝑥 in𝐴𝑆 that covers primary node𝑤. According to Lemma 4,
then we can have 𝐿(𝑤) − 1 ≤ 𝐿(𝑎𝑥) ≤ 𝐿(𝑤) + 1, that is,
𝐿(𝑎𝑥) < 𝐿(𝑢)−3.The level of the primary node of the schedule
node 𝑎𝑥, i.e., 𝑥, can be calculated as 𝐿(𝑥) = 𝐿(𝑎𝑥) + 1, which
is less than 𝐿(𝑢)−2. Since 𝑎𝑥 is in𝐴𝑆, then we can also have 𝑥
is in 𝐴𝑃. However, when subtree 𝑇𝑢 is constructed, primary
node𝑢has the smallest level, thenwehave𝐿(𝑥) ≥ 𝐿(𝑢), which
is a contradiction.Therefore, the level of all the primary nodes
is no less than 𝐿(𝑢) − 2.

Second, since the level of the schedule nodes are larger
than level of its primary nodes, thus, the level of all schedule
nodes is also no less than 𝐿(𝑢) − 2.

Therefore, for any node V in the subtree rooted at node 𝑢,
we have 𝐿(V) ≥ 𝐿(𝑢) − 2. The lemma is proved.

Theorem 10. For any subtree rooted at node 𝑢, it can be
merged into 𝑇𝑠.

Proof. First, according to themerging process, if there exists a
schedule node 𝑎𝑥, whose primary node is included in 𝑇𝑠 and
can reach node 𝑢, then the subtree rooted at node 𝑢 will be
merged into 𝑇𝑠 as in Case 1.

Second, we will prove that if there does not exist such
a schedule node, then there must exists a primary node 𝑚
as in the Case 2. Let the set of the primary nodes whose
level is less than the one of 𝑢 and can reach node 𝑢 by some
of their schedule nodes be 𝑃𝑢𝑝(𝑢). Then, there must exist a
primary node in 𝑇𝑠, i.e.,𝑚, whose level is less than the one of
𝑃𝑢𝑝(𝑢), and can reach some node in 𝑃𝑢𝑝(𝑢), i.e., 𝑥, by some
of its schedule nodes. According to Lemma 9, the level of the
primary nodes in 𝑃𝑢𝑝(𝑢) is 𝐿(𝑢) − 2. Obviously, we can have
𝐿(𝑚) = 𝐿(𝑢) − 4. Let the subtree contain node 𝑚 be 𝑇𝑤.
According to Lemma 9, then we can have 𝐿(𝑤) ≤ 𝐿(𝑚) + 2 ≤
𝐿(𝑢) − 2. Since the primary node with the smallest level is 𝑢,
then the subtree 𝑇𝑤 and node 𝑚must have been included in
𝑇𝑠, which means the primary node𝑚 is existed.

Therefore, the subtrees except 𝑇𝑠 can be added to the
primary subtree 𝑇𝑠 either by Case 1 or Case 2. The theorem
is proved.
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Input: The duty-cycled network 𝐺 and the source node 𝑠;
Output: The broadcast schedule S;
(1) Constructing the auxiliary graphG as in Section 4.1 by integrating nodes’ active time slot into the network;
(2) Exploiting Algorithm 2 for the MSNC problem to obtain a minimum number of schedule nodes, i.e., 𝐴𝑆, to cover all the

primary nodes in the auxiliary graphG;
(3) Calculating a set of subtrees as in Section 4.3 with the scheduled nodes in 𝐴𝑆 to connect all the primary nodes inG;
(4) Merging all the subtrees into a pseudo broadcast tree which contains the scheduling information of all nodes, i.e., 𝑇𝑠;
(5) Transforming the pseudo broadcast tree 𝑇𝑠 to a broadcast schedule, i.e., S = {𝑇,S(𝑇)};
(6) returnThe broadcast schedule S;

Algorithm 3: Approximate Minimum-Transmission Broadcasting.

4.4. Calculating the Broadcast Schedule. Actually, the pseudo
broadcast tree constructed in the above subsection not only
includes the information of the broadcast tree but also
the scheduling information of nonleaf nodes. It can be
transformed to the broadcast schedule (including a broadcast
tree𝑇 and the transmitting schedules of nonleaf nodes) easily.

First, the broadcast tree 𝑇 can be obtained by removing
all the schedule nodes and create an edge from its father to all
of its child nodes in the generated pseudo broadcast tree 𝑇𝑠.

Second, the transmitting schedules of nonleaf nodes in 𝑇,
i.e.,S(𝑇) can be obtained according to the schedule nodes in
the pseudo broadcast tree. That is, for each schedule node 𝑎𝑢
in 𝑇𝑠, a transmitting schedule for node 𝑎𝑢.𝑝, i.e., [𝑎𝑢.𝑝, 𝑎𝑢.𝑡 +
𝜒 ∗ |W|, 𝑐ℎ(𝑎𝑢)] is added in S(𝑇), where 𝑐ℎ(𝑎𝑢) denotes the
set of children of schedule node 𝑎𝑢 in 𝑇𝑠, and 𝜒 is used for
collisions avoiding [32, 33] and data freshness guaranteed
during broadcasting, which can be just set as the level of node
𝑢 in the new broadcast tree 𝑇.

Now, the completeApproximateMinimum-Transmission
Broadcasting (i.e., AMTB) algorithm for MTBDCA prob-
lem is introduced and the detailed procedure is shown in
Algorithm 3.

4.5. Performance Analysis of AMTB Algorithm. The correct-
ness of AMTB is proved in Theorem 11, where the proof can
be found in the conference version [23].

Theorem 11. The broadcast schedule generated by AMTB is
complete and correct.

Theorem 12 gives the lower bound ofMTBDCA problem.
The approximation ratio of AMTB is proved in Theorem 13
and the proof of this theorem is available in the conference
version [23].

Theorem 12. The lower bound on the number of transmissions
of any optimal broadcast schedule for MTBDCA is at least
|𝐴𝑆|/ ln(Δ + 1), where |𝐴𝑆| denote the size of the obtained set
of schedule nodes by Algorithm 1.

Proof. Assume 𝑂𝑃𝑇 is the size for any optimal schedule for
MTBDCA problem. To finish the broadcasting process, all
nodes except the source need receive themessages from some
intermediate nodes. It means all the primary nodes in the
auxiliary graph except the primary node of the source need to
be covered at least once, then we can get𝑂𝑃𝑇 ≥ |𝐴𝑜𝑝𝑡𝑆 |, where

|𝐴𝑜𝑝𝑡𝑆 | denote the size of any optimal schedule for MSNC
problem. According to the above analysis, |𝐴𝑆| ≤ |𝐴𝑜𝑝𝑡𝑆 | ⋅
ln(Δ + 1). Thence, we can get𝑂𝑃𝑇 ≥ |𝐴𝑜𝑝𝑡𝑆 | ≥ |𝐴𝑆|/ ln(Δ + 1).
The theorem is proved.

Theorem 13. The approximation ratio of AMTB is at most
ln(Δ + 1).
Lemma 14. The time complexity of Algorithm 2 is at most
𝑂(𝑛2).
Proof. Since there are at most (1 + |W|) ∗ 𝑛 schedule nodes
in the auxiliary graph according to Lemma 8, then step (4) in
Algorithm 2 takes at most𝑂((1+ |W|) ∗𝑛) = 𝑂(𝑛) time (|W|
is often a constant). And there are atmost 𝑛−1 primary nodes
need to be covered, then the step (3) to (8) takes atmost𝑂(𝑛2)
time. Thus, the time complexity of Algorithm 2 is 𝑂(𝑛2).

Theorem 15. The time complexity of AMTB is 𝑂(𝑛2).

Proof. First, according to Lemma 8, it takes atmost𝑂(1+Δ)×
𝑛×|W| time to construct the auxiliary graph. SinceΔ and |W|
are often constant, then Algorithm 1 takes at most𝑂(𝑛) time.

Second, according to Lemma 14, it needs at most 𝑂(𝑛2)
time to return a set of minimum schedule nodes for MSNC
problem.

Third, to construct the pseudo broadcast tree, several
subtrees are first generated and then these subtrees are
merged into a single tree. Since there are at most 𝑂(𝑛) root
nodes, and each subtree takes at most𝑂(𝑛) time, then it takes
at most 𝑂(𝑛2) time to generate the subtrees. To merge these
subtrees, one need to choose a subtree to merged into 𝑇𝑠 at
each step,which takes atmost𝑂(𝑛) time, and there are atmost
𝑂(𝑛) subtrees. Thus, it takes at most 𝑂(𝑛2) time to merge the
subtrees.

Finally, the broadcast schedule can be obtained by search-
ing the broadcast tree, which takes at most 𝑂(𝑛) time.

Therefore, the time complexity of AMTB is O(𝑛+𝑛2+𝑛2+
𝑛) = 𝑂(𝑛2).

4.6. Discussion of Algorithms for All-to-All Broadcasting Prob-
lem. In the above subsections, the Minimum-Transmission
Broadcasting problem with only one source node is investi-
gated. Despite the one-to-all broadcasting problem, the all-
to-all broadcasting problem is also very important in wireless
networks [34], which is aimed at distributing the messages
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from all the nodes to all the other nodes. Similar as in [34],
we assume the size ofmessages is unbounded.Then the above
AMTB algorithm can still give an upper bound for the all-
to-all MTBDCA problem. It mainly works as follows. First,
all the messages are aggregated to a center node with the
data aggregation technique in [17]. Second, the aggregated
messages can be delivered to all the other nodes with the
AMTB algorithm. The proposed algorithm can achieve an
approximation ratio of ln(Δ + 1) + Δ, which is shown in
Theorem 16. As for the more efficient algorithms for all-to-all
MTBDCA problem, it will be investigated in our future work.

Theorem 16. The approximation ratio of the proposed algo-
rithm for all-to-all MTBDCA problem is ln(Δ + 1) + Δ.

Proof. Let 𝑂𝑃𝑇𝑎 and 𝑂𝑃𝑇1 be the number of transmissions
of the optimal solution for the all-to-all and one-to-all MTB-
DCA problem, respectively. In the above algorithm for all-
to-all MTBDCA problem, the data aggregation process takes
at most 𝑛 − 1 transmissions, and the broadcasting process
takes at most ln(Δ + 1) × 𝑂𝑃𝑇1 transmissions according
to Theorem 13. Then the total number of transmissions is
𝑛 − 1 + ln(Δ + 1) × 𝑂𝑃𝑇1. In addition, each node covers at
most 𝛿 neighbors in the AMTB algorithm, then we can have
𝑂𝑃𝑇1×Δ ≤ 𝑛. Since𝑂𝑃𝑇𝑎must be larger than𝑂𝑃𝑇1, then we
can have (𝑛−1+ (Δ+1)×𝑂𝑃𝑇1)/𝑂𝑃𝑇𝑎 ≤ (𝑂𝑃𝑇1 ×Δ+ ln(Δ+
1)×𝑂𝑃𝑇1)/𝑂𝑃𝑇1 ≤ ln(Δ+1)+Δ.The theorem is proved.

5. Simulation Results

In this section, we will evaluate the performance of AMTB
through extensive simulations. In the experiments, AMTB is
mainly compared with the following algorithms.

First, the existing algorithms designed for MTB problem
in duty-cycled networks, including the classical one, i.e.,
CSCA [18] and the recently proposed one, i.e., BRMS [21], are
both evaluated to demonstrate that the AMTB algorithm can
benefit from scheduling with nodes’ all active time slots.

Second, two baseline algorithms, i.e., CDS-based (Con-
nected Dominate Set) algorithm and SPT-based (Shortest
Path Tree) algorithm, are also implemented. In such two
algorithms, a CDS-based and SPT-based broadcast tree is
constructed firstly. Then, to reduce the number of transmis-
sions, we calculate the transmitting schedules of all forward-
ing nodes in the broadcast tree optimally by enumerating all
the possible results.

In the simulations,wemainly focus on the performance of
the number of transmissions of each algorithm under various
network topologies. Similar as in [30], the Networkx [35]
tool was used to test more complex networks and generate
different network topologies, where the number of sensor
nodes is set from 100 to 400. The duty cycle of each node is
set from 10% to 35% and the nodes’ working plan is generated
randomly to satisfy a wide range of configurations. In all the
simulation results, each plotted point represents the average
of 100 executions.

5.1. Impact of |𝑊|. First, the performance of each algorithm
under different length of working cycle (i.e., |W|) and

number of nodes (i.e., 𝑁) is evaluated. In this group of
experiments, the duty cycle is set 20% and the average
number of neighbors of each node is set 5.

Figure 4 shows the number of transmissions of each
algorithm when we vary the length of working cycle under
different network size. The number of nodes in Figures
4(a), 4(b), 4(c), and 4(d) is set as 100, 200, 300, and 400,
respectively. In all scenarios, the number of transmissions
of AMTB is much less than the one of other algorithms.
Compared to the recently proposed BRMS algorithm, the
number of transmissions of AMTB is decreased by 50%
on average. This is mainly due to AMTB can exploit the
whole active time slots among all neighbors for scheduling to
reduce the number of transmissions. Additionally, although
the CDS-based and SPT-based methods consider multiple
active time slots during scheduling, they perform even worse
than BRMS. This demonstrates that the performance can be
still be worse even exploiting the optimal scheduling method
if the broadcasting tree is not constructedwell.Thus onemust
choose the forwarding nodes carefully when constructing the
broadcasting tree.

Another finding is that when the length of working
cycle is increased and the duty cycle remains unchanged,
the number of transmissions of BRMS and CSCA method
is even more, while the one of the algorithms exploiting
multiple active slots for scheduling, i.e., AMTB, SPT-based,
and CDS-based method, is reduced. This is due to CSCA
and BRMS methods only exploit nodes’ first active time
slot for scheduling. However, the number of neighbors who
shares the same active time slot may be reduced when |W| is
increased. Actually, the number of active time slots in nodes’
working plan is increased, and AMTB, SPT-based and CDS-
basedmethod can benefit from the increased active time slots
to reduce the number of transmissions.

5.2. Impact ofDutyCycle. In this simulation, the performance
of each algorithm under different duty cycle is compared.The
length of nodes’ working cycle is equal to 20.

Figure 5 shows the number of transmissions of each
algorithm under different duty cycle. The number of nodes
is set from 100 to 400, and the results are shown in Figures
5(a), 5(b), 5(c), and 5(d). As we can see, AMTB perform
much better than all the othermethods in all scenarios, which
demonstrates its efficiency for MTBDCA problem. The SPT-
basedmethod still performsmuchworse than the others.This
demonstrates that the SPT-basedmethodmay be not suitable
for MTB problem in duty-cycled WSNs.

Another finding is that both the number of transmissions
of the existing methods (BRMS and CSCA) and the one of
AMTB is improved when we increase the duty cycle. This
is because the probability of the first active time slot of
neighbors being the same is increased when the duty cycle
is increased (which means the size of node’s working plan is
increased). Note that, if we further increase the duty cycle,
the number of transmissions of each method will still be
decreased until the duty cycle is increased to 1. In this case,
the MTBDCA problem is equal to the MTB problem in the
traditional WSNs, and the number of transmissions of each
method will be steadily.
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Figure 4: The number of transmissions when duty cycle is set 20%. Figure 4 is reproduced from Chen et al. (2018) (under the Creative
Commons Attribution License/public domain).

5.3. Impact of Neighbors. Finally, we exploit Networkx to
investigate the relationship between the number of transmis-
sions of each method and the average number of neighbors,
i.e., 𝜓. To compare, the number of nodes is set 200 and the
average number of neighbors is set 5 and 10 in two group of
experiments.

Figure 6 presents the number of transmissions of the
above algorithms under different length of working cycle,
where the duty cycle is set 20%. Firstly, as we can see
in Figures 6(a) and 6(b), the number of transmissions of
each method is decreased notably if we increase the average
number of neighbors in the network from 5 to 10. Although

the total number of nodes in the network is unchanged,
the nodes sharing the same active time slot is increased
when the number of neighbors is increased. As a result, the
required number of transmissions is reduced. Compared to
other methods, the proposed AMTB algorithm can reduce
the number of transmissions by 40%, which demonstrates
the efficiency of the proposed method. Similar to Figure 4,
the number of transmissions of BRMS and CSCA are both
increased when the length of working cycle is increased since
they only exploit nodes’ first active time slot for scheduling.

Figure 7 compares the number of transmissions of each
method when we set 𝑛 = 200 and 𝜓 = 10 and change
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Figure 5: The number of transmissions when |𝑊| is set 20.

the duty cycle. In this case, the trend of each method is
similar as in Figure 5, i.e., the number of transmissions of
each method is decreased when the duty cycle is increased.
And the number of transmissions of AMTB is much less
than the one of other methods. Comparing Figure 7(a) with
Figure 7(b), the number of transmissions of each method is
decreased notably (almost 50%) when the average number of
neighbors is increased.This demonstrates that the number of
transmissions is also highly related to the average degree in
the network.

6. Conclusion and Future Work

In this paper, the MTBDCA problem in duty-cycled wire-
less networks is investigated. It is proved to be NP-hard

and 𝑜(lnΔ)-inapproximable, where Δ denotes the maximum
degree in the network. An auxiliary graph and the minimum
schedule node covering problem is proposed to exploit nodes’
all active time slots for scheduling. Based on this, a ln(Δ +
1)-approximation algorithm is proposed for MTBDCA. The
efficiency of the proposed algorithm is demonstrated by
extensive simulations.

As for the future work, we will further investigate
the all-to-all MTBDCA problem, including providing a
more efficient algorithm for the all-to-all MTBDCA prob-
lem and studying the tight approximation ratio of the
proposed methods. The simulations will also be con-
ducted to demonstrate the efficiency of the proposed algo-
rithms.
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Figure 6: Performance analysis under different |W|.
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Figure 7: Performance analysis under different Duty Cycle.
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Currently, communications in the vehicular ad hoc network (VANET) can be established via both Dedicated Short Range
Communication (DSRC) and mobile cellular networks. To make use of existing Long Term Evolution (LTE) network in data
transmissions, many methods are proposed tomanage VANETs. Grouping the vehicles into clusters and organizing the network by
clusters are one of the most universal and most efficacious ways. Since the high mobility of vehicles makes VANETs different from
other mobile ad hoc networks (MANETs), the previous cluster-basedmethods for MANETsmay have trouble for VANETs. In this
paper, we introduce a center-based clustering algorithm to help self-organized VANETs forming stable clusters and decrease the
status change frequency of vehicles on highways and two metrics. A novel Cluster Head (CH) selection algorithm is also proposed
to reduce the impact of vehiclemotion differences.We also introduce twometrics to improve the security of VANETs. A simulation
is conducted to compare our mechanism to some other mechanisms. The results show that our mechanism obtains high stability
and lower packet loss rate.

1. Introduction

As a key component of Intelligent Transportation Systems
(ITS), vehicular ad hoc network (VANET) has attracted
plenty of researchers from different fields, and massive
research efforts have been made.

In VANETs, there are two types of communications [1].
VANETs enable both vehicle-to-vehicle (V2V) communica-
tions and vehicle-to-infrastructure (V2I) communications. In
VANETs, vehicles and the infrastructures, such as Roadside
Units (RSU) and application servers, exchange information
for navigation, safe driving, entertainment, and so on.

Generally, communications in VANETs are roughly cat-
egorized into two classes according to the adopted radio
interfaces. One class of approaches is based on Dedicated
Short Range Communication (DSRC). The other class is
based on existing cellular technology [2].

DSRC began to be used for V2V communication from
the 90s. It has a shortage in medium range, which is about
300 meters. It is inadequate for large-scale deployment

[3] because its coverage radius is not large enough. With
the rapid improvement of mobile cellular networks, some
researchers supposed to utilize the existing mobile cellu-
lar infrastructures and technologies for communications in
VANETs. Mobile cellular networks provide wider and larger
coverage, while their delay is longer than DSRC for real-
time information exchanges in local areas [4].Therefore, both
DSRC and mobile cellular networks cannot fully meet the
needs of ITS. As a result, VANETs support communication
not only via LTE but also via DSRC.

To make use of existing mobile cellular networks for
data transmissions, many methods are proposed to man-
age VANETs. However, if VANETs are fully managed by
infrastructures, low efficiency will be a big issue, while
fully decentralized VANETs must create a lot of overhead.
Therefore, VANETs usually combine some centralized parts
and decentralized parts. To decrease the overhead via DSRC
channels and the probability of LTE channel congestion,
VANETs are centralized by cellular-based connections and
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scheduling. Meanwhile, vehicles may also exchange messages
with their neighbors viaDSRC.Dividing vehicles into clusters
is a common and reasonable approach for VANETs man-
agement. In a cluster-based framework, vehicles are signed
into clusters. The range of a cluster is smaller or equal to
the range of 802.11p, so that vehicles in the same cluster
can exchange messages via DSRC. A single eNodeB manages
many clusters around it. Within a cluster, at least one vehicle
performs as a Cluster Head (CH) to collect information of
all Cluster Members (CM) via DSRC and exchanges data
with the eNodeB via TLE. This architecture decreases the
management overhead while utilizing both DSRC and LTE.

Compared to other MANETs, nodes in VANETs have
higher mobility and higher speed. Cluster reforming and
CH changing must be much more frequent than other
typical MANETs. To decrease the management overhead and
increase communication quality, the clustering algorithm for
VANETs should be able to form stable clusters. To achieve this
goal, in this paperwe propose a stable clustering algorithm for
VANETs.We propose a novel approach to form and maintain
stable clusters for VANETs on highways to avoid continual
cluster reforming. A center-based clustering algorithm is
used to locate the initial clusters’ centers. In every cluster,
a suitable CH is chosen by vehicles’ position, speed, and
maximal acceleration. A cluster maintenance algorithm is
proposed to keep CMs in its CH’s transmission range.

The rest of the paper is organized as follows. The Related
Work briefly reviews the current literature on clustering
algorithms in VANETs. The proposed scheme is detailed in
the Proposed Scheme.The simulation parameters, simulation
results, and analysis are shown in the Performance Evalua-
tion. In the Conclusion, we state the conclusion.

2. Related Work

In the literature, clustering is the process to group vehicles in
VANETS.

Ref. [5] proposes a method, named LTE4V2X, to orga-
nize vehicular networks. In the centralized vehicular net-
works, eNodeB manages vehicles in its coverage and divides
them into clusters. LTE4V2X protocol defines how the self-
organized network works. In LTE4V2X, eNodeB creates clus-
ters which contain the largest number of nodes circulating in
the same direction.

Ref. [6] extends LTE4V2X to increase information dis-
semination efficiency. It selects CH by the distance from
vehicles to eNodeB. Although, comparing to the original
approach, the complexity is lower and the LTE channel qual-
ity is higher, the power consumption of message exchanging
is not optimized. Nevertheless, [6] states that the system
can calculate the transmit power of DSRC channels by the
distance between vehicles so that the transmit power could
be dynamically adjusted.

Road condition affects the speed and direction of vehicles.
For example, vehicle’s speed is lower on the bumpy road than
a smooth road. Vehicle mobility is determined by human
behavior. Take a street connected megapolis and a village as
an example. In the morning, most vehicles move from the
village (home) to the megapolis (office). In the evening, most

vehicles run following the reverse path. Ref. [7] quantifies
temporal locality similarity to measure the relation of two
vehicles’ mobility. Then, they utilize the relation of vehicles’
movements to form stable clusters. The locality can also be
used for reducing energy consumption [8].

Ref. [9] proposes a clustering approach to minimize the
total power consumed by DSRC communications. They use
a weighted distance matrix to indicate power consumed
between each pair of vehicles. In this way, the CH selection
problem is formulated as a variant of the p-median problem
in graph theory [10]. In this approach, the number of clusters
𝑝 is determined first based on LTE coverage radius and
DSRC coverage radius.The𝑝 cluster zones are determined by
vehicle number and 802.11P coverage radius. p Cluster Heads
that are closet to the eNodeB are selected. Then, the system
dynamically selects new CH to minimize the transmission
power between CMs and CH based on weighted distance and
the p-median issue in graph theory. Although this approach
minimizes the power consumption within a single cluster, the
power consumption of V2I communications has not been
considered. The method to decide the zones is vague and
complicated. Moreover, this approach is not suitable for the
scenario that CMs not only send their information to CH but
also communicate among themselves.

Ref. [11] proposes a high-integrity file transfer scheme
for VANETs on highways named Cluster-based File Transfer
(CFT) scheme. In this scheme, CMs help their CH to
download file fragments and then transmit fragments to
the CH which requests the file. Since the very high speed
of vehicles on highways, CFT is a good approach to help
the vehicles download files which they have not enough
connection time to download. However, CFT just considers
the bidirection environment. In addition, with CFT CH
broadcasts its request to its neighbors; then, neighbors that
receive the invitation join the cluster and broadcast the
request to invite more vehicles to join the cluster until
there are enough vehicles. Therefore, CFT may not able to
apply in complicated environment, and it may cause network
congestions.

Ref. [12] proposes an evolutionary game theoretic (EGT)
framework for clustering and CH selecting. Their protocol
is based on game theory. They defined the net utility of a
CH to select the CH which may achieve high throughput. A
cluster size is added in the utility function for CH to optimize
the size of a cluster. Ref. [13] proposes an intelligent naive
Bayesian probabilistic estimation practice (ANTSC) method.
This method is based on the traffic flow. To increase the
stability of cluster, a CH must be in the lane having the
heaviest traffic flow. Naive Bayes algorithm is used to select
the CH which may make the cluster most stable. However,
[12] just compared the EGT clustering with one clustering
algorithm proposed in 2010. Both [12, 13] did not consider
the security of the network.

3. Proposed Scheme

3.1. Overview and Assumption. Clustering algorithm groups
a set of unlabeled nodes into clusters. In cluster-based
VANETs, all vehicles send their information to eNodeB.
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Figure 1: Communications within one cluster.

Then, eNodeB manages the vehicles by clusters. A CH acts as
a messenger to help eNodeB and CMs exchange information.

We assume all vehicles are able to communicate via both
LTE and DSRC. The size of cluster is smaller or equal to
the range of 802.11p, so that vehicles in the same cluster
can exchange messages via DSRC. DSRC coverage radius is
about 300 meters. LTE coverage radius is about 1 kilometer.
Therefore, a single eNodeB manages many clusters around it.
Within a cluster, a vehicle acts as a CH to collect information
of all CMs via 802.11p and exchanges datawith the eNodeB via
TLE. Figure 1 is a simplified view of a cluster-based vehicular
network.

For cluster in this paper, we have some assumptions:

(1) All vehicles have both LTE and 802.11p interfaces
(2) All vehicles are equipped with Global Positioning

System (GPS) devises. So, they have accurate geolo-
cations

(3) All vehicles know their destination, speed, and maxi-
mal acceleration

Based on the assumptions, we propose a center detection
based clustering algorithm. We group the vehicles in the
region where the density of vehicles is higher than other areas

into clusters with the help of blob detection method or an
improved high-degree algorithm. Some parameters, such as
speed and acceleration, are added to the CH selection metric
to make the cluster stabler and decrease the CH reselection
frequency.

3.2. Cluster Formation. In our proposed algorithm, in the
initialization stage of cluster formation, vehicles send beacon
messages to the eNodeB. The beacon message of one vehicle
contains the vehicle’s ID k, current position (𝑥𝑘, 𝑦𝑘), current
speed V𝑘, maximal acceleration 𝑎𝑘, and direction type 𝑡𝑘.

Direction type is decided by the angle from the current
position to the destination. For vehicle k, whose destination
position is (𝑥󸀠𝑘, 𝑦󸀠𝑘), the direction angle 𝜃𝑘 is

𝜃𝑘 = tan−1
𝑦󸀠
𝑘
− 𝑦𝑘

𝑥󸀠𝑘 − 𝑥𝑘 (1)

When 𝜃𝑘 ∈ [0∘, 90∘), 𝑡𝑘 = 1. When 𝜃𝑘 ∈ [90∘, 180∘), 𝑡𝑘 = 2.
When 𝜃𝑘 ∈ [180∘, 270∘), 𝑡𝑘 = 3. When 𝜃𝑘 ∈ [270∘, 360∘), 𝑡𝑘 =4. Vehicles that have different 𝑡 are managed, respectively.

The clustering algorithm is described in Algorithm 1.
After receiving the beacon messages, the system analyzes

vehicles’ position information and detects the centers of the
ranges where the vehicle density is higher than in other
areas. If the vehicle quantity or the vehicle density is not
very large, an improvedHighest-DegreeAlgorithm is applied.
Several vehicles which have more neighbors in their transmit
range are detected. We improve the original Highest-Degree
Algorithm to make sure the distance between any two
vehicles we detected is larger than the DRSC range. The
positions of detected vehicles will be the centers we use
in the clustering algorithm. Otherwise, when the vehicle
quantity and the vehicle density are very large, to decrease the
computing complexity and analyze time, the system draws
dots on the map to indicate vehicles. Then, we can carry out
the blob detection. The blob detection is able to detect the
regions where the gray pixel value is greater.Thus, we can use
the blob detection algorithm, e.g., [14], to detect the centers
of regions on the map where dot density is higher.

All vehicles whose distances to the center are not larger
than the range of DSRC are labeled as one cluster. Then,
the system selects one nearest intersection for every center
among all intersections that meet the following conditions:

(1) The distance from it to the points in 𝑃 is not smaller
than the range of DSRC

(2) The intersection is not in any cluster’s region

Vehicles near those selected intersections are grouped into
clusters. Then, eNodeB uses the same way to select inter-
sections near the selected intersections and groups vehicles.
After iterations, ungrouped vehicles are grouped into clusters.
The distance between two vehicles in the same cluster is
not larger than the range of DRSC. To further decrease
computing complexity, in line 8 of clustering algorithm, a
vehicle or infrastructure located in the center or intersection
can broadcast a request to invite neighbors to join the cluster.
In line 37, the chosen vehicle 𝑒 can broadcast an invitation
instead of calculating distance by the system.
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Input: Vehicle set V
Output: Initial clusters

1 Initialize center set C = 𝜙;
2 Locate the centers and add them into 𝐶;
3 Initialize point set 𝑃= 𝐶;
4 while 𝑃 ̸= 𝜙 do
5 foreach point 𝑝 in 𝑃 do
6 Initialize node set clusterp = 𝜙;
7 foreach vehicle e in 𝑉 do
8 if dep ≤ 𝑅 then
9 Add 𝑒 into clusterp;
10 Remove 𝑒 from 𝑉;
11 end
12 end
13 if clusterp ̸= 𝜙 then
14 Call Algorithm 2;
15 Return set clusterp;
16 Estimate Stc of the CH 𝑐 of clusterp;
17 if Stc is remarkable high then
18 Check all nodes in clusterp to detect attacker;
19 end
20 else
21 𝑐 check 𝑆

𝑎
value of each CM;

22 if Sam is remarkable high then
23 Report to the server;
24 end
25 end
26 Add the intersection nearest to 𝑝 which meets the conditions into 𝑃;
27 end
28 Remove 𝑝 from 𝑃;
29 end
30 end
31 while V ̸= 𝜙 do
32 foreach point c in C do
33 Select an element e in V nearest to c;
34 Initialize set clustere= {𝑒};
35 Remove e from V ;
36 Set e as CH;
37 foreach vehicle v in 𝑉 do
38 if 𝑑

𝑒V ≤ 𝑅 then
39 Add V into clustere;
40 Remove V from 𝑉;
41 end
42 end
43 Return clustere;
44 Estimate Stcof the CH e of clustere;
45 if Stc is remarkable high then
46 Check all nodes in clustere to detect attacker;
47 end
48 else
49 c check 𝑆

𝑎
value of each CM;

50 if Sam is remarkable high then
51 Report to the server;
52 end
53 end
54 end
55 end

Algorithm 1: Clustering algorithm.
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3.3. Cluster Head Selection. Compared to other MANETs,
VANETs have lower stability, because of the high mobility
of vehicles. Although we divide the vehicles with the help of
direction vector 󳨀→V 𝑘, the stability of clusters cannot be guar-
anteed. To select an appropriate CH which can increase the
cluster lifetime and decrease the CH reselecting frequency, a
relative mobility metric𝑀 is introduced for CH election.

For a vehicle k, which is in the cluster clusteri, the position
difference between it and all other 𝑁 vehicles in the same
cluster clusteri is

𝐷𝑘 =
𝑁

∑
𝑛=1

√(𝑥𝑘 − 𝑥𝑛)2 + (𝑦𝑘 − 𝑦𝑛)2 (2)

The speed difference between 𝑘 and all other𝑁 vehicles in the
same cluster is

𝑉𝑘 =
𝑁

∑
𝑛=1

󵄨󵄨󵄨󵄨V𝑘 − V𝑛
󵄨󵄨󵄨󵄨 (3)

The maximal acceleration difference between 𝑘 and all other
𝑁 vehicles in the same cluster is

𝐴𝑘 =
𝑁

∑
𝑛=1

󵄨󵄨󵄨󵄨𝑎𝑘 − 𝑎𝑛󵄨󵄨󵄨󵄨 (4)

The relative mobility metric𝑀 is

M𝑘 = 𝛼 𝐷𝑘
max {𝐷𝑛 | ∀𝑛 ∈ 𝐶𝑖} + 𝛽 𝑉𝑘

max {𝑉𝑛 | ∀𝑛 ∈ 𝐶𝑖}
+ 𝛾 𝐴𝑘

max {𝐴𝑛 | ∀𝑛 ∈ 𝐶𝑖} ,
(5)

where𝛼, 𝛽, and 𝛾 are weighted coefficients. 𝛼+𝛽+𝛾 = 1.They
can be adjusted to fit the different traffic conditions. When
the traffic condition is good and all vehicles are driving at
a similar speed, the distance between vehicles has a greater
effect. Thus, the value of 𝛼 should be higher than the other
two. When vehicles are driving at high speed, the value of 𝛽
is higher than the other two. When the vehicles enter an area
which speed limit changes continually, a higher 𝛾 should be
considered.

The relative mobility metric𝑀 evaluates the relative posi-
tion, speed, and maximal acceleration differences between
one vehicle and all other vehicles in the same cluster. A
smaller 𝑀 indicates the vehicle has lower relative mobility
than other vehicles in this cluster. Algorithm 2 explains the
process of Cluster Head selection. All clusters formed with
the help of centers and intersections use Algorithm 2 to select
CH. As a CH, the vehicle’s relative mobility metric is smaller
than any CMs.That means the motion mode of CH is similar
to the whole cluster.

3.4. Cluster Maintenance and Reforming. The unpredictabil-
ity andmobility of trafficmake the cluster lifetime temporary.
It is infeasible to reform clusters in real time or very fre-
quently. To minimize the frequency and overhead of cluster

Input: Vehicles in one cluster
Output: Cluster head o of the corresponding cluster

1 SetM
𝑚𝑖𝑛

= +∞;
2 foreach vehicle 𝑘 do
3 Calculate the relative mobility metricM

𝑘
;

4 if𝑀𝑘 <𝑀𝑚𝑖𝑛 then
5 M

𝑚𝑖𝑛
= M
𝑘
;

6 𝑜 = 𝑘;
7 end
8 end
9 return o;

Algorithm 2: Cluster head selection algorithm.

reforming, we propose a cluster maintenance algorithm.
Algorithm 3 explains the cluster maintenance process.

(1) No Connections between CH and CM. When a CH cannot
connect to a CM, the CH will delete the CM from its record
and notice eNodeB.When a CM cannot reach its CH, the CM
will check the signal it received via DSRC and join the cluster
whose signal of CH is strongest. If the CM cannot receive a
message strong enough, it will notice eNodeB via LTE and
become a CH.

(2) No Connections between eNodeB and CH. When eNodeB
notices it has lost connection to a CH, it recalls Cluster Head
Selection Algorithm and a new vehicle will be CH of that
cluster instead of the leaving vehicle.

(3) A Vehicle Joins the Network. When a vehicle comes
into the network, it first tries to join the nearest cluster by
broadcasting a CH request via DSRC. If it fails, it will send
a message to eNodeB. eNodeB will help the vehicle to join a
cluster or to be a CH and form a new cluster by itself.

(4) Two Clusters Are Too Close. With the movement of the
vehicles, two clusters may be very close. When the distance
between two CHs is shorter than 𝑅 for a period Δ𝑡, the
two clusters are merged into one cluster. The Cluster Head
Selected Algorithm is recalled. A new CH for the new
cluster is selected. Then, all vehicles, which are out of the
transmission range of the new CH, leave this cluster and
check the invitation signal they have received via DSRC and
join the clusterwhose signal of CH is the strongest. If a vehicle
does not find a cluster to join in, it notices eNodeB via LTE
and becomes a CH.

3.5. Security Mechanism. To further improve the VANETs
security and availability, a novel security mechanism is
proposed to detect malicious nodes.

In clustered networks, the availability and security of
CHs are incredibly crucial. CHs help the servers to collect
and transmit messages to CMs. If an attacker wants the
access to other vehicles’ private information, it should acts
as a CH. The most common and most executable method
for an attacker to be selected as a CH is launching a
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Input: Initial clusters and vehicle set V
Output: New clusters

1 if the eNodeB can not reach a CH then
2 Call Cluster Head Selection Algorithm;
3 end
4 if the CH can not reach a CM then
5 Reomve the CM;
6 Notice eNodeB;
7 end
8 if the distance between two CHs ≤ 𝑅 for a period Δ𝑡 then
9 Merge the two clusters into one cluster;
10 Call the Cluster Head Selected Algorithm;
11 Check 𝑆

𝑡
values of new CHs;

12 New CHs check 𝑆
𝑎
values of their CMs;

13 end
14 if a CM can not reach the CH then
15 if it can receive a signal from CHs then
16 Join the cluster whose signal of CH is strongest;
17 CH check its 𝑆

𝑎
value;

18 end
19 else
20 Notice eNodeB;
21 The node performs as a CH;
22 end
23 end

Algorithm 3: Cluster maintenance algorithm.

Sybil attack. In a Sybil attack, the vehicle controlled by a
malicious attacker presents multiple identities (vehicles), and
all of the vehicles have similar directions, positions, speeds,
and maximal acceleration. Hence, these vehicles must have
higher relative mobility metrics and higher probabilities to
be selected as CH.

To protect the CMs’ privacy, we introduce a trajectory
similarity metric 𝑆𝑡 to defend Sybil attacks. For a cluster
contains 𝑁 nodes, the trajectory similarity metric of its CH
𝑐 is

𝑆𝑡𝑐 = 1
𝑁 − 1

𝑁−1

∑
𝑖=1

( Δ𝑡𝑖
𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒𝑖) , (6)

where Δ𝑡𝑖 is the duration of both 𝑐 and node 𝑖 that belong
to the same cluster, and lifetimei is the lifetime of 𝑖 in this
network. Every time a CH is selected, the server estimates
its trajectory similarity metric. If one CH has a remarkable
higher trajectory similarity metric, the server will check all
nodes in the cluster to detect the malicious attacker.

A denial-of-service attack (DoS attack) is another com-
mon attack in VANETs. In DoS attack, the attacker floods
the CH or server to make the network services unavailable.
The connections of authenticated vehicles to the network
are temporarily broken. Therefore, the legitimate requests of
server and authenticated vehicles cannot be actioned.

To protect the network availability, we introduce an
activity similarity metric 𝑆𝑎 to detect DoS attacks. For a

vehicle 𝑚 that belongs to a cluster containing 𝑁 nodes, the
activity similarity metric is

𝑆𝑎𝑚 = ∑𝑁−1
𝑖=1

𝑝𝑖 − 𝑝𝑚
∑𝑁−1
𝑖=1

𝑝𝑖 ⋅ 𝑁
𝑁 − 1 , (7)

where 𝑝𝑖 is the number of requests between vehicle 𝑖 and
CH 𝑐 during a period of time Δ𝑡; 𝑝𝑚 is the number of
requests between vehicle𝑚 andCH 𝑐 in the same timeperiod.
The higher the activity similarity metric, the greater the
proportion of requests of vehicle 𝑚 in all the requests of this
cluster. If one CM has a remarkable higher similarity metric,
theCHwill regard it as aDoS attacker and report to the server.
Meanwhile, the sever can also use activity similarity metrics
to detect DoS attack from CHs.

4. Performance Evaluation

4.1. Simulation Parameter. We perform the simulation with
the help of Veins LTE. Veins LTE is a simulator developed on
Veins [15], which is an open source framework for simulation
of vehicular networks based on both IEEE 802.11p and LTE.
It integrates a network simulator named OMNeT++ and
a traffic simulator named Simulation of Urban MObility
(SUMO) [16].

In our experiment, vehicles run on a real map of Wash-
ington, DC, USA, obtained from OpenStreetMap [17]. We
extract the data of highways in the center ofWashington, DC.
The total length of road is 30.38 km. The total lane length is
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90.09km. Every vehicle has random source and destination
edge. The route from the starting point to the destination
is the shortest path found by Dijkstra’s algorithm [18]. The
maximal acceleration ability of vehicles we have used is 2.6
m/𝑠2.Themaximal deceleration ability of vehicles is 4.5m/𝑠2.
The vehicle’s maximum velocity is 55.55m/s.

We compare our proposed clustering algorithm, Center-
Based Stable Clustering Algorithm (CBSC), with a K-Means-
Based method (KMB) and SCalE algorithm [19]. K-means
algorithm [20] is commonly used in VANETs for clustering,
e.g., [21–23]. In KMB method, we divide the vehicles into
two parts by the angle of the vehicles and perform KMB on
them, respectively. The cluster maintenance algorithm KMB
is proposed in [24]. The predefined threshold ΔV𝑡ℎ is 5 m/s.
In the simulations, all vehicles’ movement information is
resent to eNodeB for cluster status update in every 10 seconds.
eNodeB needs exchange data with vesicles every 3 seconds.
The simulation time is 503 seconds.

4.2. Results and Analysis. The goal of this paper is to propose
a stable clustering algorithm for VANETs. To check whether
a clustering algorithm can solve the high mobility of vehicles
on the highways, the cluster stability should be evaluated.
The metrics we use to show the performance of clustering
algorithm are as follows:

(1) Average CH Lifetime. The CH lifetime is the period
from the state when the vehicle is a CH to the state
when it is not a CH (i.e., being a CM or leaving the
system). When a CH ends its lifetime, a new CH is
elected, or the cluster is dissolved.

(2) Average CM Lifetime. CM lifetime represents the
duration at which a CM stays in the same cluster.
The average CM lifetime is the average length of all
vehicles’ CM lifetime. It is another important metric
to evaluate the stability of clusters.

(3) Average Number of Reaffiliation Times per Vehicle.
The average number of reaffiliation times per vehicle
represents the average number of times a vehicle
changes the cluster it belongs to during the simulation
time.

(4) Packet Loss Rate. Packet loss rate is the percentage of
packets lost with respect to packets sent.

In the experimentation, we compare the four metrics of the
three methods with different vehicle numbers, transmission
ranges, or highway speed limits. Figures 2, 4, 6, and 8 show the
results obtained with the variety of total vehicle number (N)
and the variety of transmission range (R), when the highway
speed limit (v) is 100 km/h. Figures 3, 5, 7, and 9 show the
results obtained with the variety of transmission range (R)
and the variety of highway speed limit (v), when the total
vehicle number (N) is 300.

Figures 2 and 3 represent the average CH lifetime for
the three methods. Those figures show that the CHs under
KMB have a marked shorter lifetime. Although our CBSC
has a higher value than SCalE a few times, in general,
SCalE performs slightly better than CBSC on the average CH
lifetime.

N
=1

50
,

R=
20

0

N
=1

50
,

R=
30

0

N
=1

50
,

R=
40

0

N
=3

00
,

R=
20

0

N
=3

00
,

R=
30

0

N
=3

00
,

R=
40

0

N
=4

50
,

R=
20

0

N
=4

50
,

R=
30

0

N
=4

50
,

R=
40

0

KMB
SCalE
CBSC

0

10

20

30

40

50

60

70

Av
er

ag
e C

H
 L

ife
tim

e (
s)

Figure 2: Average CH lifetime versus N and R.
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Figure 3: Average CH lifetime versus R and v.

The averageCM lifetime values produced byKMB, SCalE,
and the CBSC methods are shown in Figures 4 and 5.
From those two figures, we can see that the average CM
lifetime produced by CBSC ismuch longer than the other two
methods. SCalE has the worst performance on the average
CM lifetime.

Figures 6 and 7 show the average number of reaffiliation
times per vehicle obtained in 503 seconds. Obviously, com-
paring to other two algorithms, vehicles with SCalE change
status much more frequently. The data on the two figures
shows CBSC not only produces a lower cluster status change
frequency than KMB produces, its superiority, but also is
bigger with the increase in highway speed limit.

The results of simulation illustrate that clusters under
CBSC are the stablest in the three algorithms. They have
the longest average CM lifetime and lowest average number
of reaffiliation times per vehicle. Although SCalE performs
slightly better than CBSC on the CH lifetime experiment, it
produces a much shorter average CM lifetime. Besides, the
number of CMs is much larger than the CHs in one system.
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Figure 4: Average CM lifetime versus N and R.
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Figure 5: Average CH lifetime versus R and v.
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Figure 6: Average number of reaffiliation times per vehicle versus
N and R.
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Figure 7: Average number of reaffiliation times per vehicle versus R
and v.
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Figure 8: Packet loss rate versus N and R.
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Figure 9: Packet loss rate versus R and v.
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Therefore, we consider that CBSC has higher stability than
SCalE.

The basic function of VANETs is supporting commu-
nication between separated vehicles and infrastructures. To
test the performance of data dissemination in VANETs, we
do experiment on packet loss rate with different methods.
Packet loss means a packet fails to arrive at its destination.
A high packet loss rate decreases the data dissemination
efficiency and may cause network congestion. Therefore, an
efficient data dissemination mechanism should have a low
packet loss rate. In our experiment, all vehicles exchange
data with eNodeB every three seconds. That means, in every
three seconds, eNodeB sends data to all vehicles once, and
each vehicle sends data to eNodeB once. Like the scene we
described in the previous section, eNodeB communicates
with the nodes in its record via CHs, and vehicles which
are CMs send data to their CHs first. Figures 8 and 9 show
the results of packet loss rate. With the increase in vehicle
velocity or the transmission range, the packet loss rates
obtained by all the three mechanisms decrease. But CBSC
gets lower packet loss rate, while KMB performs the worst,
when the amount of vehicle is larger. That insinuates CBSC
has a good ability to handle a considerable amount of data.
In the experiment, CBSC always obtains lowest packet loss
rate. Since the interval between cluster status updates is 10
seconds, we can know that the probability of CM leaving its
CH between two cluster status updates in CBSC is lower than
the other two algorithms. We can consider that the proposed
relative mobility metric 𝑀 and CH selection algorithm of
CBSC do reduce the impact of vehicle mobility on cluster
stability.

5. Conclusion

To decrease the management overhead and increase the
quality of communications, we try to make the clusters in
VANETs as stable as possible while keeping the network
performance acceptable. In this paper, we propose a stable
clustering algorithm for VANETs on highways, which utilizes
direction vector, the centers of vehicle denser areas, and
intersections to group less quantity of more stable clusters.
To reduce the impact of vehicle type and drivers’ driving
habits, we propose a novel CH selection algorithm and clus-
ter maintenance algorithm, which use the relative mobility
metric to reduce the influence of vehicle’s distance, velocity,
and maximal acceleration. To protect the vehicles’ privacy
and the network availability, we introduce two mechanisms
to detect malicious attacker. In the simulation experiment,
our algorithm’s performance ranks up against the other two
algorithms (KMB and SCalE) on both stability and package
delivery rate. In the future, we would like to further improve
the algorithm for the complex urban environment.
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