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City image reflects a city’s comprehensive competitiveness and is also an important indicator of a city’s spiritual civilization and
urbanization process. A good city image is an intangible asset of a city, which can contribute to the political, economic, cultural,
and social construction of a city and create more value for the city. This paper mainly discusses the research status and research
methods of urban image at home and abroad. Based on the calculation method of wedge diffraction in geometrical optics, various
heuristic uniform diffraction formulas of lossy wedge are compared and analyzed, and a better heuristic formula of uniform
diffraction of lossy wedge is given. Finally, the selection of important channel parameters in the propagation channel is
discussed, and a method for predicting the statistical parameters of the propagation channel of urban images based on the
results of ray tracing is proposed. Then, the channel parameters are analyzed by using statistical parameters, and the channel

parameters of the city image propagation model are analyzed.

1. Introduction

After my country entered the 21st century, science and
technology continued to innovate and progress, and the
era of intelligent media based on emerging technologies
such as artificial intelligence, mobile Internet, and big
data has finally arrived [1]. Technology authorization
makes the whole process of information dissemination
gradually open, and anyone can participate in the whole
process of information production and release. News
communication has shifted from professional groups to
all groups, which makes information communication
channels diversified and interwoven. The participants,
media, and means of urban image are more diversified
[2]. The research on urban image in the era of SMART
media also shows a new trend of diversified and multi-
disciplinary development [3]. The connotation of urban
image is continuously deepened, and the dissemination
of urban image has received more and more atten-
tion [4].

Like people, each city has its own life, each city has its
own development context and historical trajectory, and each
city also has its own growth process and story [5]. As the
foundation of human existence, cities constitute carriers
and units, carrying all aspects of human life [6]. However,
urban image, a vocabulary that reflects the panorama and
appearance of a city, has undoubtedly become a hot issue
discussed by journalism and communication scholars in
recent years [7]. The competitiveness reflected in a city’s
politics, economy, and culture interprets the degree of devel-
opment of a city’s modernization, which is the inherent
image of a city [8]. The construction of the city’s buildings,
environment, roads, etc., is the manifestation of a city’s
external image [9]. In recent years, there have been rankings
that directly express the image of cities, such as national
urban GDP rankings, national urban air quality rankings,
and national urban comprehensive strength rankings [10].
With the opening of the 2008 Beijing Olympic Games and
the 2010 Shanghai World Expo, the promotion of the city’s
image has become increasingly hot and necessary [11]. In


https://orcid.org/0000-0003-2855-1448
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1528663

recent years, CCTV has interspersed the promotional films
of various cities in prime time [12]. The pictures are rich,
and the content is exquisite, which not only brings beauty
to people but also increases the audience’s understanding
of cities across the country [13]. The production and dissem-
ination of these propaganda films is based on the media as
the means of dissemination, and the video text has become
an important dissemination platform and carrier [14]. These
contents showing the urban exterior scene comprehensively,
objectively, and diversifiedly show the characteristics of each
city, so as to better spread the city image [15]. Video text is a
media carrier that can carry rich content and show emotion.
Short videos on social platforms can effectively spread such
rich objects as city images. City image is an important attrac-
tion for city tourism. The successful online promotion prac-
tices of cities can bring inspiration to other cities in China.
Of course, online city image promotion is not just about
creating temporary traffic. Instead, we should continue to
dig deep into the connotation of the city image, combine
with multiple media to carry out continuous communica-
tion, so as to form distinctive characteristics of the city to
attract more investors and tourists. The communication of
city image needs to build a professional communication sub-
ject, and then, its operation team studies the communication
content. Then, choose the channel or platform where the
current marketing audience gathers most to carry out
communication, such as short video media and new media
platform [16].

The relationship between communication and the city is
an ancient proposition, dating back to ancient Greece [17].
Ancient Greece and other city-states were regarded as a
“communication society” with a multifaceted communica-
tion as the social foundation. With the development and
evolution of media, urban communication theories and their
perspectives are constantly enriched and developed [18]. At
present, new communication technology and the wave of
globalization and urbanization are agitating each other,
and the issue of constructing and disseminating the image
of the city has become more prominent in the increasingly
fierce competition [19]. In order to effectively recognize,
understand, and deal with many urban communication
problems such as changes in social relations, reorganization
of communication forces, and changes in human existence
due to the development and change of media technology
in globalization and urbanization, there is an urgent need
for more broad disciplinary perspective, more specific theo-
retical guidance, and more detailed media and audience
research [20].

René Claire, a famous French director, said, “In a film,
the picture is the only means of narration.” Image is an art
of telling a story with a lens. Therefore, in the narration of
video texts, we must first consider the visual modeling of
film and television. The relationship between image text
and city image construction is actually how to express city
image through lens language. So what is the image of the
city? It should be composed of two parts: one is material,
which is an intuitive image that can be seen by us; the other
is spiritual, which is the core concept and unique culture of
the city. The abstract things like ideas and spirits must be
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expressed with the help of certain material carriers. Symbols
are the most direct carrier for expressing meaning, are
visual, and are also an effective way to achieve rapid dissem-
ination. How to better establish the image of a city through
video text? The author believes that the key to the image
construction of a city or region is the association of the audi-
ence. An important means of arousing associations is by
means of specific symbols. Information is the unity of sign
and meaning, sign is the external form or material carrier
of information, and meaning is the spiritual content of infor-
mation. Using distinctive and characteristic symbols to
impress the audience and then establishing an association
response is the key to building a city image.

2. State of the Art

2.1. Correlation between Image Text and City Image. With
the theme of “City Image Communication,” relevant jour-
nals and dissertations were searched and analyzed on
Chaoxing Discovery System and CNKI. Various academic
development trends are shown in Figure 1. Around 2008,
urban image communication began to be valued by the
academic community. After analyzing the content of rele-
vant literature, it is found that the current research focuses
mainly on urban culture, urban brand integrated market-
ing, urban image communication strategy, new media,
and urban image communication.

Before analyzing video text and city image dissemina-
tion, we must first understand the relationship between
video text and city image. There is a strong correlation
between image text and city image. Using video text as the
carrier and channel to disseminate the city image greatly
enriches and improves the dissemination effect of the city
image. Using the city image as the production material of
the video text also expands the research field of the video
text.

Video texts have played a variety of functions in the
dissemination of city images. Analyzing the dissemination
effects of city images from this aspect strengthens the audi-
ence’s understanding of the relationship between video texts
and city images. In different historical periods, the presenta-
tion and expression methods of video texts in the image of
the city are also different. Nowadays, the research on video
text is also becoming more and more full-fledged in the
step-by-step development and expansion.

With the rapid development of today’s economy and
society, people’s spiritual and cultural needs are also getting
higher and higher. As the land where people live, the impact
of cities on the entire society cannot be underestimated. This
change brings about the common improvement of people’s
material life and spiritual life. The media is a tool for captur-
ing new things, and the changes and development of cities
are no exception and have become the objects of media com-
munication. Video text belongs to the category of art and is
the concrete expression of abstract art. What the city image
is selectively extracted by the video text is the essence of the
city image, that is, the content of spiritual connotation. In
this way, the city image and the media have found a tacit
understanding of symbiosis and coexistence. The media
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City image dissemination - various types of academic development trend curve
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FIGURE 1: The academic development trend curve of urban image communication.

communication promotes and drives the expression of the
city image, and the transmission of the city image also brings
a larger and wider communication field to the media.

At the end of the 20th century, propaganda films related
to the dissemination of urban images came out in my coun-
try. Afterwards, the government and citizens paid close
attention to the information and content of the city’s image.
In order to open up the market for their own city image,
cities also compete to research and design their own city
image promotional films. With the acceleration of urbaniza-
tion, more and more projects are now labeled as “urbaniza-
tion.” Through the urbanization seen by the media, the
audience has a process from understanding to understand-
ing of a city, thus achieving the purpose of media city image
dissemination. Video text contains many levels of media
(including pictures, promotional films, film and television
dramas, and documentaries), which have become the most
suitable carrier for disseminating the image of the city.
Through the dissemination of these means, the audience
can see the historical changes and real development of a city.

2.2. The Function of Image Text in the Dissemination of City
Image. Media image dissemination has the characteristics of
fast speed and wide range. As an effective carrier to promote
the awareness of city image, video text includes propaganda
films, documentaries, pictures, and other means of dissemi-
nation. There are many similarities between the means of
communication and the wide range of communication
channels, which has led to the promotion of the spread
and effect of the entire city’s image. The popularity and rep-
utation of a city increases, and the audience has a deeper
understanding and understanding of the city, which natu-
rally enhances the city’s influence. Therefore, the use of
video text to spread the image of the city has a significant
impact on the image of the city.

The content of the video text is mostly intuitive; the
information is obvious to the audience. The picture informa-
tion especially, after being processed for a short time, is
quickly transmitted to the audience. In the vast sea of infor-
mation, if a certain piece of information is to instantly
occupy the audience’s attention and catch the audience’s
attention, it requires the information to have a unique
appeal, in order to stand out from the huge information
content. Video text has the advantage in this respect, both
in terms of visual perception and sound effect transmission,
occupying an absolute advantage among many communica-
tion carriers. For example, in catastrophic reports such as
the Wenchuan earthquake, a title summarizing a piece of
text information in incisive language is obviously not as
attractive to the audience as a picture that intuitively reflects
the current situation of the disaster area and the conditions
of the victims. The same is true in the dissemination of city
images. Even if the city is written in hype, there is not a
single eye-catching picture or video clip that leaves a deep
impression. Therefore, in the era of all media, the rapid
development of new media such as mobile phones and the
Internet provides an important opportunity for the develop-
ment of video texts.

In the vast ocean of information, the audience is likely to
be so immersed in it that it is difficult to prioritize. As a pow-
erful media communication channel, video text can transfer
the audience’s attention to the spirit that the government
needs to convey with its intuitive characteristics. The video
text captures the audience’s attention through rich and vivid
content. This is not only conducive to government decision-
making but also improves the efficiency and transparency of
government decision-making and provides convenience for
the audience to better participate in government decision-
making and enhance the interaction between the audience
and the government. In other words, the image of the city
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FIGURE 2: Scale of Internet users and Internet penetration rate in my country.

spread by video text builds a bridge between the government
and the audience.

2.3. Public Communication under Smart Media. Intelligent
media has the characteristics of no boundary and decentral-
ization. From traditional media to new media, it has realized
a multidimensional change from mass communication to
mass communication, and from PC to mobile, it has realized
the leap from portal website to social media. The time inter-
val between technological iterative updates is shortening,
media boundaries are disappearing, audience migration is
intensifying, and communication channels are diversified.
Various changes are rewriting the communication rules
and reshaping the public communication landscape.
According to “CNNIC: The 43rd Statistical Report on
Internet Development in 2018” (hereinafter referred to as
the report): as of December 2018, the number of netizens
reached 829 million, and the Internet penetration rate was
59.6%, an increase of 3.8 percentage points compared with
2017. 56.53 million new netizens were added throughout
the year. The scale of mobile netizens in my country reached
817 million, and the proportion of netizens accessing the
Internet through mobile phones was as high as 98.6%. It
provides an increasingly large user group and a deep
audience base for the rise of mobile short video APPs. The
specific data are shown in Figure 2.

In the past two years, short video consumption has
experienced a rapid growth, according to the report, “As of
December 2018, the number of short video users reached
648 million, and the utilization rate of netizens was 78.2%.
In the second half of 2018, the user growth rate reached
9.1%.” The short video thus covered nearly 80% of netizens.
Combining the weekly time spent online by netizens in the
report and the regular proportion of various APPs fre-
quently used by mobile netizens, it can be estimated that
the daily use of short video APPs by netizens is about 19.4
minutes (with two decimal points). Combined with the
usage of Internet access devices in the report and daily expe-
rience, the actual duration of mobile Internet access will be
higher than this value (see Figure 3 for details).

s

\

= Instant messaging = Online news

= Web video = Live streaming

= Internet music = Online game
Short video = Online shopping

= Web audio u Others

= Network literature

FIGURE 3: Proportion of usage time of various applications.

In 2016, the short video industry entered the “grassy era”
of content and platform entrepreneurship. 2016 was called
“the first year of short video,” and many mobile short video
apps such as Kuaishou, Miaopai, and Xiaokaxiu emerged
rapidly, with Kuaishou as the representative. The first batch
of short video platforms in China quickly seized the market
and formed a super strong industry form. According to
Aurora Big Data statistics, the market penetration rate of
Kuaishou from January 2016 to January 2017 was higher
than the sum of the market penetration rates of similar
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Penetration rate of vertical short video market in January top app
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FIGURE 4: Laser big data 20 short video market penetration rate in January 2017.

products. It is worth noting that the “Douyin” APP incu-
bated by Toutiao (now renamed ByteDance) was launched
in a low-key manner on September 26, 2019, and quickly
seized the short video APP users and market around Febru-
ary 2017, becoming a mobile short video app. A rising star in
the video APP platform and a new force in the short video
industry are shown in Figure 4.

With the development of new media technology, the
boundaries of media are gradually disappearing, and media
integration has become an inevitable trend. From large-
screen to small-screen to multiscreen linkage, this kind of
media transformation, which is constantly deconstructed
and rapidly reconstructed, is providing infinite possibilities
for media innovation. In this context, the means and con-
cepts of urban image dissemination will also continue to
develop.

3. Methodology

3.1. Forward Ray Urban Propagation Tracking Method. In
the propagation problem of media, when the conditions of
“high frequency” or “short wavelength” are satisfied, that
is, when the characteristics of the medium and the parame-
ters of the scatterers change very slowly over the distance of
one wavelength, the propagation and scattering have “local”
property; that is, the field in a given field of observation
point does not need to be solved by the field distribution
on the entire initial surface, but only by the field of a finite
part of the surface. The forward algorithm is that ray tracing
starts from the source point, emits a large number of ray
beams uniformly to the surrounding space, traces the path
of each ray beam separately, and uses the receiving sphere
at the receiving point to determine whether the ray beam
contributes to the field strength of the receiving point. The

judging method is whether the distance between the ray
beam and the receiving point is greater than the radius of
the receiving sphere. If the distance is greater than the radius
of the receiving sphere, it is judged that the ray beam has no
contribution to the field point. The contribution of the ray
beam adds to the total field at this field point. Then, continue
to track the ray beam until its field strength decays to negli-
gible. In this case, the tracking of the next ray beam is chan-
ged. Repeat the above process until all beams are traced. Its
flow chart is shown in Figure 5.

One way to obtain beams of equiangular rays is to place
an equi-icosahedron inside a unit sphere centered at the
source point and then further divide its faces into much
smaller equilateral triangles; Alternatively, the following cir-
cular column can be used to obtain beams of rays:

0=1i6,
(1)
¢=jd csc,

where § is the cone apex angle (included angle) of the ray
beam and ¢ and 0 are the included angles of each ray beam
and the x-axis and z-axis, respectively.

3.2. Reverse Ray Urban Propagation Tracking Method. The
reverse algorithm starts from the field point and, according
to the principle of geometric optics, reversely traces every
path that can reach the field point from the source point.
Obviously, it is impossible to trace all the paths from the
source point to the field point. Considering the attenuation
of the field, with a certain precision, we can ignore those
propagation paths that arrive at relatively small amplitudes.
In this way, the propagation path between two points can
be obtained. The model in this paper is mainly based on



Advances in Mathematical Physics

Divide beam

Whether there are
rays to be traced

Trace beam <

Receiving the ball to
determine whether
to contribute

Yes

field

Add contributions to the total

Yes

Whether the field
strength is
attenuated to

negligible

FiGure 5: Flow chart of forward algorithm.

outdoor coverage prediction and channel analysis, so the
transmitted rays are not considered, but only direct radia-
tion, reflection, and diffraction are considered. When tracing

a diffracted ray, first read out the common visible wedge
table about the source point and the field point and then
solve each wedge in turn.

! ! ! I_
X3, Y3211 (2,2

Then, the coordinates of the diffraction point in the orig-
inal coordinate system are obtained by coordinate transfor-
mation. Similarly, the diffraction point also needs to be
judged to determine whether it is located within a straight
edge of finite length. For the effective diffraction points, the
connection and intersection judgments are made. For one
reflection and one diffraction, the visible surface table of
the source point and the visible wedge table of the field point
should be read out, respectively. For a combination of a face
and a split, the mirror point of the source point with respect
to the face is first required. Then, find the diffraction point of
the mirror image point and the field point about the wedge
to judge its validity. If it is valid, find the intersection of
the line connecting the mirror point and the diffraction
point with the surface, that is, the reflection point, to judge
its validity. If it is valid, the connection and intersection
judgment can be performed. For the first-order diffraction

and the first-reflection, the solution is similar to the solution
of the first-reflection and the first-order diffraction. For a
combination of a split and a surface, first find the mirror
image of the field point on the surface, and then find the dif-
fraction point of the mirror image and the source point on
the split. The rest of the judgments are equivalent to the
solution of one reflection and one diffraction. Although the
reflection algorithm does not need to use the receiver sphere
to judge the diffraction, the phase and polarization informa-
tion of each ray can be calculated more accurately. But the
reverse algorithm has its own drawbacks. The first is the
judgment of visible faces and visible splits. The second is
how to determine the order of ray tracing.

3.3. Introduction to the Acceleration Technology of Existing
Ray Urban Propagation Tracking. Methods to reduce the
ray beam without reducing the calculation accuracy are also
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introduced in some literatures. But this method is not suit-
able for urban ray tracing; it is the application of ray tracing
method in other aspects. In phase, less than half the ray
beam is required for conventional ray tracing. In this
method, the electric field of the source is set to

X

Q,(0) ’

E(7) = E(0)-

where Q,(z) and Q,(z) are the variable matrices of the phase

and amplitude of the GRBF in the z-axis propagation direc-
tion, respectively, and the requirements are met:

» o 10
Q,'(2) Qu(2) - Q' (2) = Q,'(0) - Q,(0) - Q,(0).

The reflected rays are either in the form of GRBF. How-
ever, only reflection is considered in the calculation, and
diffraction, which is a very important propagation mecha-
nism in urban propagation, is not considered, so it is not
suitable for urban propagation prediction. Spatial partition-
ing technology, as the name suggests, is to divide the entire
area into many urban domains, and the number of faces
and splits in these urban domains will be relatively small.
And split to perform occlusion inspection, which greatly
reduces the number of occlusion inspections. Because in
the densely built urban area, the number of inner faces and
splits in a microcity is quite large. If some tricks are not used,
each ray will be judged to intersect with each face and each
chopping in the city, and the calculation of intersection will
be done, which is a huge amount of calculation. Assuming
that the number of rays is N, the number of faces is N,
and the number of splits is M; the required number of inter-
sections is

Ny(N + M)N,
Ny(N + M)*N, (5)
Ny(N +M)°N.

Obviously, such a large amount of calculation is unbear-
able. Therefore, it is necessary to adopt effective techniques
to reduce the amount of computation. The generation of
partition technology stems from this.

3.4. Research on the Calculation Method of Urban Image
Dissemination Characteristics. It is well known that the
problem of media propagation in arbitrary environments
can be reduced to the solution of Maxwell’s equations under
given boundary conditions. Equations (6)-(9) give the
differential form of Maxwell’s equation.

- oD - (6)

7

fo:—a—B, (7)
ot

V-B=0, (8)

V-B:p, (9)

where E and H are the propagation field strength and mag-
netic field strength, respectively, and their units are V/m and
A/m, respectively; J is the current density; p is the charge
density; D and B are the electric flux density and magnetic
flux density, respectively, and their units are C/m? and
Whb/m, respectively, which satisfy

BecF oo, (10
B = uH = p, o H, (11)

where ¢ and p are the dielectric constant and magnetic
permeability of the medium, respectively; € € r y and Ho
are the relative permeability of the medium and the perme-
ability of free space, respectively. When studying the wireless
propagation of city image, it can be approximated that ¢ =
3 x 108 m/s. The calculation of such reflection and refraction
coeflicients already includes the calculation of reflection and
refraction of lossy media. And although such reflection and
diffraction coefficients are derived from the case of plane
wave propagation, they can also be used to approximate
the reflection and refraction of cylindrical and spherical
waves due to the local nature of high-frequency problems.

In order to solve the discontinuity problem of the Keller
diffraction theory in the boundary transition region,
Kouyoumjian and Pathak proposed the ideal conductive
wedge in the 1970s—the uniform geometric diffraction the-
ory (UTD) r83, whose uniform diffraction coefficient is

_elln)

Dy=— (12)
* 2m\/27k sin B,

where F(x) is the transition function used to correct Keller’s

inconsistency, which is defined as

(00)

F(x) =2j/x exp (]x)J exp (—jr°)dr. (13)

X

Figure 6 shows a schematic diagram of the function
change curve of the transition function F(x), which includes
the change curve of its amplitude and phase.

4. Result Analysis and Discussion

4.1. Visual Display of the Prediction Model of Urban Image
Dissemination. One of the basic problems in ray propagation
tracing of city image is the establishment of 3D model of
city. To develop the urban propagation prediction calcula-
tion software module, it is necessary to visualize the urban
image propagation model and ray tracing results. Now
there are many popular graphics modeling software, the



Advances in Mathematical Physics

- 50

- 40

- 30

aseyq

- 20

- 10

8
1.0
0.8
2 06
g ] Phase
TEm frequency
< 0.4
0.2
0.0 T :
1E-3 0.01

0.1
X

FIGURE 6: Propagation transition function.

description of the target mainly includes surface element, tet-
rahedron, and hexahedron. Different description methods
address the needs of different application domains. The
object of our research is mainly outdoor ray tracing, and
the information to be obtained is the appearance parameters
of the buildings in the city, so that our model can be built
using the surface element method (pathc). In practice, we
use 3Dface and 3DMax software of AutoCAD 14 for
modeling.

In the visual display of the model, we use the OpenGL
software. The development software uses V6C.O, which
can realize the integration of the system. In this way, we
use the 3Dface of AutoCAD 14 to model, output the DXF
file, and the OpenGL software reads the DXF file and dis-
plays it. Graphics exchange file (DXF) is generally ASICI
code text file, a complete file consists of five segments as
follows:

Header section (HEADE) R: it stores general graphic
information of the DXF file, including variable names and
corresponding data.

Table segment (TABLE) S: it contains the definition of
command items and stores a series of tables, including line
type (LTYP) E, layer table (LAYER), text text table (STYLE),
view table (VIEW), user coordinate system table (UCS),
window configuration table (VPORT), dimension table
(DIMSTYLE), and application identification table (APPID).

Block table (BLocKS): it stores block definition entities.

Entity segment (ENTITIE) S: it stores graphic entities,
including insert entities.

End of file (ENDOFFILE): it indicates the end of the file.
Knowing the group code format of the DXF file can read the
data in it. For our software module, just read the 3Dface
data. When the ray tracing ends, the display of rays is actu-
ally the display of line segments. After the data of the model
is obtained and displayed, the problem is ray tracing, which
needs to extract the data useful for calculation from the
known model, which requires analyzing the data structure
of urban ray propagation prediction calculation. The model
is composed of patches, and when we calculate the propaga-
tion, reflection, and diffraction of rays, we need not only the
data of the faces but also the data of the splits and vertices,

which requires the establishment of the faces containing
the corresponding information.

4.2. Experimental Results and Analysis. Undoubtedly, in the
urban image propagation prediction algorithm based on
ray tracing, the quality of the ray tracing results determines
the quality of various calculations in the future. To obtain
reliable calculation results, it is necessary to have relatively
accurate ray tracing results. Therefore, it is very necessary
to improve the accuracy of ray tracing. The accuracy of the
city image propagation model is inversely proportional to
the time spent in ray tracing. In order to improve the effi-
ciency of ray tracing, there are many high-rise buildings in
the central area of the city. When the base station is located
very low, a two-dimensional model is generally used. The
accuracy of this model is of course not high. And when
encountering the situation of high base station, this kind of
model cannot be used. Therefore, in order to take into
account the model accuracy and ray tracing efficiency, there
are some quasi-3D models. As a verification, we use a TmPa
urban area, along the street from point A to point B to com-
pare the measurement results with the ray tracing results.
The comparison between the calculated results at the same
calculation level and the measured values is shown in
Figure 7. Among them, the ray method 1 refers to the result
of calculating only one diffraction and one reflection, and
the ray method 2 refers to the result of calculating one dif-
fraction and six reflections. We see that calculating multiple
reflections can effectively improve the strength of the propa-
gated signal, and, in general, calculating one diffraction plus
six reflections is sufficient. In this way, not only the accuracy
of the ray tracing algorithm is effectively improved, but also
it is ensured that there is no need to spend too much com-
puting time on the ray tracing.

And, in the actual calculation, it is also found that not all
the blocks need to calculate so many layers. For nonrear
blocks with direct rays, only one diffraction and one reflec-
tion need to be taken into account to meet the requirements.
The reason is simple; the ray intensity of the lower level is
too small relative to the direct ray, so it can be ignored. In
the calculation, only one diffraction and one reflection are
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calculated, and the results are compared with the calculation
results of FDDT. The results are shown in Figure 8. It can be
seen that this can well meet the accuracy requirements. Dif-
ferent blocks are calculated separately. For nonrear blocks
with direct rays, only one diffraction and one reflection can
be calculated, while for back blocks, one diffraction and six
reflections need to be calculated. In this way, not only the

efficiency of the reverse algorithm can be improved, but also
the accuracy of its calculation can be guaranteed.

Figure 9 is a comparison of the diffraction results calcu-
lated by the method based on Muliuzhinets and the Pathak
method. It can be seen that although the theoretical deriva-
tion is relatively strict, the calculation formula of the finite
conductivity dielectric wedge diffraction field based on the
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Muliuzhinets method is very complicated and can only
calculate the diffraction of some specific angle wedges, which
is not widely applicable. For the calculation of the lossy
medium wedge diffraction, another method with wider
application range is the heuristic uniform diffraction coeffi-
cient formula. This heuristic uniform diffraction coefficient
formula has no strict theoretical derivation, but a formula
obtained by comparing the calculation results of the wedge
diffraction.

The structures in the dashed box were calculated with
FDTD using the recorded results as secondary sources. In
the calculation, the grid size of FDDT is 20 grids per
wavelength. The calculation results are compared with the
calculation results of FDDT, and the results are shown in
Figure 10. It can be seen from Figure 10 that the calculation
results of the hybrid method are in good agreement with the
results of FDTD. But it can be seen from the algorithm steps
of the hybrid method that this method is only suitable for
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the forward algorithm in ray tracing. For the reverse algo-
rithm of ray tracing, this method is not applicable. The
hybrid method is based on the forward algorithm of ray trac-
ing, which also needs to introduce the receiver sphere in the
calculation of the hybrid method, and also has the shortcom-
ings of the forward algorithm such as the unclear ray path.
In other words, the hybrid method cannot accurately calcu-
late the phase and polarization information when the rays
arrive at the field point.

5. Conclusion

This paper analyzes the five fields of city image communi-
cation from the perspective of video text, including pro-
motional films, documentaries, film and television plays,
communication, and marketing. Geometrical optics method,
geometrical diffraction method, uniform diffraction coeffi-
cient, and heuristic wedge-shaped diffraction coeflicient for-
mula of finite conductive medium are adopted. The reverse
ray tracing method is studied in detail, and a fast reverse
ray tracing algorithm is given. Combined with computer
graphics modeling technology and ray tracing technology,
the image intelligence of the city is analyzed, and the predic-
tion characteristics of media propagation characteristics are
studied. A 3D ray tracing calculation model based on ray
tracing octree method is proposed. Combining the ray trac-
ing results with the traditional digital channel characteristic
parameter analysis methods, a digital channel characteristic
parameter analysis method based on ray tracing algorithm
is studied. Various methods to improve ray tracing accuracy
are comprehensively studied and analyzed, and the specific
methods to improve the tracing accuracy of reverse algo-
rithm are given. In short, a method for predicting the
statistical parameters of urban image propagation channels
based on ray tracing results is proposed. Then, the channel
parameters are analyzed using statistical parameters, and
the channel parameters of the urban image propagation
model are analyzed.
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3D modeling is the most basic technology to realize VR (virtual reality). VOS (video object segmentation) is a pixel-level task,
which aims to segment the moving objects in each frame of the video. Combining theory with practice, this paper studies the
process of 3D virtual scene construction, and on this basis, researches the optimization methods of 3D modeling. In this paper,
an unsupervised VOS algorithm is proposed, which initializes the target by combining the moving edge of the target image
and the appearance edge of the target and assists the modeling of the VR 3D model, which has reference significance for the
future construction of large-scale VR scenes. The results show that the segmentation accuracy of this algorithm can reach more
than 94%, which is about 9% higher than that of the FASTSEG method. 3D modeling technology is the foundation of 3D
virtual scene; so, it is of practical significance to study the application of 3D modeling technology. At the same time, it is of

positive significance to use the unsupervised VOS algorithm to assist the VR 3D model modeling.

1. Introduction

VR refers to the artificial media space established by com-
puter [1]. With VR technology, the formation of the concept
of the complex or abstract system can be made possible by
expressing the subcomponents of the system into symbols
with exact meanings in some way [2, 3]. Among them, 3D
modeling is the most basic technology to realize VR technol-
ogy. VR simulates things in the real world in virtual digital
space, and 3D modeling is to solve the problem of the repre-
sentation of things in the real world in digital space [4]: how
to use the computer to automatically analyze the 3D model-
ing data effectively and search the 3D modeling content effi-
ciently, all of which bring great challenges to VR 3D
modeling [5]. It is a new attempt to apply unsupervised
VOS algorithm to the modeling process of the VR 3D model.

Modeling in virtual environment is the foundation of the
whole VR system, and VR creates a virtual digital environ-
ment that is highly similar to the real environment in vision,
hearing, and touch through the use of interactive computer
technology as the core of science and technology. Users
interact with objects in the virtual environment by using rel-

evant professional equipment. It can also create an experi-
ence in the digital environment that is similar to the real
environment and can span time and space. In VR, an inter-
active medium, users can perceive their positions and ges-
tures in the virtual environment. It also causes a strong
real sensory response, so that you can immerse yourself in
the virtual world. Users rely on graphics and other technol-
ogies to feel the simulated objects and characters, so as to
immerse their consciousness in the digital environment
[6]. In order to create an immersive and realistic environ-
ment for users, one of the necessary conditions is to create
a realistic virtual scene. When drawing such a complex
model, it is often difficult to achieve real-time effect due to
the restriction of machine performance, which is also diffi-
cult for people to accept [7]. Generally speaking, people need
to take a compromise between the fineness of the model and
the speed of rendering, which not only ensures a certain ren-
dering quality but also does not cause the user’s movement
discomfort [8]. Because of the large amount of 3D modeling
data and redundant information, and the general efficiency
of the existing target segmentation algorithms is low, it is
necessary to study and implement a fast target segmentation
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algorithm. This paper proposes an unsupervised VOS algo-
rithm, which initializes the target by combining the moving
edge of the target image and the appearance edge of the tar-
get, assists the modeling of VR 3D model, and studies the
integration and scheduling management of VR scene.

To develop a VR application system, we must first ana-
lyze the necessary tasks, clarify the purpose and performance
index of the tasks, and then arrange appropriate hardware
and software resources for the system [9]. The next step is
to establish a virtual environment database and apply vari-
ous physical features, motion constraints, audio, and inter-
active features to virtual objects and virtual scenes,
including geometric modeling, motion modeling, physical
modeling, audio modeling, and model segmentation.

The innovative contribution of this paper lies in the
combination of the moving edge of the target image and
the appearance edge of the target to initialize the target
and assist in the 3D modeling of virtual reality. The applica-
tion of the unsupervised VOS algorithm in 3D modeling of
virtual reality technology is analyzed. This algorithm com-
bines the moving edge of the target image and the appear-
ance edge of the target to initialize the target and assist VR
3D model modeling. This paper introduces 3D information,
that is, the depth difference between foreground objects and
background areas, which can effectively improve the accu-
racy of object segmentation and make the segmented objects
more detailed and complete. The development of virtual
reality modeling technology is discussed, and the character-
istics, main technical indexes, and basic contents of virtual
reality modeling technology are systematically studied. It
can be clearly seen that in most video frames, the segmenta-
tion results in this paper are better than other methods. In
general, the algorithm has a certain practical value because
of precision proofreading.

This article will be divided into five parts, and the spe-
cific contents are as follows:

The first section introduces the research background and
significance and explains the organizational structure of this
paper. The second section is related work. The third section
analyzes the VR technology. The application of the unsuper-
vised VOS algorithm in the 3D model modeling is discussed.
In the fourth section, a lot of experimental analysis is carried
out. The fifth section is summary and prospect.

2. Related Work

Soares Junior et al. pointed out that 3D modeling is a core
technology in VR [10]. It is written in 3DMax and VRML
language, including pattern recognition technology and
communication technology. Ko and Sim introduced the
application and realization of 3D modeling technology in
the joint station system from the aspects of system analysis
and design, system 3D virtual scene construction, database
technology, scene performance artistry, and 3D object
motion simulation [11]. Zhang et al. and Yu et al. pointed
out that detecting whether two polyhedra intersect can be
done in linear time [12, 13]. If two point sets have disjoint
convex hulls, then there must be a plane separating the
two point sets. Zhuo et al. introduced the basic content of
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3D technology and analyzed and studied its realization
method [14]. Cao et al. used Multi Gen Creator and Vega
software platform to develop a desktop virtual launch site
simulation system [15]. Smith and Hamilton and Hung
et al. proposed an object segmentation method using spec-
tral clustering of layer features in images [16, 17]. On the
basis of oversegmenting the image using the algorithm, the
method extracts the middle-level features of each superpixel,
which are edge features and color features, respectively, uses
the superpixel as the basic node, fuses these two different
features to construct a similarity matrix, and finally uses
spectral clustering gets the final target segmentation result.
Liu et al. proposed a segmentation algorithm based on finger
touch. By fusing edge, regional texture, and locally collected
geometric information of contact points into an appearance
model, only one finger touch can identify the object of inter-
est in the image [18]. Zhao and Kit designed a regularly sam-
pled space-time bilateral grid to minimize long-term space-
time connections between pixels [19]. Some methods seg-
ment moving objects in videos by building dense or sparse
trajectories using probabilistic models. Liang et al. generated
a fixed-size window with the current pixel as the center and
extracted the lab color features within this window [20].
Then, this feature is compared locally with the features in
other nearby windows to obtain the saliency calculation
result, and the saliency value at multiple scales is combined
to obtain the initialization result of the saliency target. Yil-
maz et al. implemented a spatiotemporal video segmentation
algorithm by combining long-term motion cues from past
and future frames [21].

This paper studies the application of the unsupervised
VOS algorithm in the 3D model modeling of VR technology.
In this paper, an unsupervised VOS algorithm is proposed,
which initializes the target by combining the moving edge
of the target image and the appearance edge of the target
and assists the modeling of VR 3D model, which has refer-
ence significance for the future construction of large-scale
VR scenes.

3. Methodology

3.1. 3D Model Modeling. An important factor in VR system
is the modeling of virtual world [22, 23]. The modeling pro-
cess of VR is generally divided into the following steps: (1)
describe the shape and appearance of virtual objects through
geometric modeling. (2) Determine the position of 3D
objects in the world coordinate system and their movement
in the virtual world through motion modeling. (3) Physical
modeling, which comprehensively reflects the physical char-
acteristics of the object, including weight, inertia, and surface
hardness. (4) For a large-scale simulation environment, it is
necessary to model the behavior of some objects that users
cannot control. The concrete process of 3D modeling oper-
ation includes data acquisition, data preprocessing, structure
optimization, model creation, model optimization, scene
optimization, scene integration, and scheduling manage-
ment, and its application scope is wide [24]. Data prepro-
cessing of 3D modeling is based on information collection.
In the process of data collection, it is required to strictly
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follow the data collection specifications according to the
operation process. The data acquisition process includes
point control measurement, scanning station layout, spheri-
cal target layout, point cloud data scanning and acquisition,
field data inspection and analysis, data export, and backup.
Some filtering algorithms need to be used to filter out the
point cloud data and discrete points of occlusion objects
such as background during field operation and retain the
main point cloud data of the object. The virtual environment
architecture is shown in Figure 1.

The functions of the virtual environment framework are
as follows: firstly, it supports the subscription and publica-
tion of object attributes and interactions; at the same time,
it provides callback and event notification mechanisms and
supports various time management strategies of HLA. Sec-
ondly, it provides services related to locating, creating and
deleting various objects, and organizes and manages simula-
tion entities with different functions and properties in a clas-
sified and unified way. Image-based modeling technology
refers to the direct use of camera devices to collect discrete
images of objects and other basic research materials for data
processing; then, the panoramic image is generated by the
combination and evolution of image processing software.
Then, the panoramic image is further processed to the adap-
tive space model, and the VR real space is made. Because it is
necessary to run 3D models in real time, its modeling
method is very different from modeling-based modeling,
and most of them use other techniques instead of increasing
the complexity of geometric modeling to improve the fidelity
[25]. There are three modeling methods for the VR system,
which are mainly distinguished according to the construc-
tion methods of virtual scene: model-based rendering
method, image-based rendering method, and mixed model-
ing method based on graphics and images. 3D graphics
modeling technology mainly studies the generation and rep-
resentation of 3D object information in the computer.
Models describing 3D object information include geometric

model, illumination model, and color model. In virtual real-
ity hybrid modeling, users can enter the virtual scene in the
form of virtual entity objects. Although the user avatar can-
not interact with it, people can still obtain the depth infor-
mation of the user avatar relative to the pure virtual object
in the image by using binocular stereo vision technology
and helmet mounted display. Because users expect that the
scene objects that interact with them must be geometric
model entities, hybrid modeling is required. In addition, in
order to meet the visual reality, geometric model entities
must be assigned with surface texture and material attri-
butes. However, in hybrid modeling, it is difficult for user
avatars to interact with virtual environment image objects
established by the BMR method. The simulation requires
the integration of geometric entity object and virtual envi-
ronment image object, at least in vision. Although the dis-
tance or gap between virtual environment image objects
can be perceived through the depth information of virtual
environment image objects, however, how to smooth geo-
metric entity objects into such space gaps remains to be
solved. The mixed modeling technology based on graphics
and images can integrate the advantages of both and make
the best use of their strengths and avoid their weaknesses
in application [26]. This not only increases the realism of
the scene but also ensures real-time and interactivity and
improves the immersion of users. In 3D modeling technol-
ogy, there are often many problems that affect the authentic-
ity of modeling. Therefore, in modeling technology, in order
to improve the fidelity of display, the following methods are
often used: blanking, shading model, and texture mapping.

3.2. Application of Unsupervised VOS Algorithm in 3D Model
Modeling. Optimization technology is a crucial link in the
process of 3D modeling. Usually, the basic plan is drawn
by CAD using the position in the drawing, and then the plan
is fully imported into the 3DMax construction model. In the
process of making the model, the basic frame structure must
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TaBLE 1: Comparative experiment of motion saliency segmentation
network on DAVIS.

Method Mean
Mp-net-motion 55.36
Uovos-motion 56.91
Fseg-motion 68.25
Epo-motion 76.58
Methods of this paper 80.36

be drawn first, and then the complete structure model can be
drawn using the previous external contour. Then, each rele-
vant model is effectively spliced, which will better optimize
the overall structure of the model. Effectively map the struc-
ture after modeling. In the process of mapping, complete
mapping must be carried out according to the specific struc-
ture size of the model. At the same time, different mapping
scales are required for different precision models. We should
deal with it effectively according to the real effect, so as to
reflect the authenticity. This scene simulation system is an
improvement of the traditional optimization technology,
and the optimization technology used runs through the
whole modeling process. The reality of an object’s appear-
ance mainly depends on its surface reflection and texture.
Today’s graphics hardware platform has the ability of real-
time texture processing, which can enhance the sense of real-
ity with a small amount of polygons and textures while
maintaining the graphics speed. Texture can be generated
by two methods, one is to interactively create, edit, and store
texture bitmaps by image rendering software; the other is to
take a picture of the required texture, then scan it, or take a
picture directly with a digital camera. First of all, it is neces-
sary to determine which space plane the surface patch pro-
jects on, which depends on the overall direction of the
surface patch, and the plane with the smallest angle will be

projected to which plane. Considering the convenience,
when deciding the position of the target point, this paper
calculates the error costs of two endpoints, respectively,
takes out the one with smaller error, compresses it to the
position of the other endpoint, and deletes the degraded tri-
angle at the same time.

The object of segmentation is to detect the moving
object. The simplest method of mask fusion is to calculate
the intersection area of salient motion mask and general tar-
get mask, so as to satisfy the characteristics of motion and
general target at the same time, but its accuracy is low. In
order to make full use of the mask results of motion detec-
tion and target sampling, this paper adopts the method of
deep learning and constructs a small fusion network to fuse
the masks of the two. In unsupervised VOS, effective and full
use of motion cues is crucial to segmentation performance.
As a mainstream method of timing information modeling,
optical flow can simulate the moving trend of the target
according to the displacement changes of pixels in adjacent
frames. The network structure composed of an appearance
segmentation network and an optical flow prediction net-
work is shown in Figure 2.

In the aspect of target image edge extraction, this paper
obtains the moving edge of the target through the difference
of the size of the motion and the direction of the motion.
The specific description is as follows: first, calculate the opti-
cal flow vector value between two adjacent frames, and
through formula (1), calculate the motion size b;" of each

pixel point p:
b =1-exp (_vapr). 1)

In the formula, by’ € [0, 1] is the motion size of the pixel

point p, 717 is the optical flow vector value of the pixel point



Advances in Mathematical Physics

2 4 6 8 1012 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60

Epoch

FIGURE 3: Training of the algorithm.

Iteration index

10 @
9
8
7
. 0
3
5
4
3
2
1
oo Testl
co@- Test2
ce0- Test3
0.95
0.85
0.75
S
5]
5
M 0.65
0.55
0.45
0.35
[=eleNolelelNolol =2 =Rl
— — EPOR
—e— FASTSEG

—e— Algorithm in this paper

FIGURE 4: Error of the algorithm.

p, V is the gradient value, and A™ is the weight parameter.
However, due to the shaking of the camera or following
the target, the background will move violently. Therefore,
this paper considers the use of the angle between the motion
vectors to distinguish the target and the background, such as

formula (2), to obtain the motion edge size bg:

0_ 1 B 2
=1 exp( A %x@ep,q)).
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In the formula, bg € [0, 1] is the maximum angle distance
between the pixel point p and the surrounding pixels and

80,,, is the angle size of the motion vectors f, and f of

the pixel points dd p and g. At the same time, the motion
edge feature b, of the target is obtained by combining the

motion size and direction of the pixel, and the motion edge

of the target can be obtained. The formula is as follows:
b, if b > T,
el I @

by b, ifb;>T.

In the formula, T is the size of the threshold, and b;” and
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bﬁ represent the edge value obtained by the magnitude of the ~ where n=[n,, n,, n,] T is the normal vector of the plane, and

}/)
motion amplitude and the angle of the motion direction,  d is a constant. Then, the square of the distance from point
respectively. v=[xy,2" to the plane is
This paper associates each vertex with a set of planes
near it, and the error of the vertex is expressed as the sum D= (n"v+ d)2 = (nTv+d) (nv+d) =v" (nn")v+ 2dn v+ .
of the squares of the distances from this point to each of
the planes in the set. When two vertices are compressed into (5)

a single point, the relevant plane group of the target point is
the sum of the two groups of planes of the original point.
Each plane can be written as the following equation:

This is a quadratic, and let
Q=(A,B,C) = (nnT, dn, dz), (6)

n'v+d=0, (4) Q(v)=v"Av+2BTv+C, (7)



TaBLE 2: Experimental results of indicators.

Index 1 2 3 4

Regional similarity 0.959 0.951 1.971 0.968
Accuracy of contour 0.984 0.988 0.975 0.993
Time stability 0.989 0.991 0.987 0.983

TABLE 3: Accuracy comparison results of different segmentation
methods on data sets.

Method Vehicle Pedestrian Horse Plane
VOE 52E+03 6.2E+03 4.2E+04 1.2E+03
EPOR 5.3E+03 5.0E+04 3.2E+04 7.2E+04
RCC 5.5E+03 5.5E+04 3.5E+04 4.5E+04
VIBE 6.2E+03 7.5E+03 3.2E+04 4.2E+04
FASTSEG 2.2E+04 6.1E+04 3.1E+04 4.6E+04
Methods of this paper 3.2E+03 5.8E+04 7.2E+03 1.2E+04
because
Q +Q,=(A,+A,,B, +B,,C, +C,). (8)
So,
Qi (v) + Q(v) = (Q + Q) (v)- )

Therefore, to calculate the sum of the squares of the dis-
tances from a vertex to a set of planes, this article only needs
to add all the quadratic formulas and finally gets a quadratic
formula. After the two vertices are compressed into one ver-
tex, the corresponding quadratic formula is also the sum of
the quadratic formulas of the original two points. Therefore,
the error of an edge-compression operation (v;,v,) — v
can be defined by the following formula:

Q)= Qi (v) + Q(v) = (Q + Q) (v)- (10)

Let P'={P{,P,,--,P\;} be the backward optical flow
field between two frames F' and F'"!. where each element
P! =[u},v!] is the optical flow vector of pixel F! in the hori-
zontal and vertical directions; N is the total number of pixels
in the frame. Let §' be the salient motion map in the optical

flow field P!, and the global motion contrast §'. can be

expressed as the following formula:

i)=Y d(p;,p;). (11)

VP;. ep!

i

Among them, Sti €[0,1] and d(-) are distance measures.
Let ¢ be the binary segmentation function of the adaptive
threshold method, an then the salient motion mask S is
shown in the following formula:

st =¢(St), (12)
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where each element S;€{0,1} represents the binary
foreground-background label of pixel F:.

In this paper, a skip connection is used to connect the
original features, which can preserve the predicted parts of
the optical flow features in other directions without affecting
the common salient regions. Similarly, this paper also per-
forms similar operations on the backward optical flow fea-
ture and the saliency map generated by the forward optical
flow. The operation of the entire structure is symmetrical.
The overall process is described as follows:

fom=0(6:(f7)), (13)

fim=0(0:(f;)): (14)
Frorward = f X fom + fp> (15)
Foadovard = fo X fom + fo (16)
[ = 0(05(concat( Fropgara> Frackavara)))- (17)

The two processed features are connected, and the final
optimized motion saliency map f,, is obtained through a 3
x 3 convolution and Sigmoid function. The function of the
sigmoid function is to compress the element value between
[0,1] and generate a probability saliency map. The larger
the value, the greater the saliency probability of the position.

Because of error estimation, each vertex in the vertex
table needs a unit to store the compression error of that
point in addition to its three coordinate values. In addition,
each record in the side table not only records the serial num-
bers of the two vertices of the side but also records the com-
pression error of the side. In this paper, combined with the
actual hardware and software conditions, using modern
advanced technology, the collected data should be prelimi-
narily processed, and some incorrect or redundant data
should be removed. At the same time, the collected data
can keep a relatively high precision, which can meet the
requirements of the system to the greatest extent. Combined
with the collected data, the data is preprocessed. Considering
that color, material, etc. should be processed in the develop-
ment of the system, and 3DS is a very common data format,
and the 3D graphics files saved in this format are also very
rich, so this system uses 3DS data structure to convert data.
As for the conversion of data format, the main core is to
convert the data of model construction and form the list of
model construction of 3DS, which can be used as the display
list of OpenGL to reconstruct the model. Unfortunately, not
all cases apply to parametric surfaces. There are some situa-
tions that require adjacent surfaces to fit together well (no
cracks or T-joints) when an object is rendered into a poly-
gon. Also, there are many jagged objects that cannot achieve
good results using parametric surfaces, because the number
of surfaces required may not be less than the number of
polygons. The polygon-based face reduction method is gen-
erally more useful and can work on the current type of
model.



Advances in Mathematical Physics

5000
4500
4000
3500
3000
2500
2000

1500

Number of wrong pixels

1000
500

o L1t 111 111 1 1 1 1

50 150 250 350 450 550 650 750 850 950 1050 1150 1250 1350 1450 1550 1650

Video frame number

—@®—- EPOR
—@®- FASTSEG
—@~- Algorithm in this paper

FIGURE 9: Comparison chart of the number of wrong pixels per frame.

4. Result Analysis and Discussion

In this section, the algorithm proposed in this paper is veri-
fied by experiments. Firstly, the data set used for the evalua-
tion method and the corresponding evaluation indexes are
introduced, and the corresponding modules proposed in this
paper are tested on the specified data set. At the same time,
the experimental results compared with other algorithms are
introduced, and then the concrete discussion and analysis
are carried out according to the experimental results. In
order to further verify the effectiveness and practicability of
this algorithm, several data sets in the experiment are
YOUTUBE-OBJECTS public data set, DAVIS data set, and
self-collected video set. Among them, a shot from the videos
of airplane, horse, and motorcycle on DAVIS data set of
YOUTUBE-OBJECTS public data set and the videos of
pedestrians and two pedestrians in the surveillance scene
taken by myself are selected. DAVIS data set is a large-
scale video single-target segmentation data set, which con-
tains 50 video sequences, including 30 video sequences in
the training set and 3450 video frames in the test set, each
with pixel-level labeling information. The dataset contains
various challenges of target segmentation, such as scale
change, fast motion, object occlusion, dynamic background,
and motion blur. For the evaluation of experimental results,
this section uses three evaluation indexes defined in DAVIS:
regional similarity, contour accuracy, and time series
stability.

Since salient object detection was introduced into the
VOS field, many algorithms have directly applied salient
object detection in the optical flow field and used the results
of salient motion detection to perform the VOS task. Aiming
at the motion saliency segmentation network, this paper
mainly discusses the rationality of bidirectional optical flow

and the effectiveness of the motion cue optimization mod-
ule. Table 1 shows the comparative experimental results of
motion saliency segmentation network on DAVIS.

It can be seen that the segmentation result of the
dynamic cue optimization module on each video sequence
should be completely superior to the segmentation result
using only unidirectional optical flow. This fully proves the
rationality and effectiveness of introducing bidirectional
optical flow in this paper. The training of the algorithm is
shown in Figure 3.

This paper uses the unsupervised VOS algorithm based
on PyTorch to achieve target detection and segmentation.
In order to verify the effectiveness of the unsupervised
VOS algorithm proposed in this paper, its segmentation
accuracy is compared and analyzed in the experiment, and
the composition analysis is given. The experimental data in
this experiment is YOUTUBE-OBJECTS, a public data set,
and the collected video data. The comparison method
includes the current mainstream target segmentation algo-
rithms. Figure 4 shows the error of the algorithm. Figure 5
shows the segmentation accuracy of the algorithm.

It can be seen that the segmentation accuracy of this
method is higher than that of the contrast algorithm. This
is because there is often a large amount of background infor-
mation in the low-level features, and the background infor-
mation is further amplified by fusing the low-level features
in the two branches. However, for VOS, too much back-
ground information is not conducive to the segmentation
network’s learning of the target area, and it will cause the
segmentation network to misunderstand the background
area and identify it as the foreground target area, thus greatly
reducing the segmentation accuracy. In this paper, the effec-
tiveness of deep semantic information fusion can effectively
improve the segmentation accuracy of the target.
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In the evaluation index, regional similarity is the inter-
section ratio between mask and true value. Contour accu-
racy divides the spatial range of the mask by treating the
mask as a set of closed contours. Time stability is used
to punish adverse effects such as boundary instability. In
order to compare the effect of this algorithm with the cur-
rent advanced algorithm, this paper uses the code and
parameter settings provided by data set official website.
The results of regional similarity experiment are shown
in Figure 6. The results of contour experiment are shown
in Figure 7. The experimental results of time stability are
shown in Figure 8.

At present, most of the target segmentation algorithms
use some underlying features of the target to initialize the
target first and then accurately segment the target on this
basis. Therefore, by fusing some underlying features such
as the boundary features of the target, we can jointly
model the target to further improve the segmentation
accuracy and propose the corresponding fast solution algo-
rithm to reduce the processing complexity. This paper
conducted 20 experiments on each index and selected 4
of them to draw a table. The specific experimental results
are shown in Table 2.

With the introduction of bidirectional optical flow in
this paper, the result of motion segmentation is similar to
that of truth mask, which can effectively suppress the non-
significant regions and produce more accurate preestima-
tion. In this paper, the performance improvement is
attributed to the fact that the proposed motion cue optimiza-
tion module can make full use of more motion information.

This paper collected five videos for experiments. It
includes five videos: one pedestrian, two pedestrians, two
people talking, running, and multiplayer football, and the
target is manually marked. Table 3 shows the precision com-
parison results of different segmentation methods on data
sets.

It can be seen that the segmentation result of this paper
is obviously superior to other segmentation results.

In the algorithm, salient motion segmentation can seg-
ment the motion region, while target sampling can segment
the target region. Significant motion segmentation and tar-
get sampling cannot separate moving targets in video
frames; so, the purpose of fusion module is to remove poten-
tial noise, such as moving background and static targets in
video. Only two-dimensional motion information cannot
effectively solve the problem of motion blur, but this paper
introduces 3D information, that is, the depth difference
between foreground object and background area, which
can effectively improve the accuracy of object segmentation
and make the segmented object more detailed and complete.
Figure 9 shows a comparison of the number of wrong pixels
in each frame.

It can be clearly seen from the figure that the segmenta-
tion results of this paper are superior to those of other
methods in most video frames. The segmentation accuracy
of this algorithm can reach more than 94%, which is about
9% higher than that of FASTSEG method. On the whole,
the accuracy of this algorithm exceeds that of other target
segmentation algorithms.

Advances in Mathematical Physics

5. Conclusions

VR modeling technology is developing rapidly, and it is wel-
comed by many users because of its ease of use, stability, and
rapidity. At present, it has a wide application prospect in
commerce, medicine, engineering design, art, entertainment,
military, and so on. Based on this, this paper studies the pro-
cess of 3D virtual scene construction by combining theory
with practice, and on this basis, researches the optimization
methods of 3D modeling. In this paper, an unsupervised
VOS algorithm is proposed, which combines the moving
edge of the target image and the appearance edge of the tar-
get to initialize the target and assist the VR 3D model model-
ing. The research shows that the segmentation accuracy of
this algorithm can reach more than 94%, which is about
9% higher than that of the FASTSEG method. The segmen-
tation results of this paper are superior to those of other
methods in most video frames. At the same time, the accu-
racy of this algorithm exceeds that of other target segmenta-
tion algorithms. In this paper, it is of positive significance to
use the unsupervised VOS algorithm to assist VR 3D model
modeling. The next step will be to further improve the data-
base management based on Web. Plan the system database
reasonably and integrate different kinds and properties of
data into the system database to the maximum extent. In
addition, in order to make full use of the value of VR model-
ing, in the current social life, people from all walks of life
should strengthen their own study and inquiry and strive
to maximize the value of VR modeling in a reasonable
system.
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In view of the present situation of “learning difficulty” in health statistics, this paper proposes a video visualization technology
based on the convolutional neural network, which updates parameters by calculating the gradient of loss function to obtain
accurate or nearly accurate loss function. Taking the students from 2014 to 2017 in a university in Henan as the research
object, this paper analyzes the video visualization technology and its application effect on the teaching of college students’
health statistics from the aspects of students’ course awareness, learning behavior, communication between teachers and
students, knowledge mastery, and course satisfaction. The results show that the external model load difference between each
explicit variable and latent variable is statistically significant. Learning behavior and communication between teachers and
students have a direct impact on the mastery of knowledge, and the degree of influence from high to low is as follows: learning
behavior and communication between teachers and students. The teaching effect model of health statistics based on video

visualization technology of the convolutional neural network has certain practicability.

1. Introduction

Health statistics is a science of applying the principles and
methods of mathematical statistics to study the health status
of residents and collecting, sorting, and analyzing data from
the field of health services [1, 2]. It is a discipline aiming at
practical application and an important tool for medical
research. With the increasing attention paid to scientific
research work in our country, it not only is a required course
of preventive medicine but has become a popular learning
course for students and medical personnel of other medical
majors such as clinical medicine [3, 4]. Health statistics plays
an important role in training scientific research thinking of
medical talents [5].

Health statistics is a subject that uses the principles and
methods of mathematical statistics and probability theory
to collect, sort out, and analyze medical data. With the devel-
opment of medical research, in order to meet the needs of
medical research, in the current medical colleges and univer-
sities, medical statistics has become a required course. The

content of health statistics is rigorous and abstract, with
strong logic and a large number of complex mathematical
formulas and abstract concepts. According to previous stud-
ies, although students have a positive learning attitude and
strong learning needs for health statistics, they think that
health statistics is difficult to learn and their application abil-
ity is poor. It is difficult for some students to fully under-
stand the important statistical knowledge such as normal
distribution and hypothesis testing [6]. It is difficult for them
to correctly distinguish the difference and connection
between standard deviation and standard error, reference
value range and confidence interval, correlation and regres-
sion, etc. Many students cannot choose appropriate statisti-
cal methods according to the type of data [7]. A survey of
graduate students majoring in health statistics and epidemi-
ology in a university also shows that how to correctly choose
and use statistical methods is the biggest trouble that stu-
dents face in the process of learning. Students do not have
a thorough understanding and solid grasp of health statistics
knowledge, which will lead to unsatisfactory statistical
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practice in the future work. The reason why it is difficult to
study in detail is not only the difficulty of understanding
the knowledge but also the difficulty of obtaining high-
quality resources. At present, the existing network resources
of health statistics are simply listed and lack of logic and
some learners find it difficult to find learning materials suit-
able for their own level [8]. In sharp contrast, health statis-
tics teachers have accumulated a large number of high-
quality teaching resources in the long-term teaching; but
limited by the teaching method of face-to-face teaching,
these contents are only used in the class or within the college
and the high-quality resources are not effectively promoted
and fully utilized [9, 10].

In addition, as an important applied discipline, health
statistics needs to form a systematic and high-quality knowl-
edge system, so that medical workers can quickly acquire
corresponding knowledge according to their work needs.
Therefore, it is urgent to build an intelligent learning tool
of health statistics by means of video visualization technol-
ogy in close combination with the subject characteristics of
health statistics, so as to achieve the following effects: to help
learners to independently learn health statistics knowledge
in fragmented time and improve their practical application
ability of health statistics methods.

Section 2 introduces the video visualization technology
and its related research status in the teaching of health statis-
tics for college students. In Section 3, the construction of the
key technologies of video visualization based on the convo-
lutional neural network is studied. Section 4 is the research
object and research method of this paper. Section 5 is the
result and discussion, and Section 6 contains the
conclusions.

2. Related Work

With the rapid popularization of the Internet and the accel-
erated promotion of educational informatization, the scale of
online education expands rapidly, which is expected to pro-
mote educational fairness and improve the quality of learn-
ing [11]. However, the common form of traditional online
education is to move offline classroom to online, providing
homogeneous and template learning resources for students
with different characteristics, which also weakens students’
interaction in the learning process, resulting in an unsatis-
factory learning completion rate and learning satisfaction.
In recent years, the concept of “student-centered” educa-
tion has been widely accepted, from “teaching” to “learning,”
from educators to learners, and from lifelong education to
lifelong learning. But this kind of change has put forward
brand-new challenge and request to the learning way [12].
At the same time, just as “there are no two identical leaves
in the world,” each student’s knowledge level and learning
attitude are different and their perceived knowledge diffi-
culty will also be different. If we treat all learners only in a
mode of "one size fits all’, and provide the same learning
guidance and help for them, which may cause learners who
have high study ability feel bored because of small study
challenges while learners whose study ability is low feel con-
fused without help, leading to low learning engagement. To
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solve these problems, it is necessary to provide help accord-
ing to the actual needs of learners [13, 14], that is, to provide
personalized help and guidance. Under this background, the
video visualization technology system emerges as The Times
require. Video visualization technology is committed to
understanding the personalized characteristics of learners
through the mining of student education data and pushing
learning resources to meet the needs of personalized learn-
ing, breaking the traditional group learning structure. The
professional reports “2017 Horizon Report (Basic Education
Edition)” and “2018 Horizon Report (Higher Education Edi-
tion)” both point out that video visualization technology
plays a key role in promoting the development of online
education, helping to achieve efficient and meaningful per-
sonalized learning.

The video visualization technology system is to provide
learners with appropriate learning activities and the best
video visualization system according to their learning char-
acteristics such as knowledge and skill level and learning
style. Through the real-time analysis of the learning process,
it is constantly revised and improved to achieve personalized
learning. The video visualization technology system needs a
powerful knowledge model as a support. From the knowl-
edge characteristics of health statistics, health statistics has
strong logic and clear knowledge relationship in each chap-
ter, which is conducive to the construction of knowledge
model, which is the basis of knowledge visualization push
[15-17]. Some scholars have explored the construction of
knowledge models and learning systems by taking mathe-
matics and mathematics subjects such as high school math-
ematics [18], calculus [19], and high school physics [20] as
the research subjects, which has a reference value for this
study.

With the rapid development of wireless communication
technology, video visualization technology has become a
beautiful scenery in university health statistics. The commu-
nication mode of “video visualization technology + univer-
sity education” has promoted the fashion communication
of health statistics. It “has helped the fashion communica-
tion of nonlegacy culture. According to the survey, if stu-
dents can solve health statistics problems through
extracurricular resources, it will be of great help to improve
the learning effect. We can summarize and extract the key
points of health statistics, carry out a visual display of diffi-
culties of knowledge, analyze the vital cases, differentiate
the concept and classification in different materials and
build a diversified, multi-level and systematic knowledge
system according to the degree of learners’ demand for
health statistics. It is helpful to consolidate students’ basic
knowledge of health statistics and improve students’ practi-
cal application ability of statistical methods. Especially in
the context of “Internet+,” it is a very positive attempt to
apply “video visualization technology + platform education”
to health statistics. This study hopes to use information tech-
nology to share excellent resources and promote the learning
of health statistics through video visualization technology
software.

Therefore, whether the matching use of the video visual-
ization technology system has a positive impact on students,
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teachers, and the interaction between teachers and students,
how to correctly use the wireless network communication
technology in enterprises, and how to improve the quality
of health statistics teaching for college students are all prob-
lems worth exploring and studying.

3. Analysis of Key Techniques of Video
Visualization Based on the Convolutional
Neural Network

By learning and training the intrinsic nature and representa-
tion features of the sample data, the neural network obtains
the important information such as the voice, text, and image,
which has the explanatory function, so that the machine has
the same analysis and learning ability as human, and can
carry out activities such as voice and text recognition and
object detection. At present, neural networks have achieved
remarkable results in speech and image recognition [21, 22].

If the neural network structure is regarded as a network,
its core ideas are as follows:

(1) Each layer of the network uses unsupervised learning

(2) An unsupervised learning only trains one layer of the
network and takes its training results as the input of
its higher layer

(3) All network layers can be adjusted by supervised
learning

Among the neural networks, the common networks with
good performance include AlexNet, VGGNet, ResNet,
SqueezelNet, and DarkNet. The reason why this paper
chooses to use the neural network is to use its powerful
learning and training function to analyze the clipped airport
video images including visual features such as color, texture,
shape, and statistical features and combine with real-time
visibility data to realize the detection of airport visibility.
However, with the increase of user needs and the develop-
ment of computer technology, the disadvantages of high cost
and heavy computation workload of general neural networks
are becoming more and more prominent. In addition, the
processing objects of this paper are mainly images. If there
is no convolution operation in the deep neural network
model, the number of learning parameters will explode
catastrophically.

3.1. Properties of Convolutional Neural Networks. The con-
volution neural network consists of one or more of the con-
volution and the whole connection at the top of the layer
(the layer can be 1 x 1 convolution as the final output) com-
posed of a feedforward neural network, consisting of partial
correlation of neurons in the hidden layer of the local small
area which can be used as the underlying input data, make
the network have the characteristics of local awareness, and
can obtain the edge information [23-25]. In addition, the
network shares the same convolution kernel in all images
through weight sharing and retains the original position
relationship. Meanwhile, the network automatically trains
and extracts the features of each layer for many times, so

that the network can fully explore the local features of the
image while effectively limiting the number of parameters
and preventing overfitting [26].

No matter what kind of convolutional neural network,
there must be five layers of input, convolution, activation,
and pooling and fully connected in the structure, as shown
in Figure 1. And each layer has a specific role [27, 28].
Among them, the input layer can input the data within the
three-dimensional dimension. The airport image data proc-
essed in this paper belongs to 3D, because generally color
images contain R, G, and B channels.

Generally speaking, for a model with the same level of
accuracy, the smaller the architecture, the more advantages
it has: @® smaller communication requirements, @ less
parameters and data, and ® easier to be applied on devices
with limited memory, such as the field-programmable gate
array (FPGA). The lightweight convolutional neural net-
work (LCNN) can greatly reduce the operating parameters
and improve the computational efficiency under the condi-
tion of keeping the performance unchanged after changing
the convolution mode. At present, the common lightweight
convolutional neural network models include SqueezeNet,
MobileNet, ShuffleNet, and Xception.

3.2. Structure of Convolutional Neural Networks

3.2.1. Analysis of the Convolution Layer Structure. Convolu-
tion operation is the most critical technology in the structure
of the convolutional neural network. By this operation, the
convolution layer can extract various features of the input
signal. For example, the shallow convolution layer can
obtain the low-order features of the target, while the deep
convolution layer can extract the high-order features of the
target. The convolution operation passes through a series
of fixed-size convolution kernels and performs sliding and
inner product operations on the input signal of the convolu-
tion layer according to the set step size, resulting in a brand-
new feature map. The convolution layer is the core of the
network, and feature extraction is realized in the process of
translation on the original image. It consists of many filters,
including the size and depth. There are usually odd-sized
windows such as 3x 3, 5x5, and 11 x 11, and the depth is
the number of convolution kernels [29, 30]. The specific
operation process is shown in Figure 2.

In the specific convolution operation, there are two situ-
ations: the first one is as shown in Figure 2. Due to the con-
volution kernel window and sliding step size, the generated
feature map is inconsistent with the size of the input signal.
The second method can make the output characteristic map
keep the same size as the input signal by filling 0 at the
boundary of the input signal.

After the convolution operation, a nonlinear activation
function is usually adopted. The main reason is that the
introduction of nonlinear factors can make the output of
the network no longer just a linear combination of inputs
but can approximate any complex function and effectively
improve the ability of the network to learn complex things
[31-33]. At present, commonly used nonlinear activation
functions include saturated nonlinear functions sigmoid,
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FIGURE. 2: Schematic diagram of the convolution process.

tan h, etc. and unsaturated nonlinear functions ReLU, etc.,
shown as follows:

1
Si id(x) = ,
igmoid(x) o
ex _p X
tan h(x) = —e_, (n)
e*+e™*

ReLU(x) = max (0, x).

The main difference of the above activation functions
lies in that the unsaturated nonlinear functions can effec-
tively avoid the problem of vanishing gradient or explosion
in the network because there is no saturated smooth region
in the saturated nonlinear functions, so that the network
can converge more quickly and stably. To sum up, the oper-
ation carried out by the convolutional layer can be described
as follows:

Xout :f(Xin ®W + b) (2)

X, and X, are the input and output of the convolution
layer, respectively, f is nonlinear activation function, and W
and b represent convolution kernel weight and bias, respec-
tively. This symbol of ® is the basic symbol for mathemat-
ical operations and represents the tensor product. This can
be applied in different contexts such as vectors, matrices,
tensors, vector spaces, algebras, topological vector spaces,
and modules. The meaning of this sign is the same in all
cases: the most general bilinear operation, also called an
external product in some contexts.

3.2.2. Structural Analysis of the Pooling Layer. The pooling
layer is usually connected in series after the convolution
layer, which is essentially a downsampling operation, and
the main purpose is to make the features have certain spatial
invariance. At present, the commonly used pooling opera-
tions include maximum pooling and average pooling, which
obtain results by calculating the maximum and average

values of local areas, respectively. Maximum pooling can
retain the most important feature information in a local area
[34], especially for very sparse features. The calculation pro-
cess is shown in Figure 3. The average pooling can well sum-
marize the overall spatial information of the local area.

In that pool process of the input image, the pool cores
are moved according to the pool step size. Common pooling
methods include average pooling and maximum pooling.
The maximum value is used to represent the local area for
maximum pooling, which makes the overall characteristics
of the image more significant. The average pooling method
uses the average value to represent the local area, which
makes the overall characteristic information of the image
smoother. When training the model, the pooling layer can
help the network to focus on learning the pixel features of
the image, help improve the generalization and robustness
of the network, and avoid the overfitting of the network.

3.2.3. Batch Standardized Analysis. As the network becomes
deeper and deeper, there will be a very obvious gradient dis-
persion problem, which will change the distribution of input
signals and affect the learning ability and performance of the
network. In order to effectively alleviate this problem,
Sabanci et al. proposed BN to overcome the internal covar-
iate offset problem and the main process can be divided into
the following two steps [35-39].

(1) To calculate the mean and variance of input signals
for data standardization processing, the calculation
expression is as follows:

(3)

where y and 8” represent the mean and variance of the input
signal, respectively, and 0 is a constant that ensures numer-
ical stability



Advances in Mathematical Physics

A column vector f

=)

M

Tensor T

N
‘E Average ' 1x1

5
p branches
of FC layers
pooling ] Conv ]
[ [ 000
—> eee
[ [
L] U o=
0J [
Column vectors g Column vectors h ID predictions

FIGURE. 3: Schematic diagram of the pool layer structure.

(2) A linear transformation is used to recover the nor-
malized data, and its calculation expression is shown
as follows:

yi= ]+, ()

where e and 8 represent learnable parameters of two networks.

BN has many advantages: (1) it allows us to use a higher
learning rate to improve network training speed without the
risk of gradient dispersion, (2) it is not necessary to consider
the initialization of network parameters too much, which
reduces the dependence of gradient on parameters, (3) the
dropout operation can be removed from the network in
some cases, (4) it reduces the risk that the network will fall
into a saturated state when the saturated nonlinear activa-
tion function is used, and (5) it effectively improves the gen-
eralization ability of the network.

3.3. Loss Function and Parameter Learning. At present, the
parameter learning methods adopted by convolutional neu-
ral networks are all based on the gradient descent algorithm,
which is an algorithm that updates parameters by calculating
the gradient of the loss function. The specific process is
shown as follows [40-42]:

(Step 1) Forward propagation process

Assuming that the input signal is x and the output value
of its input layer is a', then, the corresponding outputs of the
subsequent layers (/=2, 3, -+, L) can be calculated as follows:

Z=wd ' +b, (5)

al = O'(Zl) s (6)

where w' and b’ are the corresponding parameters of each layer,
that is, the parameters to be updated by the network, and o is
the activation function adopted by each layer of the network.

(Step 2) Calculate the error of the output layer

According to the definition, the output layer L error can
be calculated as follows:

aC

L

o= e @)
]

where C is the loss function adopted by the network. In
order to establish a connection between it and the activation
value of the output layer at j» equation (7) is simplified to (8)
according to the chain rule.

oC dak
o= "k 8
7 Oay oz} (8)
Since, when k # j, aaﬁ/az} =0, equation (8) is simplified
to the following:

i~ LA L"
aajazj

©)

According to equation (6), the final calculation formula
of output layer error can be obtained as follows:

& = a—ca'(zﬂ. (10)

I
aaj

(Step 3) Backpropagation error

Similarly, the calculation expression of errors in other
layers except the output layer is as follows:

oC
o=,
] azj»

(11)

In order to establish a relationship between it and the
output layer error, equation (12) can be obtained by using
the chain derivative rule for equation (11).

oC azl+1 azl+1
8= o=y Tk 5t 12
J ;azgjl 9z} %az; ¢ 12

According to the calculation expression (13) between
adjacent layers of the network, the calculation expression
(14) for all layer errors except the output layer can be
derived.

Z?l = nglo(zﬁ-) + b (13)
j
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(Step 4) Update parameters

Since the main purpose of the network is to update
parameters w' and b’ at each layer, the expression of the
parameter update value can be derived as equation (15) by
using the error of backpropagation at each layer.

oc _oC azé -1l

owl,  ozow, ¢
k0% Ok (15)
oC _0Co% _ o
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Finally, the parameters are updated according to the
rules of the gradient descent algorithm and the formulas
are as follows:

"T=w - ai
wl=w 11a >
wjk

16
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The loss functions widely used in the target semantic
segmentation algorithms include the mean square error
and cross-entropy. The mean square error reflects the differ-
ence between the prediction result a and the label data y at
each pixel, as shown in (17).

Clwb)= 5. Y [y-al* (17)

When this function is used for back propagation, its
parameter update expression is as follows:

d N

X Y@y,
aC ) (18)
5% EZ(“‘J’)U’(Z)-

It can be found that the above parameter updates are
closely related to o’ (z). If the activation function is sigmoid,
it will appear when the network is trained to a certain period
and the neuronal output approaches 1 [43, 44]. When ¢ (2)
is close to 0, it will lead to the slow update of network
parameters, which is not conducive to the overall network
learning process. To solve this problem, more and more net-
works adopt cross-entropy instead of the mean square error
and the expression of cross-entropy is shown as follows:
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C(w,b):—EZDllna+(1—y)ln(1—a)]. (19)

Similarly, the expression of its parameter update value
can be derived as follows:

E)C_l B 0z
3w n 4 (a )’)%’
(20)

oc 1
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In this case, the parameter update is related to the error
between the network output and the label. The larger the
error, the faster the update speed will be, and it will not be
affected by the activation function, which can well avoid
the problem caused by the smaller gradient in the mean
square error.

4. Objects and Methods

4.1. Respondents. From 2014 to 2017, students in a university
in Henan province of China were selected as the research
objects. The investigator who had received unified training
conducted a questionnaire survey in an anonymous way in
the extracurricular time when the subjects were learning
health statistics, through actual surveys and interviews, from
December 2021 to April 2022. On the questionnaire plat-
form, we conducted a random questionnaire investigation
on the application of video visualization technology in the
teaching of health statistics for college students in the form
of an electronic questionnaire. A total of 402 questionnaires
were distributed and 366 were recovered, with a recovery
rate of 91.04%. 360 questionnaires were effective, with an
effective rate of 98.36%. The 360 questionnaires effectively
collected this time were randomly divided into two groups,
one group of data (180 copies) was used to establish the
model, and the other group of data (180 copies) was used
to evaluate the model and explore the influencing factors.
Among the 180 random samples used in this model evalua-
tion and influencing factor analysis, as shown in Figure 4,
there were 74 boys and 104 girls, with 2 missing. There are
31 students in the class of 2014, 41 in the class of 2015, 63
in the class of 2016, and 45 in the class of 2017. The average
age was (20.83 + 0.98) years. The consent of all the surveyed
students was obtained before the questionnaire was
conducted.

4.2. Research Tools. The questionnaire was designed by liter-
ature and interview, and the presurvey was conducted before
the formal survey. The questionnaire included 19 items from
5 dimensions including course awareness (3 observed vari-
ables, A1~A3), learning behavior (4 observed variables,
B1~B4), teacher-student communication (5 observed vari-
ables, C1~C5), knowledge mastery (4 observed variables,
D1~D4), and course satisfaction (3 observed variables,
E1~E3). Each item was scored on the Richter 5-level scale,
with scores from 1 to 5 indicating “strongly disagree” to
“strongly agree.” A teaching model of “health statistics”
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was built according to the dimensions and items of the ques-
tionnaire, as shown in Figure 5. It is proved that the model
has good reliability, validity, and explanatory ability.

4.3. Statistical Method. The database was established using
Epidata3.1, and data entry for two people and two places
was performed. SPSS21.0 was used for data collation and
description of the basic situation of the survey subjects.
The SmartPLS3.1.2 software developed by Ringle et al. of
the University of Hamburg in Germany was used for PLS-
SEM model construction, model evaluation, and influencing
factor analysis.

5. Results and Discussion

5.1. Score Analysis of Each Latent Variable. For the conve-
nience of comparison and viewing, the total score of each
latent variable was linearly transformed by 0~100. After lin-
ear transformation, the average scores of each latent variable
were as follows: course cognition (90.33 + 10.34). The score
of learning behavior was 70.22 +13.09, communication
between teachers and students 54.71 + 14.88, and knowledge
mastery 65.44 + 12.51); the score of course satisfaction was
80.22 £ 12.66.

5.2. Model Construction Analysis. The results are shown in
Table 1 and Figures 6-8. Cronbach’s « values of the five
latent variables in Figure 6 ranged from 0.705 to 0.864, and

CR values ranged from 0.828 to 0.904, all greater than 0.7.
AVE values ranged from 0.551 to 0.759, all of which were
greater than 0.5, and the square root of AVE was higher than
the correlation coeflicient of each latent variable. In Figure 7,
the external model loading values of all explicit variables and
latent variables showed statistically significant differences
(P <0.001). The path coefficients of each latent variable in
Figure 8 are also statistically significant (P < 0.05), indicating
that the model was established.

5.3. Analysis of Influencing Factors. The results of path anal-
ysis can directly reflect the direction and degree of influence
of each latent variable on knowledge mastery and course sat-
isfaction. As shown in Figures 8 and 9, it can be seen that all
latent variables have a positive effect on knowledge mastery
and course satisfaction. The influence degree of latent vari-
ables on knowledge mastery from large to small was as fol-
lows: learning behavior (path coefficient = 0.442, P <0.001
), communication degree between teachers and students
(path coefficient = 0.422, P <0.001). The influence degree
of each latent variable on course satisfaction from large to
small was as follows: teacher-student communication degree
(path coefficient =0.277, P <0.001), course awareness
degree (path coefficient = 0.249, P < 0.001), and knowledge
mastery degree (path coefficient = 0.229, P < 0.001).

5.4. Analysis of Direct and Indirect Effects. Table 2 lists the
direct and indirect effects, total effects and R? values of
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TasLE 1: Correlation coefficient of latent variables in the model.

Latent variables (1) (2) (3) (4) (5)

Course recognition (1) 0.742*

Learning behavior (2) 0.484 0.796*

Teacher-student communication degree (3) 0.561 0.313 0.805*

Knowledge mastery degree (4) 0.679 0.437 0.670 0.762*

Course satisfaction (5) 0.629 0.435 0.508 0.523 0.871*

*The square root of AVE. The data below the square root of AVE is the correlation coefficient between latent variables.
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FiGure 6: Correlation coeflicient of latent variables in the model.

explicit variables on learning behavior, teacher-student
communication, knowledge mastery, and teaching satisfac-
tion. The differences of direct, indirect, and total effects of
each predicted variable on dependent variables are statisti-
cally significant (P <0.05) [45]. Curriculum cognition can
explain 23.4% variation of learning behavior. Course cog-
nition and learning behavior can explain the variation of
communication between teachers and students by 31.4%.
Course cognition, learning behavior, and communication
between teachers and students can explain 58.3% variation
of knowledge mastery. Course awareness, learning behav-
ior, communication between teachers and students, and
knowledge mastery can explain the variation of teaching
satisfaction by 36.9%.

5.5. Application Effect Analysis. As shown in Figures 8 and 9,
the results show that curriculum awareness, learning behav-
ior, and communication between teachers and students
explain the variation of knowledge mastery by 58.3%. Learn-
ing behavior and communication between teachers and stu-
dents have a direct impact on knowledge mastery, while
curriculum awareness has an indirect impact on knowledge
mastery, both of which are positive. According to the scores
of each latent variable, after the linear transformation of 100
points, the scores of each latent variable are (90.33 10.339)
points of curriculum cognition. Those of learning behavior
are (70.22 13.094), communication between teachers and
students are (54.71 14.875), and knowledge are (65.44
12.510) points. The results show that the overall score of
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students’ cognition of the course of health statistics is high,  that students are not active enough in the study of health
indicating that students have a good understanding of the  statistics, and the communication between teachers and stu-
importance of this course. However, the scores of students’  dents is lacking, which leads to poor learning effect. Among

learning behavior, communication between teachers and  the direct latent variables that have influence on knowledge
students, and knowledge mastery are low, which indicates = mastery, the path coefficient of learning behavior is the
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TaBLE 2: Direct and indirect effects of the model.

Dependent variable Observable variable Direct effect Indirect effect Gross effect ~ R?

Learning behavior Course recognition 0.484 — 0.484 0.234
o Course recognition — 0.271 0.271

Teacher-student communication degree . ) 0.314
Learning behavior 0.561 — 0.561
Course recognition — 0.328 0.328

Knowledge mastery degree Learning behavior 0.442 0.237 0.679 0.583
Teacher-student communication degree 0.422 — 0.422
Course recognition 0.249 0.15 0.399
) ) Learning behavior — 0.311 0.311

Course satisfaction Lo 0.369
Teacher-student communication degree 0.277 0.097 0.374
Knowledge mastery degree 0.229 — 0.229

highest, which is 0.442, suggesting that it has the greatest
influence on knowledge mastery. Secondly, the communica-
tion between teachers and students, whose path coeflicient is
slightly lower than that of learning behavior, is 0.422, which
indicates that the degree of communication between
teachers and students also has a great influence on knowl-
edge mastery.

Therefore, in order to improve the knowledge of health
statistics, students should give full play to their subjective
initiative and strive to improve their learning behavior. As
a teacher, we should interact and communicate with stu-
dents in the teaching process and timely answer the stu-
dents’ confusion in the process of learning health statistics.
At the same time, teachers should encourage and guide stu-
dents to participate in various scientific research topics, so as

to achieve the purpose of warming up the past and learning
new things and applying what they have learned. Schools,
colleges, etc. should continue to do a good job of guidance,
enhance students’ emphasis on this subject, and correct their
learning attitude. The results of path analysis also show that
students’ awareness of subjects, communication between
teachers and students, and knowledge mastery have a direct
positive impact on course satisfaction, while the learning
behavior has an indirect positive impact on course satisfac-
tion. However, the four latent variables can only explain
the variation of 36.9% of course satisfaction and the overall
average score of course satisfaction is (80.22 12.663) after
the linear transformation of 100 points, which indicates that
the course satisfaction is also greatly influenced by other
unknown latent variables, and further research is needed.
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6. Conclusions

Based on the video visualization technology of the convolu-
tional neural network, this paper evaluates the teaching
model of health statistics and analyzes the factors that affect
knowledge mastery and teaching satisfaction, so as to
improve the teaching method of health statistics. This paper
draws the following conclusions:

(1) Cronbach’s « and Cr values of five latent variables in
the model are all greater than 0.7; AVE values are all
greater than 0.5. The square root of AVE is higher
than the correlation coeflicient of each latent vari-
able. The differences of external model loads
between explicit variables and latent variables are
statistically significant (P < 0.001). The path coeffi-
cients of all latent variables are statistically different
(P<0.05)

(2) Learning behavior and communication between
teachers and students have a direct impact on the
mastery of knowledge, and the order of influence is
as follows: learning behavior (path coefficient =
0.442, P<0.001) and communication between
teachers and students (path coefficient = 0.422, P <
0.001). Subject recognition, teacher-student commu-
nication, and knowledge mastery have a direct posi-
tive impact on course satisfaction, and the order of
influence is as follows: teacher-student communica-
tion (path coefficient = 0.277, P < 0.001), course rec-
ognition (path coefficient =0.249, P <0.001), and
knowledge mastery (path coefficient=0.229, P <
0.01)

(3) For learning behavior and communication between
teachers and students, the teaching effect model of
health statistics based on video visualization technol-
ogy of the convolutional neural network has certain
practicability
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With the rise of manufacturing informatization, many transactions are conducted on the Internet, but the final form of
transaction completion is the transaction of actual products, which makes the logistics industry emerge as the times require.
How to achieve the optimal allocation scheme and the fastest efficiency in the supply chain has become an urgent problem to
be solved. This paper considers the characteristics and advantages of 3D image processing technology, describes the
characteristics of 3D image processing supply chain (SC), and analyzes the channels that 3D image technology affects SC.
Combining the respective characteristics of fuzzy theory and grey theory, the two theories are combined to develop strengths
and circumvent weaknesses to form grey fuzzy theory. Comprehensive evaluation of supply chain logistics capability can
achieve better evaluation results. The application of grey theory in this chapter includes constructing the factor set of the
evaluation index system and determining the weight matrix of the factor set with the game method. The grey fuzzy evaluation
weight matrix (i.e., single index evaluation result) is determined with the grey theory, and the fuzzy comprehensive evaluation
result is finally calculated. This paper studies the supply chain logistics capability evaluation and optimization system from the
aspects of system analysis, system function module design, and system architecture design and analyzes the overall goal,
demand, feasibility, system business process, and data flow of the system construction. At the same time, this paper designs the
supply chain logistics capability evaluation and optimization system and shows some functional interfaces. It is of great
significance to improve the responsiveness, total inventory level, total cost level, supply chain performance, agility, and
flexibility of the supply chain in the new environment.

1. Introduction

The competition in the 21st century will not be between
enterprises, but between SC. Those supplier enterprises with
unique advantages will become the object pursued by large
enterprises [1]. The traditional reliability analysis method
for system SC generally refers to the reliability calculation
of its SC model, among which the calculation theory based
on model tree is becoming more and more mature, but it
is difficult to simplify it. Because the components in the sys-
tem SC are uncertain, other reliability calculation methods
are also difficult to apply in the SC reliability calculation
[2]. 3D image processing technology can optimize the design

and produce customized parts on demand. As this technol-
ogy can digitize the complex processing process, it has the
advantages of high precision, high speed, and low cost [3].
In the mass manufacturing of manufacturing industry, tradi-
tional subtractive manufacturing technology has always been
based on production, standardization, and extensiveness.
However, with the continuous improvement of people’s
material and cultural level, customers prefer to have person-
alized products. The extensive application of 3D image pro-
cessing technology will change the production mode of
traditional subtractive manufacturing technology before,
and its unique advantages of personalized customization,
environmental protection, energy saving, convenience, and


https://orcid.org/0000-0002-8783-992X
https://orcid.org/0000-0001-9473-2269
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4518388

high efficiency have changed the production mode of tradi-
tional manufacturing. Personalized customization will soon
become the mainstream in future manufacturing [4].

The development of the new environment requires that
the SC not only pay attention to products but also to the
needs of users. The process of creating benefits is based on
product flow. Improving product mobility in the SC to
improve agility and flexibility is an effective means to
improve the performance of the SC under the current envi-
ronment [5]. Logistics energy, which exists in a specific
logistics system, exists in the whole process of receiving, pro-
cessing, refining, transporting, and delivering orders and
goods. It is the response speed, customer’s demand, cost,
and guarantee of order realization punctuality and reliability
[6]. Logistics operation ability refers to the ability to opti-
mize resource utilization by means of management plan,
organization, and control, in order to improve efficiency
and reduce costs [7]. Compared with static logistics element
capability, logistics operation capability is a dynamic capa-
bility formed on the basis of static capability. Compared with
other capability viewpoints, the SC logistics capability has its
own characteristics: the formation factors are more complex,
the capability exists in every link of logistics activities, and
the organization and management capability of logistics
management can affect the functions of the entire logistics
system [8].

With the rapid growth of logistics service outsourcing
and the continuous improvement of its integrity and com-
plexity, logistics service providers need to continuously pen-
etrate into the upstream and downstream fields such as
production and sales to meet the changing needs of logistics
end customers. On this basis, the logistics service supply
chain (LSSC) model that integrates the functions of each
stage of logistics service has evolved [9]. Today, with the
great change of production mode and the rapid intensifica-
tion of commercial competition, the service quality provided
by logistics service SC enterprises to customers, the relation-
ship with customers, and the benefits obtained by serving
customers are increasingly becoming the key factors for
logistics service SC enterprises to improve profits [10]. Col-
laborative logistics takes cooperation and collaboration as
the premise, combines advanced technology, focuses on per-
sonalized service, efficiency, and collaboration among enter-
prises, and creates a collaborative logistics information
system that fully shares logistics resources and obtains on
demand, so as to promote the collaborative operation of all
links in the SC and the collaborative operation among enter-
prises. In order to solve the problems of high complexity of
product structure, long manufacturing cycle, and high cost
of early mold development, 3D image processing technology
has been widely applied and studied. If the response process
of the SC is regarded as a flow, in the whole flow of the SC,
the production time of customers’ demand products
accounts for 5% of the total flow time, while it takes 95%
of the total flow time to deliver the produced products to
customers. This change from “internal audit” to “external
view” has prompted the logistics service SC managers to
make subversive changes in the logistics service SC from
the aspects of management concepts, management methods,
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and management means. Only by penetrating the realization
of customer value into all aspects of daily management of
enterprises and actually implementing it in market behavior
can logistics service SC enterprises achieve sustainable devel-
opment and maintain long-term advantages in the industry.
The research innovation lies in constructing the perfor-
mance evaluation index system of logistics service supply
chain based on customer value. Combining the respective
characteristics of fuzzy theory and grey theory, combining
the two theories to develop strengths and circumvent weak-
nesses to form a grey fuzzy theory to comprehensively evalu-
ate the logistics capability of the supply chain can achieve
better evaluation results. Extract the data of logistics capabil-
ity, logistics cost, logistics processing capability, and logistics
innovation capability of supply chain enterprises. The data is
preprocessed, and the logistics capability is optimized and
evaluated by combining the model data form of optimization
analysis and evaluation analysis. This paper studies the
results of the empirical analysis and puts forward counter-
measures to improve the overall performance of the logistics
service supply chain, so as to achieve the optimal allocation
scheme and the fastest efficiency in the supply chain.

2. Related Work

Supply chain management is no longer a closed and lonely
way to deal with business activities such as procurement,
production, and sales of enterprises. Instead, it regards sup-
pliers, producers, distributors, and consumers as an organic
whole and harmonizes the information flow, logistics, and
capital flow of all members through collective goals. Produc-
tion planning and control under supply chain management
take more uncertainty and dynamic factors into account,
so that enterprises can react quickly to market changes.
The traditional production planning decision-making mode
is a centralized decision-making, while the decision-making
mode under the supply chain management environment is
distributed, group decision-making. In the traditional pro-
duction planning decision-making mode, the information
of planning decision-making comes from two aspects, one
is demand information, and the other is resource informa-
tion. Information diversification is the main feature of sup-
ply chain management. In essence, supply chain
management is based on the concept of cooperation and
win-win, transforming the demand of the final consumer
into the collective activities of all participants, improving
the quality of cooperation among many enterprises, and
maximizing the overall benefits. At present, there are many
researches related to SC management in China. In order to
carry out targeted research, the author collected and combed
the relevant research literature and found that the research
results mainly include the research on green SC manage-
ment, the research on supplier evaluation index system,
and the evaluation method of supplier selection.

Yang and Liu believe that big data technology is the basis
of SC collaborative decision-making. As far as big data is
concerned, they combine SC collaborative mechanism with
collaborative theory and game theory to explore the signifi-
cance and realization process of SC collaborative mechanism
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[11]. Agrawal and Pal created the selection method and
implementation process of collaborative management and
control system for the first time based on the company’s res-
olution operation mode, resource allocation, crisis assess-
ment, and benefit contract [12]. Entezaminia et al. believe
that “ability” refers to the ability and talent, which is the
means for the main body to accomplish the set goals. There-
fore, they believe that logistics is an enterprise or a SC, and
in order to accomplish its logistics goals, it uses its own skills
and talents, which is also an indicator of comprehensive
evaluation and analysis [13]. Ju et al. first defined the con-
cept of logistics capability and at the same time analyzed
the characteristics of SC logistics capability in China’s social
industry environment and thought that SC logistics capabil-
ity embodied several different main aspects [14]. Tu et al.
quantitatively estimated the potential impact of 3D image
processing technology on the global SC [15]. Yu et al. put
forward a system and custom production is completely cus-
tomer-centered, providing customers with 3D image pro-
cessing services [16]. Bai et al. obtained the supplier
evaluation criteria and corresponding weights by using ana-
Iytic hierarchy process and considered that the supplier eval-
uation factors were delivery, quality, facilities, technical
capability, financial status, management, discipline, and
response in order of importance [17]. Liu et al.’s research
shows that on the one hand, 3D image processing can
improve the efficiency of SC by timely manufacturing and
eliminating waste. On the other hand, customized produc-
tion of 3D image processing is helpful to implement the
production-to-order strategy [18]. Wang analyzed the defi-
nition of logistics capability. She believed that logistics capa-
bility is the ability of an enterprise to acquire and utilize
various internal and external resource elements and to
deliver the required items of users to the destinations
required by users [19]. Woo et al.’s research and develop-
ment starts from different kinds of SC and determines the
capability elements that have a great impact on their benefits
through the characteristics of various SC. They also summa-
rize the calculation methods of each element [20].

3. Methodology

3.1. Basic Theory of SC Capability. Supply chain is a manage-
ment concept and content that has been concerned by entre-
preneurs in recent years. It is precisely because of the keen
attention, research, and discussion of the theoretical and
business circles that people generally believe that it is a very
abstract and academic topic. In fact, the content of supply
chain is something we may encounter every day. To be more
precise, it should be attributed to a kind of management
experience. It is just that there are different priorities in dif-
ferent industries. Logistics capability refers to the opera-
tional capability of an enterprise in the process of creating
economic value and social value to design logistics plans,
carry out logistics activities, and control the logistics process
with the help of certain measures and schemes. The mea-
surement object of logistics capability is the entire process
of enterprise logistics activities. In addition to product distri-
bution and transportation capabilities, it also covers external

resource acquisition capabilities, internal materials, and
semifinished product management capabilities. From the
perspective of constituent elements, the logistics capability
elements of the supply chain are divided into tangible and
intangible parts. The logistics capability encountered in the
actual work is tangible, while the intangible elements refer
to the enterprise’s equipment processing capacity, warehous-
ing capacity, etc.

In the current academic circles, the research on customer
value is very rich, and the research directions are roughly
divided into two categories. The second type is to take the
enterprise as the evaluation subject and the customer as
the evaluation object. The enterprise conducts in-depth
research on the relative importance and contribution value
of the customer, so that the enterprise can provide products,
services, and solutions for customers with different values in
order to maximize long-term benefits. Here, collaborative
logistics is the focus of research. The realization of collabora-
tive logistics mode of supply chain based on cloud
manufacturing needs to be based on a certain business scale.
Only when the purchase, inventory, and delivery of logistics
have an appropriate scope can we share data and resources
as the basis, promote the integrated control and collabora-
tive delivery of products, and reduce the cost of SC system.
The SC system adopts the collaborative logistics form based
on cloud manufacturing, which requires full sharing of the
manufacturing news of suppliers, the demand news of man-
ufacturers, the delivery news of cloud platform, the in-transit
news of trucks, etc. Therefore, the Internet and information
system are very important to realize the collaborative logis-
tics mode of SC. Research fields related to SC management
pay attention to enterprise SC management. To sum up,
SC management mainly refers to fully coordinating the
internal and external resources of enterprises and, according
to customers’ diversified consumption needs, treating each
process in the SC as a virtual enterprise interface manage-
ment problem, in which each enterprise is a main body in
the virtual enterprise alliance, and the internal management
problem of enterprise alliance is SC management. Generally
speaking, the logistics system, while accepting all kinds of
resources outside the system, uses some basic functions to
assemble these resources in various ways and then uses cer-
tain ways to turn the assembled resources into output sys-
tems. A subset of each assembly mode of the logistics
system is shown in Figure 1.

At present, many of them take the typical three-stage SC
as the research object. The premise of SC capability analysis
is SC system, and the analysis in this paper is based on the
typical H-stage SC, analyzing its logistics system structure,
which includes suppliers, manufacturers, and distributors,
with the SC logistics system of manufacturing industry in
the economic society as the typical representative, as shown
in Figure 2.

The research background of SC logistics capability is the
research of SC management and logistics management. This
paper will analyze and define the connotation of SC logistics
capability through comparative analysis with SC manage-
ment, logistics management, logistics, and capability. Since
the logistics service integrator is at the core of the logistics
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FIGURE 2: Supply chain logistics system structure.

service SC, it is generally assumed by enterprises with strong
financial support, strong information processing capability,
good industry reputation, capable of personalized customiza-
tion, integration and networking, and a certain scale of logis-
tics services. Logistics service providers are a collection of
many logistics service providers. A single enterprise generally
only undertakes one or several types of logistics business,
such as logistics transportation, logistics warehousing, and
logistics consulting, and its service scope is limited. Logistics
service consumers include not only individual consumers but
also various enterprises that need logistics services, such as
manufacturing enterprises and catering enterprises.

Under the cloud manufacturing mode, this transfer pro-
cess can be divided into e-commerce cloud, logistics cloud,
and customer cloud, forming cloud services from e-
commerce to customers. The business ability of e-
commerce cloud can be realized through its favorable rating
and credibility. The ability of e-commerce to comprehen-
sively utilize customer demand, product varieties, and logis-
tics channels has formed its advantages in business ability.
The degree of standardization of the payment platform
under supervision and the security of information provide
necessary guarantees for customers to purchase. Logistics
enterprises reduce their operating costs by increasing the
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TaBLE 1: Comparison of cloud manufacturing systems and logistics services.

Characteristic Cloud manufacturing system Logistics service
Resource Cloud manufacturing system can intelligently reorganize Logistics services can recombine logistics resources to
.. information according to users’ needs to meet their individual form personalized logistics services according to the needs
reorganization
needs. of customers.

The cloud manufacturing system virtually encapsulates The logistics platform virtually encapsulates logistics
Resource manufacturing resources and capabilities in the cloud information and resources in the cloud platform, and
virtualization  platform, and users can obtain them on demand through the = customers can obtain corresponding logistics services

terminal.

Payment on
demand

Pay as you go according to your needs.

according to their own needs.

Customers pay according to the logistics services they
receive.

number of distribution centers, expanding their scale, and
sharing commodity information and infrastructure. Opti-
mize its transportation path, improve transportation effi-
ciency, and form a logistics cloud that cooperates with e-
commerce. When obtaining goods, customers will compre-
hensively consider the accumulated cost of product purchase
and logistics and the convenience of purchase compared
with physical stores. And form the final online shopping sat-
isfaction with the service experience. Comparing the collab-
orative logistics service of SC with cloud manufacturing
system platform, it is found that there are many similarities
between collaborative logistics service and cloud
manufacturing, as shown in Table 1.

As shown in Table 1, it is imperative to build a SC col-
laborative logistics cloud platform based on cloud
manufacturing with reference to the cloud manufacturing
system platform, SC integration, and logistics network. The
SC collaborative logistics cloud platform is a network-
based and highly shared logistics cloud service platform.
The platform virtually integrates logistics resources and sup-
plier product information into the cloud to form a virtual
logistics resource cloud pool and encapsulates it according
to customer requirements, bringing more efficient, low-cost,
and high-quality personalized logistics services to users. In
addition, you can also create functional modules under the
platform to focus on the whole process of enterprise produc-
tion and operation, including site selection, transportation
and distribution, loading and unloading, and storage.

3.2. Design of Logistics Information Collection Software Based
on Mobile Phone Platform. The distributed cluster database
system is composed of multiple computers, and any of
these computers can be placed in a single place. Because
any computer in the system has a complete database, each
computer has its own database. Even in different places, as
long as computers are connected through the network, a
complete large database can be formed. For the distributed
cluster system, the system is a database as a whole in
terms of logic. The database has the following three prop-
erties: consistency, integrity, and security. These three
properties are used to control and manage the logic as a
whole. The shared data is managed uniformly by distrib-
uted cluster servers. However, if it is a nondatabase pro-
cessing operation, it can be completed through the client.
The logistics information collection system based on

mobile phone platform uses the image processing technol-
ogy of digital and English characters and puts forward a
convenient and safe solution. The staff of the logistics
company use the mobile phone equipped with logistics
information collection software to take pictures of the
local goods list and process the photographed images with
the identification software in the mobile phone to extract
the information such as the location and current time of
the goods and then send them to the database of the logis-
tics head office through SMS. Finally, the head office sends
the circulation information of the goods to the customers’
mobile phones in real time, so that the customers can
know the circulation of the goods conveniently. With the
progress of science and technology, the pixels of mobile
phone cameras are getting higher and higher, and the res-
olution of images taken by mobile phone cameras is
higher, which is beneficial to feature extraction of mobile
phones. Although the image pixel standards adopted by
mobile phones are different, the mobile phone images of
various pixel standards are used in the same way. First,
the color image is grayed, and then processed by binariza-
tion, smoothing, denoising, thinning, normalization, etc.
This makes a good job for the next step of image informa-
tion extraction of goods list. In the handwritten character
image preprocessing module, the video image input by
the camera is first collected, and the software can automat-
ically detect the image area range. Then, the collected
color image is subjected to black-and-white binary pro-
cessing, and a single word is marked with a rectangular
box in the image display window. Then, the image prepro-
cessing is performed on the single word, and the image
features are extracted. Image preprocessing includes
smoothing, denoising, thinning, and normalization intro-
duced in Chapter 2. The image preprocessing flow is
shown in Figure 3.

After 3D preprocessing, the mobile phone extracts the
features of the captured 3D by using the feature extraction
methods introduced above (moment center feature, pixel
distribution feature, discrete Fourier feature, and line feature
value) and finally gets an 82-dimensional feature vector.
Thus, 82-dimensional feature vectors are obtained. And it
is convenient for the identification of the 3D identification
module. After preprocessing the 3D image, the mobile
phone uses the feature extraction methods introduced earlier
(moment center feature, pixel distribution feature, discrete
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FIGURE 3: Flow chart of image feature extraction.

Fourier feature, and line feature value) to extract the features
of the captured 3D and finally gets an 82-dimensional fea-
ture vector. Thus, 82-dimensional feature vectors are
obtained. And it is convenient for the identification of the
3D identification module. Different classifiers corresponding
to the same feature from different angles map the feature to
the decision space, so it is possible to comprehensively
reflect an object by combining different features and differ-
ent classifiers, thus obtaining a better classification result.

Assume that the original image is F(x,y),x=1,2,-,
M,y=1,2,---,N and the normalized image is G(i, j),I =1,

WLj=1,2,-].

Geometric moments of general two-dimensional func-
tions are defined as

= I[ ey F (3%, y)dxdy. (1)

In formula (1), M,,, is the original lattice of image (m,
n)(m,n=0.1,---), which can be regarded as the projection
of image f(x, y) on a set of basis functions, and this moment
has translation invariance.

The character image f(x, y) is divided into Q,(i=0,1,

-, 15) areas of 4 x 4, assuming that the sum of black dots
in each area is A(i) and the black dots in the largest black
dot area and the smallest black dot area are A ,, and A
respectively. Then,

min?

= Y f(xy) 2)

(xyeQ;)
Amax = max A7), (3)
Amin = 10in A(7) (4)
Take Fs = ((A(l) _Amin)/(Amax _Amin))(s =2, 17) as

a set of features with values between [0,1], which reflects
the distribution characteristics of black spots in sample 1
to f(x,)-

Fourier transform is widely used in pattern recognition
to extract features, which not only has translation invariance

but also can describe the image boundary. Image f(x, y) is a
binary matrix point set with P rows and Q columns. Its cor-
responding two-dimensional discrete Fourier transform can
be defined as

G(u,v) = \/}lj_QZZ_;fZ;fxy ) exp [ ]2n<—+5y)} (5)
Type u=0,1,---,P-1;v=0,1,---,Q—1, expressed by
matrix:
G(0,0) G(0,1) G(O,N-1)
- G(1,0) G(1,1) G(LN-1)
G(M-1,0) GM-1,1) --GM-1,N-1)

(6)

And the large-value coefficient of G(u, v) is concentrated
in the low-frequency region, that is, around the upper left,
upper right, lower left, and lower right corners of the matrix.
In this experiment, P = Q = 16, 32 modulus values of discrete
Fourier transform are selected and extracted from the above
four low-frequency regions as feature vectors.

3.3. Evaluation Model of Two-Level SC of 3D Image
Technology. Consider establishing a two-level SC of 3D
image processing composed of 3D image processing tech-
nologists and manufacturers, and analyze the decision-
making and profit issues of the two-level SC of 3D image
processing. Since the SC conditions of various industries will
vary according to the actual situation of the industry, the SC
logistics capacity of each industry will show its own charac-
teristics due to the difference in SC conditions; for example,
the SC logistics capacity of hataocao industry pays attention
to the safety assurance ability, the power coal SC pays atten-
tion to the relative stability of the power coal SC logistics
capacity, and the SC logistics capacity of traditional
manufacturing industry pays attention to the integrity.
However, there are commonalities in the logistics capacity
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FIGURE 4: Optimal classification surface.

under the structure of the SC logistics system, which is
determined by the commonalities of the SC of various indus-
tries. In the distributed control SC, each member enterprise
in the SC first cares about its own profit and then pays atten-
tion to the overall profit of the SC. In the SC supervision, the
secondary chain composed of suppliers and producers must
meet the application conditions of Stackelberg game, and
both suppliers and producers pay attention to their own
profits. Support vector machine is derived from the concept
of optimal classification hyperplane, which is the extension
of classification hyperplane. Consider the two-dimensional
two-class separable case shown in Figure 4.

The circular (“O”) sample and the square (“O0”) sample
are linearly separable, and we can see from the figure that
there are many linear functions that can completely separate
the two types of samples, not only H but also many others,
so we will not cite them one by one here.

The so-called optimal classification line is the general
form of the linear classification function in the dimensional
space which is g(x) =w- x + b, and the classification surface
equation is

w-x+b=0. (7)

Normalize the classification function so that both types
of samples meet |g(x)| > 1, that is, |g(x)| = 1 of the samples
closest to the classification plane, so that the classification
interval is equal to 2/||w||. Therefore, to maximize the classi-
fication interval is to make [|w|| or ||w|* minimum. If it is
required to classify all samples correctly, it must meet the
following requirements:

yil(w-y)+b-1]20, i=1,2,-,n (8)

Thus, the classification plane that satisfies the above con-
ditions and minimizes ||wl||* is the optimal classification
plane.

According to the general theory of reliability design, @(
X) =0 can be set as the limit state of the system as the sys-
tem stability criterion. Among them, X ={X,,X,, X5, -~}
can be set as qualified and unqualified according to the dis-

7
TaBLE 2: Nine-scale table of 0.1~0.9.
Scale value Explanation
0.1 Indicator I is as important as indicator |
03 Indicator I is slightly more important than
’ indicator J
0.5 Index I is obviously more important than index J
0.7 Indicator I is stronger and more important than
’ indicator J
0.9 Indicator I is more important than indicator J
Index I is compared with index J, and the result
0.2, 04, 0.6, . .
0.8 conclusion corresponds to the middle value of 0.1-

0.9 scale

crimination requirements of system response and can be cal-
culated:

Z"={X : ¢(X)<0,X €R}, (9)

Z'={X:9(X)>0,X €R}, (10)

wherein

o"={Z", 2\ mel,2, - yel,2--N},  (11)

¢ ={Z,yel,2-}. (12)

If the system completes the response calculation and gets
the system response data, according to formula (12), if P > 1,
relative to VX € {X =1,2--- X € R}, all p(X) > 0, all the sys-
tem responses exist in the safety zone and there is no failure
probability, which proves that the system structure is reli-
able: when P <0, for VX' € X, all ®(X) <0, then At 0 <P
<1, aiming at VX' € X!, it is proved that ®(X) >0 and @(
X) < 0 have two possibilities, the system has reliability and
unreliability, and the sample delivery value of P indicates
the reliability probability of the system, that is, reliability. If
the value is larger, the system is more reliable; if the value
is smaller, the system is less reliable.

Similarly, formula (12) can be changed to obtain the fail-
ure probability:

n=1l-p= . (13)

When the subordinate relationship between the upper
and lower levels of each index is determined, it is necessary
for the expert group to judge the relative importance of each
level according to the evaluation information of the evalua-
tion index established in this paper. The quantitative judg-
ment method is 0.1~0.9 nine-scale method, as shown in
Table 2.

The fuzzy vector a¥ = (li‘] mk uf‘]) means that the k

ij = ij
expert compares the index 1i with the index to get the judg-
ment result of importance. Among them, mf‘] is the actual

score of the expert’s judgment on the relative importance

k

of the evaluation index, and lfj and uj, respectively,



correspond to the minimum and maximum values of the rel-
ative importance score of the evaluation index.

According to the operation properties of triangular fuzzy
numbers,

My oM, = (L, my, uy) @ (L, my, uy) = (I + L, my + my, uy +uy),
(14)
if

1 1 1
Mi = (li’ mi, MJ,M;I = (_’ P Z_) ’ (15)

u m;

After normalizing d,(x!), you can wait until the weight
of each index:

dixt
wh (x}) = ST ) (16)

where x! is the t index of layer i and w} is the weight
obtained by ranking t index levels in layer ¢ — 1 in layer A,
which is the index weight of the required solution.

4. Result Analysis and Discussion

From the current research, the quantitative analysis of SC
logistics capacity is mostly based on a specific field or indus-
try. The comprehensive evaluation methods used in the
research mainly include fuzzy AHP, AHP, and fuzzy com-
prehensive evaluation methods. Each evaluation method
has its own advantages and disadvantages and scope of
application. On the other hand, the focus of the grey system
theory is to process some fuzzy and indistinct information
and determine the nature of things through the feature
changes between different levels. This method can be seen
from the beginning, but the accompanying problem is low
resolution. In this paper, considering the respective charac-
teristics of fuzzy theory and grey theory, combining the
two theories, developing their strengths and avoiding their
weaknesses, and forming a grey fuzzy theory to comprehen-
sively evaluate the logistics capability of SC can achieve a
better evaluation effect. The application of grey theory in this
chapter includes constructing the factor set of evaluation
index system, using gambling method to determine the
weight matrix of the factor set, using grey theory to deter-
mine the grey fuzzy evaluation weight matrix (ie., single
index evaluation result), and finally calculating the fuzzy
comprehensive evaluation result. Regardless of the distance
and cost from the source point to the delivery point, suppose
a company has five user demand points, and the delivered
goods are a product, and design a site selection scheme to
determine from the five user demand points that the goods
must be delivered to each demand point. According to the
proposed five dimension balanced scorecard of supply chain,
this paper has selected different key performance indicators
as the performance evaluation indicator set of dynamic sup-
ply chain. On the premise of meeting the demand, ensure
the fixed cost of establishing the distribution center at the
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TaBLE 3: Distance from distribution center to users.

Alternative distribution center

Distance (km) ] ) 3 4 5

1 0 65 85 100 101
2 62 81 32 125 123
User/demand point 3 88 95 0 100 105
4 98 125 102 0 28
5 102 130 105 33 0
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FIGURE 5: Iterative results of the algorithm of the distribution
center location calculation example.

selected location, and the total cost of transportation
expenses flowing through the distribution center is the low-
est, as shown in Table 3.

The calculation example is solved by genetic algorithm.
The variation of the optimal solution/mean value with the
number of iterations is shown in Figure 5.

It can be seen that when the number of iterations is 60,
the total cost has reached the optimal value, with the mini-
mum value of 1260 yuan, and the distribution is also the
demand point 3 among the demand points.

The business of SC capability evaluation and optimiza-
tion system includes system users logging in to the system.
After the identity information is verified, the logistics capa-
bility optimization module and the logistics capability evalu-
ation module can be used to analyze the SC logistics
capability. The analysis results can be obtained by using
operational research methods, heuristic algorithms, and grey
fuzzy theory, which can provide decision-making basis for
system users, as shown in Figure 6.

The logistics capability evaluation and optimization sys-
tem takes the typical H-level supply chain as the research
object. The structure of the logistics system includes sup-
pliers, manufacturers, and distributors (including end cus-
tomers). The inflow data includes the logistics capacity
data sheet of suppliers, distributors, and retailers. This paper
extracts the data of logistics capability, logistics cost, logistics
processing capability, and logistics innovation capability of
commonly used supply chain enterprises. The data is pre-
processed, and the logistics capability is optimized and eval-
uated by combining the model data form of optimization
analysis and evaluation analysis.
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Ficure 6: The influence of customer customization sensitivity
coefficient on price under the SC of 3D image processing
technology.
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Ficure 7: Influence of customer customization sensitivity
coefficient on output under the SC of 3D image processing
technology.

Figure 7 shows the effect of the customer customization
sensitivity coefficient on the output of the two models. It can
be observed from the figure that the output of the two
models increases with the increase of the customer custom-
ization sensitivity coefficient. When the customized sensitiv-
ity coeflicient of the customer is less than A 2, the output in
the technician-dominated model is greater than that in the
manufacturer-dominated model. When the customized sen-
sitivity coefficient of the customer is greater than A 2, the
output in the manufacturer-dominated model is greater than
that in the technician-dominated model.

As can be seen in Figure 8, in the two models, the price
of 3D image processing products decreases with the reduc-
tion of the cost-saving coefficient. The price of 3D image
processing products in the manufacturer-led model is always
not less than that in the technology provider-led model.
When the cost-saving coefficient is larger, other conditions
remain the same, the production cost decreases, and the
manufacturer does not change the price of 3D image pro-
cessing products, which can increase the income of unit
3D image processing products. However, the enterprise pur-
sues profit maximization. In order to make more profits, it
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FiGure 8: Effect of cost-saving coefficient on price under the SC of
3D image processing technology.

0.45
04 © 0 T
0350 ool ;\>
0.3 /

025 .

0.2
0,15%/
0.05 /\//

All-in-cost

Iterations

—+— Change of optimal solution
—=— Change of population mean

FIGURe 9: Distribution center location optimization results.

will choose to lower the product price and attract more
customers.

In Figure 8, it can be observed that no matter how the
cost-saving coefficient changes, the profit obtained by the
technologist in the technologist-led model is always not less
than that in the manufacturer-led model. Therefore, manu-
facturers will choose to fight for or give up the dominant
power according to the situation, while technology manufac-
turers will always actively fight for the dominant power in
order to make greater profits.

After calculating the subjective weight, objective weight,
and comprehensive weight of all indicators, this section will
calculate the comprehensive value of performance evalua-
tion of logistics service SC, solve the evaluation values of
all levels of indicators in turn, and analyze the results in
detail. Similar to the evaluation module, the logistics capabil-
ity optimization module can add, modify, and delete logistics
nodes, routes, and networks to the optimization algorithm
and also pays attention to the forward-looking and expansi-
bility of the evaluation and optimization system. By calling
genetic algorithm to optimize the distribution and location,
the optimization results are obtained. The interface of exam-
ple calculation results is shown in Figure 9.

Through the above analysis, we can find that in the logis-
tics service SC dominated by company C, we attach great
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importance to the improvement of our own business capa-
bility and internal link control. For example, we strive for
excellence in service quality at any stage, spare no effort to
expand market share, and increase investment and customer
income, but there is still much room for improvement in
customer relations.

The logistics process cooperation of parts suppliers is
based on the general SC cooperation of the industry. Among
them, purchase, manufacturing, and delivery are important
processes of the SC centered on the value chain. First, the col-
laborative process of SC logistics has been changed. The sup-
plier handles the purchase, preparation, manufacturing, and
real-time delivery according to the assembly of the manufac-
turer provided by the SC collaborative logistics cloud platform.
Second, the supplier connects with the supplier above through
the collaborative logistics system, eliminating the persistent
planning originally sent to the superior supplier. The supplier
manages the inventory in the corresponding parts
manufacturing. Finally, professional intermediate logistics
companies will realize more and more business services and
create appropriate supplier control and evaluation models.
On the whole, the SC management is attributed to the strategic
management of enterprises, so in the SC management, the
problem itself should be analyzed based on the strategic devel-
opment of enterprises. The development of SC management
covers the ideas of enterprise management in content and spe-
cifically includes the contents of enterprise culture shaping,
organizational strategic management, technology develop-
ment and utilization, performance management, and other
fields under the guidance of business ideas. Therefore, the
integration of supplier management in company A under
the green SC and the introduction of its information support
system, technology development, and performance manage-
ment must conform to the company’s future management
strategy. It can be seen that information management is one
of the very important contents of SC management, and the
foundation of information management mainly lies in the
construction of information platform. Therefore, under the
green SC, company A should focus on the comprehensive
sharing of SC information. The SC logistics capability evalua-
tion and optimization system is constructed from the aspects
of system analysis, system function module design, and system
architecture design. The overall objective, demand analysis,
feasibility analysis, business process, and data process analysis
of the system construction are described, respectively, and the
overall design and subsystem design of the system are carried
out. Relevant enterprises in the logistics SC need to devote spe-
cial energy to collecting and sorting out the feedback informa-
tion in these channels and study the mathematical relationship
between the number of customers and customer feedback, dig
out the real needs and ideas of customers, formulate targeted
solutions and respond to them in time, and at the same time
examine and improve their own service mechanisms and pro-
cesses. Compare the correlation between the growth of eco-
nomic indicators such as corporate profits and market share
and this investment, discuss the weak links reflected and for-
mulate corresponding solutions, and output a comprehensive
summary with guiding significance to point out the direction
for future investment.
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5. Conclusions

With the rapid development of e-commerce and logistics
industry, the competition between enterprises has evolved
into the competition between SC. The SC logistics capability
is one of the main bottlenecks to improve the performance
of the SC, which fundamentally determines the logistics per-
formance of the whole logistics activity process in the SC
and its impact on the overall competition of the SC. Creating
value for customers is an important condition for enterprises
to survive and develop. Therefore, this paper proposes to
study the performance evaluation of logistics service SC
from the perspective of customer value, which has certain
theoretical and practical significance for promoting the ser-
vice level of logistics service SC and improving the overall
performance level of logistics service SC. The performance
evaluation method of logistics service SC based on customer
perspective is proposed. A performance evaluation method
of logistics service SC based on customer perspective is pro-
posed. Taking the collaborative logistics system as the core,
it organically combines the actual needs of users, product
information of suppliers, and platform operators. Users’
needs can be quickly responded by suppliers, thus providing
a collaborative working environment for the next product
distribution, thus realizing SC integration. The combination
of 3D images and software needs further research, develop-
ment, and implementation. However, there is a lack of
research on the results of empirical analysis, and it is neces-
sary to propose targeted countermeasures and suggestions to
improve the overall performance of the logistics service sup-
ply chain. Further analysis and supplement are needed in the
future.
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At present, various economic and social problems have become more complex, requiring a multidisciplinary perspective to seek
solutions, and thus more complex and innovative talents are needed. Deepening the reform of postgraduate interdisciplinary
education, improving the quality of postgraduate interdisciplinary education, and cultivating high-level technical talents with a
multidisciplinary background, innovation ability and comprehensive quality have also become the core issues to be solved
urgently in postgraduate education. This paper takes the interdisciplinary training mode of postgraduates in finance as the
research object and uses interdisciplinary education theory, systems science theory, and higher education theory to explore the
components and main characteristics of the postgraduate interdisciplinary training mode. On this basis, this paper investigates
the current situation of interdisciplinary training of postgraduates in finance in Chinese universities and then analyzes and
discusses the problems existing in the current mode of interdisciplinary cultivation of postgraduates in finance in my country.
Finally, based on the above research results, relevant suggestions for improving the interdisciplinary training of postgraduates
in finance in my country are put forward. The research results show that postgraduate interdisciplinary training is a new form
of talent training that readjusts the source and composition of each training link after introducing the concept of
interdisciplinary education. The components of the postgraduate interdisciplinary training model include interdisciplinary
support elements and postgraduate training elements. The former provides interdisciplinary external support for postgraduate
training, and the latter constitutes the main content of postgraduate interdisciplinary training. The research results can be used
to guide the interdisciplinary educational practice of other types of postgraduates and provide certain theoretical and empirical
references for cultivating more high-level compound talents urgently needed by society.

1. Introduction

The financial market is the center and link of the operation
of the macroeconomic system [1, 2]. Financial talents are
an important force to promote the continuous development
of the financial market. Improving the comprehensive ability
of students majoring in finance is of great significance to the
continuous development and improvement of my country’s
financial market [3, 4]. Finance is an important major in
China’s higher education discipline system; almost all col-
leges and universities that offer economics and management
majors have finance majors. Taking the major of finance as

an example to study the integration of interdisciplinary
education into the curriculum system, the quality of educa-
tion is of higher value. At the same time, finance is also a
comprehensive major [5, 6]. It not only offers management
courses such as management, finance, and accounting, but
also economic courses such as economics, currency and
banking, and investment, as well as mathematics, statistics,
probability theory, econometrics, and other mathematics
courses. Exploring the interdisciplinary education curriculum
system for finance majors has high reference value for the
teaching of other economic management majors and related
mathematics and physics majors [7, 8]. As the top end of
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financial education and an important source of high-level
innovative talents, postgraduate education in finance majors,
while being highly valued, is also facing enormous pressure for
change from practical needs [9, 10]. The rapid development of
science and technology, economy, and society has had a
profound impact on the interdisciplinary structure. Various
disciplines are highly differentiated and also highly integrated
and gradually form a new interdisciplinary field [11]. In addi-
tion, China is facing economic transformation and industrial
structure upgrading, requiring modern technology to trans-
form traditional industries and vigorously develop high-tech
industries, which requires the reserve of more high-level com-
pound technical talents [12, 13]. Many economic and social
problems and conflicts have also become extremely complex,
showing the characteristics of the intersection of various
fields, which transcend the boundaries of traditional single
disciplines, and require a new vision of interdisciplinary to
seek solutions [14, 15]. Various changes in today’s era indicate
that the cultivation of compound and innovative talents are of
great significance, which means that the talent training model
should be reformed from an interdisciplinary and multifield
perspective [16, 17]. Postgraduate education is an important
part of higher education, which should adapt to the times,
trends, actively respond to the call of interdisciplinary, break
professional boundaries, integrate disciplinary resources,
realize cooperation between departments, etc. [18], to culti-
vate a large number of compound outstanding technical
talents for scientific and technological progress, industrial
upgrading, and social progress [19, 20].

Effective prediction and analysis of financial markets is a
long-term goal [21, 22]. However, the financial market is a
complex system with many unpredictable factors, unstruc-
tured, nonlinear, and chaotic phenomena [2, 23]. The
behavior of the financial market is typically a nonlinear cha-
otic dynamic system with local randomness and global
determination, the coexistence of periodic and aperiodic
phenomena [24]. Therefore, it is difficult for people to
express and obtain this nonlinear and unstructured data
relationship, and it is difficult to grasp its high-risk changing
trend. Under the new circumstances emerged modern finan-
cial theory, which stemmed from the work of Nobel Prize
winner Markowitz. Intelligent information processing tech-
nology has established modern data analysis theory and
model system for modern financial theory. From the concept
of information processing, intelligent information process-
ing is the use of computer and engineering methods to
understand human intelligent behavior [25]. Financial data
analysis and intelligent information processing technology
is the use of artificial intelligence, artificial neural networks,
chaos, genetic algorithm, intelligent decision support system,
data mining, database knowledge discovery, and other
methods [26]. In the globalized financial environment, the
various factors that affect the behavior of the financial
market are modeled, to predict and analyze the data with
many unstructured and unpredictable factors in the financial
market; and carry out resource development, management,
service, and knowledge discovery [27]. Factors affecting
financial market behavior include relevant market behavior
(such as gold market, foreign exchange market, bond, and
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stock market, and interest rate market), macroeconomic
conditions, politics and policies, industrial structure, inter-
national situations and affairs, and human psychology
factors. The financial industry is an industry that highly
needs information resources, and the intelligent information
processing technology of financial data analysis provides the
theoretical framework of data analysis for modern financial
theory [28]. Therefore, it is of great significance to integrate
the intelligent signal processing system into the training of
graduate students in finance.

Although the economic and social demand for high-level
interdisciplinary technical talents is extremely urgent,
because the interdisciplinary education for postgraduate
finance in my country is still in the initial stage of explora-
tion, there are still problems to be solved in terms of
concepts, systems, and mechanisms. Therefore, in order to
understand the problems more clearly and solve them effec-
tively, it is necessary to strengthen the investigation and
grasp the current situation of interdisciplinary training of
finance graduate students and to improve and innovate the
existing financial institutions in our country in a targeted
manner by learning from the mature experience and practice
of foreign universities. Learn the interdisciplinary training
mode of postgraduates, and cultivate high-level compound
technical talents who meet the actual needs of our coun-
try. This paper investigates the current situation of inter-
disciplinary cultivation of postgraduates in finance in my
country, analyzes the problems existing in the current inter-
disciplinary cultivation model, and draws lessons from the
experience and practice of interdisciplinary cultivation of
postgraduates and applies the theoretical results of the
research to the actual cultivation work. In this paper, relevant
measures and suggestions for improving the interdisciplinary
training mode of postgraduates in my country are put for-
ward, which have certain practical significance for improving
the interdisciplinary training of graduates in my country and
improving the training quality of high-level compound tal-
ents. The technical route of this study is shown in Figure 1.

2. The Significance of Intelligent Signal
Processing in Financial

2.1. Financial Data Analysis by Artificial Intelligence
Technology. Artificial intelligence is a technology based on
knowledge representation, acquisition, and reasoning, and
an expert system is an important technology in the field of
artificial intelligence [29]. The main elements of the expert
system are knowledge representation, knowledge acquisi-
tion, and knowledge base. The structure of the expert system
is knowledge base, that is, the knowledge of experts in spe-
cific fields, which is generally expressed by rules and facts;
reasoning engine, that is, the reasoning tool that processes
the expert domain and realizes the reasoning of the knowl-
edge base; and the interpretation system, which expresses
the deduced results.

The financial data analysis expert system includes a real-
time monitoring system, which provides monitoring and
control of various data (such as various transaction data in
the financial market and various changes) and various
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FIGURE 1: Research technology route.

changes (such as changes in financial market transactions)
in the financial market [30]. Make corresponding responses
according to changes in the environment; the data interpre-
tation system establishes an effective model based on a large
amount of data from various aspects of the financial market,
provides an interpretation of various data, and enables it to
understand the operation of the financial market.

The new generation of financial data analysis expert sys-
tem integrates neural network, genetic algorithm, and other
technologies. At this time, if a financial data analysis expert
system is established, it is only necessary to give the expert
system some data, including sample data and databases,
and the expert system will effectively extract rules and
develop knowledge from the training samples, add them to
the knowledge base, and enable experts system more effi-
ciently. Using this technology, the experience, insights, and
skills of the world’s best financial analysts will be available
to more people. The characteristics of this new generation
of expert systems are through effective methods; on the
one hand, it acquires the knowledge of the expert domain,
and on the other hand, it discovers the knowledge from
the database and produces expert-level diagnosis for the
given problem.

At present, the artificial intelligence technology of finan-
cial data analysis has been applied to the evaluation of
company credit rating, risk assessment, engineering manage-
ment and investment strategy analysis, financial and eco-
nomic forecasting, forecasting of securities price changes,
and forecasting of bankrupt bank failures. The development
process is shown in Figure 2.

2.2. Financial Data Analysis by Artificial Neural Network
Technology. During the eight years from 2011 to 2018, the
nonperforming loan balance of my country’s commercial
banks increased from 427.9 billion yuan to 1,957.1 billion
yuan, of which the nonperforming loan balance in June
2018 increased by 357% compared with December 2011;

the nonperforming loan ratio increased from 1% to 1.86%,
showing an overall upward trend [31]. Judging from the
trend in recent years, traditional financial institutions have
many problems in risk management due to insufficient
attention to system and process construction, insufficient
ability to monitor default risks in a timely manner, and
the lack of a systematic risk early warning mechanism.
At the same time, under the environment of the imple-
mentation of the central bank’s macroprudential assess-
ment system (MPA) and the increasingly strict supervision,
financial institutions need to change their previous man-
agement ideas and continuously enhance their active risk
management and control capabilities by using artificial
intelligence and other new technological means in order
to cope with future risks. Figure 3 shows the NPL balance
and NPL ratio of Chinese commercial banks from Decem-
ber 2011 to June 2018.

The artificial neural network is a directed network com-
posed of a large number of processing units (that is, nodes
representing the characteristics, concepts, patterns, etc. of
different objects) that are based on the structure and charac-
teristics of the human brain [32]. Each edge corresponds to a
real number, called the connection weight. The artificial
neural network is a parallel system dynamics model, which
is a development of traditional statistics and statistical pat-
tern recognition methods, especially suitable for simulating
human intelligence in pattern recognition, associative
memory, clustering, and classification activities. It has two
characteristics: large-scale distributed structure and learning
and adaptive capabilities.

The artificial neural network technology of financial data
analysis is to predict, analyze, and manage financial data
through data selection (data separation and processing)
and learning methods [33], such as predictive analysis of
stocks and securities, forecast and analysis of capital gains,
risk management, and credit rating assessment. When artifi-
cial neural network technology is applied to the prediction
analysis of financial data, it first selects historical records
from the financial market and selects data from all the data
obtained from the internet and then divides the data into
training sample sets and test data sets and transforms the
data. In order to be suitable for the input and output pro-
cessing of the artificial neural network, the artificial neural
network is trained with the training sample set, the training
results are tested with the test data set, and the relevant neu-
ral network model and learning method are selected for
financial data analysis. The learning algorithm is one of the
core issues of artificial neural network technology for finan-
cial data analysis. It needs to study learning theories, such as
self-reinforcing learning and self-organizing learning, to dis-
cover effective learning processes so that neural networks
can construct the internal representation of financial mar-
kets. The weights are adjusted so that these internal repre-
sentation units can express the important characteristics of
the problems in the financial field. Because neural network
reflects association, memory, and learning, has the charac-
teristics of adaptability and nonlinear dynamics, and has
the ability to approximate nonlinear functions, it is a poten-
tially powerful tool for dealing with complex systems such as
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financial markets. The relationship between AI + financial
industry technology is shown in Figure 4.

2.3. Financial Data Analysis Genetic Algorithm Technology.
In the 1970s, Holland et al. proposed a genetic algorithm
based on the principle of biological evolution, which simu-
lates Darwin’s computational model of genetic selection
and natural elimination, continuously optimizes the popula-
tion in the process of solving, and then finds the optimal
solution and quasi-optimal solution [34]. The genetic algo-
rithm is a search algorithm based on the principle of natural
selection and natural genetic mechanisms. It is regarded as
an effective global parallel optimization search tool. It is sim-
ple, versatile, adaptable, and suitable for parallel processing.
Genetic algorithms can be used for selection problems such
as subset selection and model selection. The genetic algo-
rithm technology of financial data analysis is to realize the
optimization and management of investment and trading
strategies, the optimization of decision-making strategies,
the selection of securities investment, and the selection of

trend forecasting models by means of the genetic algorithm.
For example, in the selection of a stock forecasting trend
model, first, a binary decision tree is constructed through a
genetic algorithm, and each endpoint in the decision tree
corresponds to a type of data, representing a trend forecast-
ing model; then the weight vector in the planning decision
tree is selected to predict the best trend forecasting model.
The basic principle of the genetic algorithm applied to
financial data analysis is to use the population of solutions
as the work unit, to use the survival of the fittest principle
imitating biological evolution to guide the search, and to
improve the target. The quality of each group is evaluated
by a value function that depends on the objective function
of the problem. The search process is carried out through
algebraic change (evolution), and the probability of an indi-
vidual in each generation being inherited by the next gener-
ation is proportional to its fitness value. Use three base
operators: copy, crossover, and mutation. Replication refers
to the direct transmission of the parental individuals to the
next generation in the population. This transmission is
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selective; that is, through replication, the number of out-
standing individuals in the population is continuously
increased, moving towards a better solution; crossover is to
select two individuals from the population for mating and
combine the characteristics of the two individuals to form
a new individual; the new individual communicates its excel-
lent genes through each individual and obtains a better
solution structure than the parent; replication and crossover
can only find the best in the existing arrangement and com-
bination of genotypes, while mutation is to imitate mutation
theory to change individual genes in a small number of indi-
viduals in the population, generate new genotypes, and
expand the scope of optimization, that is, mutation. The goal
is to increase the diversity of the population and obtain a
wider search range.

2.4. Financial Data Analysis Data Mining System. Knowledge
Discovery in Database (KDD) is the process of extracting
accurate, previously unknown and potentially promising,
nontrivial and valuable knowledge from the database using
machine learning methods [35]. Secondary processing tech-
nology, through KDD, finds laws and patterns from a large
amount of data, discovers and understands knowledge, and
applies this knowledge in the decision-making process. KDD
is a multistep process: (1) preparation: understand the user’s
requirements; (2) data selection: according to the user’s
requirements, use database operations to extract KDD-
related data from the database; (3) data preprocessing: repro-
cessing selected data, processing noise data, filling missing
data, etc; (4) data compression: according to the task of
knowledge discovery, use operations such as projection to
compress the preprocessed data to reduce the amount of data;
(5) determine the KDD target: according to user requirements,
determine what type of knowledge KDD is to discover; (6)
determine the knowledge discovery algorithm: according to
the KDD goal, select the appropriate knowledge discovery
algorithm (including appropriate models and parameters);

(7) data mining: using the selected knowledge discovery algo-
rithm, extract the knowledge needed by the user from the data,
and express it in a specific way; (8) explanation of patterns:
interpret the discovered patterns in order to obtain effective
knowledge. In order to obtain more effective knowledge, it is
common to return to some of the previous steps for repeated
extraction; (9) knowledge evaluation: present the discovered
knowledge to the user. The specific route is shown in Figure 5.

The biggest feature of KDD is to analyze the hidden fea-
tures and trends behind the data, and finally give the overall
features and trends of the data. If artificial intelligence tech-
nology is to use the knowledge and experience of experts to
make decisions, then KDD is to discover the knowledge hid-
den in the data from a large amount of data. Discover useful
data patterns, and understand the behavior of complex
problems through data analysis; make effective predictions
through data mining tacit knowledge.

3. The Components of the Postgraduate
Interdisciplinary Training Model

3.1. Elements Analysis of Postgraduate Training Mode. The
outstanding feature of interdisciplinary is to break the
boundaries of single disciplines, realize the knowledge inte-
gration of two or more disciplines, and form a cross-domain,
multilevel, comprehensive, and comprehensive discipline
interaction situation. The postgraduate interdisciplinary
training model is a horizontal training model established
on the background of multidisciplinary education under
the guidance of the interaction between disciplines and the
law of talent training according to society’s demand for
high-level compound talents. According to the point of view
of system theory, the postgraduate interdisciplinary training
model can be regarded as a system formed by the interaction
of many factors. To understand its operation mode, it is
necessary to decompose its elements first.
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Graduate education has developed into the main way to
train high-level talents and is an important part of the
national innovation system. Each training unit has also
been committed to the reform and development of gradu-
ate training. Especially since the reform and opening up,
the demand for high-level talents in economic and social
development has tended to be diversified. Innovating the
training mode of postgraduates and improving the quality
of postgraduate education has become the top priority of
higher education reform. As the basic function of colleges
and universities, talent training has always received the
attention and research of many scholars. Among them,
the talent training mode is a constraint mechanism on
how to train people systematically and regularly and stipu-
lates the specifications and methods of talent training. The
postgraduate training mode is a special type of talent train-
ing mode, which has relatively high requirements on the
quality of talents, and presents differences due to different
standards of training objects and training objectives. In
order to clarify the constituent elements of the postgraduate
training model, this paper reviews the relevant domestic
papers after 2000, sorts out the scholars’ views on the
constituent elements of the graduate training model, and
categorizes them, as shown in Table 1.

Since the training process itself contains many guarantee
factors for the smooth progress of postgraduate training, it
can be further subdivided. From the perspective of graduate
training rules and the development sequence of training
work, this paper subdivides the graduate training process
into five subblocks: student selection, faculty, curriculum,
professional training, and graduation thesis. Scientific train-
ing and practical training are the two aspects of professional
training. Figure 6 shows the selection process of the elements
of the postgraduate training model.

3.2. Analysis of the Relationship between the Elements of the
Postgraduate Training Mode. If the postgraduate training
model is regarded as a system, its constituent elements
can be regarded as the components of the system. The
sum of the components and the ways in which they are
related becomes the structure of the system. According to
the definitions and functions of the three main links of
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the postgraduate training model, their relationship is as
shown in Figure 7.

Among them, the postgraduate training process includes
five subelements: student selection, faculty, curriculum, pro-
fessional training, and graduation thesis. These subelements
are divided in an orderly manner in the training process,
closely linked to each other, and interrelated to jointly
ensure the overall training process. According to the
sequence of talent training from resource input to output,
the role relationship of each subelement in the training
process is shown in Figure 8.

3.3. Interdisciplinary Education Concept. The reform of
interdisciplinary education is not only about opening a few
more elective courses and setting up a few more interdisci-
plinary majors, but also involves complex and comprehen-
sive problems in many aspects such as science, technology,
society, economy, education, thinking, and traditional
habits. Fundamentally speaking, it is a systematic, compre-
hensive, and holistic change. The deep-level interdisciplinary
educational reform not only includes interdisciplinary ideas
but also involves many viewpoints on the reform of the
educational theoretical system. The concepts, systems, plat-
forms, disciplines, and other factors involved in the reform
of interdisciplinary education are not independent of each
other but are involved in the formation of a complete inter-
disciplinary education system, and their interaction affects
the interdisciplinary education system and normal function-
ing. Among them, the interdisciplinary concept leads the
overall situation of interdisciplinary education, the organiza-
tional management system provides the basic institutional
guarantee for interdisciplinary education, the resource inte-
gration mechanism is the main development path of inter-
disciplinary education, and the intersection of disciplinary
fields is the core fulcrum of interdisciplinary education.
Figure 9 shows the relationship between the factors involved
in interdisciplinary education reform.

4. Survey of Interdisciplinary Training of
Postgraduates in Finance

4.1. Questionnaire Design. Considering the disciplinary
advantages and geographical distribution of colleges and
universities comprehensively, according to the geographical
division of Northeast China, North China, East China,
Central South, Northwest, and Southwest China, 20 compre-
hensive and financial colleges and universities were selected,
and teachers and postgraduates in the financial field of these
colleges and universities were selected as the research
objects. Conduct interviews and questionnaires on the cur-
rent situation of postgraduate interdisciplinary training,
respectively, and find out the resistance and problems of
interdisciplinary training of postgraduates in finance, so as
to provide useful reference for domestic universities to
further explore postgraduate interdisciplinary education.
After consultation and discussion with relevant experts, 37
evaluation indicators were comprehensively determined.
The evaluation index system of the interdisciplinary training
model is shown in Table 2.



Advances in Mathematical Physics

TaBLE I: Literature review of the elements of the postgraduate
training model.

Number of

Point of view
elements

Educational philosophy, training process,

Three elements . -
supporting conditions

Educational philosophy, training objectives,

Four elements . L
training process, condition guarantee

Enrollment situation, research direction,
curriculum setting, practice link, faculty
structure

Five elements

Training objectives, training methods,
curriculum system, training process,
management
system, quality evaluation

Six elements

Training concept, training objectives, mentor
team, training system, training organization,

Multielement . .
program implementation, platform
construction, training evaluation
\\ Three basic questions J
kwhatf How to How is
H(ljd Ot train the
graduate graduate training
stude.nts students? effect?
to train?
A 4 A A
Training Cultivation Cultivation
objectives process evaluation

Three main links

!

Teacher allocation

Student selection

Curriculum Professional Training

Graduation thesis

F1GURE 6: The selection process of the elements of the postgraduate
training model.

A total of 350 questionnaires were distributed, and 328
questionnaires were recovered, with a recovery rate of
93.7%, of which 317 were valid questionnaires, with an effec-
tive rate of 96.7%. Among them, 47.79% of the respondents
indicated that they had interdisciplinary study experience,
and 38.05% of the respondents indicated that they had inter-
disciplinary research experience. The number of recom-
mended students accounted for 37.61% of the total sample,
while the number of interprofessional applicants only
accounted for 16.37% of the total sample.

4.2. Data Analysis Method. Regression analysis is a scientific
method for statistical analysis of the laws of quantitative
changes among data. Its main purpose is to describe,
explain, or predict the dependence between a dependent var-
iable and one or more independent variables. In regression
analysis, if there are more than two independent variables,
it is called multiple linear regression score. The explanatory
power of the dependent variable is greater. This study is
based on the questionnaire sample data, using SPSS statisti-
cal software for multiple linear regression analysis.

The specific process of the multiple linear regression
method is as follows:

(1) Assuming the existence of a linear regression equa-
tion, its form can be assumed as follows:

Y =by+b,X, +b,X,+--+b, X, (1)

(2) Make the values of Y and Y the closest

Q=Y (v-7r 2)

If the linear regression equation exists, then we ask for
the coefficient b; and the constant term b; in front of each
term X. To make the obtained regression equation work
better, that is, make the predicted value (estimated value)
the closest to the sample value Y. To minimize the sum of
squared errors Q, use the least squares method to avoid the
problem of positive and negative cancellation. Then the
problem of making the regression model most effective is
transformed into the problem of finding the minimum value

of Q.

Q= Z(Y ~1)7= Y [¥ (b + by X, + b,X, 44, X, )|
3)

Taking the derivative of Equation (3), we get
by = z(y —V) =Y - (b,X, + b, X+ 4b, X)) (4)

To find the minimum value of Q, after substituting the
predicted value, obtain the partial derivative of X, --- X, to
obtain a linear equation system, and solve it by the matrix
method to obtain b, --- b,,, that is, the constant term and
the coefficient value.

After each coeflicient is obtained according to the above
method, the significance of the equation and the partial
regression coefficient should be tested, that is, whether the
obtained regression equation reaches statistical significance
and whether it reaches the significant level of 0.05. Unlike
univariate regression, the coefficients here are called partial
regression coefficients because there is more than one inde-
pendent variable. Total deviation sum of squares

Sy = $8, + S8, (5)
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FIGURE 9: The relationship between factors involved in interdisciplinary education reform.

SS, is regression sum of squares; SS, is the residual sum  4.3. Data Analysis

of squares. o ) o o
4.3.1. Univariate Analysis. Taking interdisciplinary concepts,

-2 training pertinence, and problem-solving awareness as inde-
517 Z (Y Y)S (6) pendent variables and training objectives as dependent vari-
ables, by applying the multiple linear regression analysis
- functions of SPSS, the output results are as follows:
5= Z (Y - Y) (7) From the coefficients in Table 3, the standardized regres-
sion model can be obtained as follows:
Decisive factor is

R=2 8
" w (8) .
SSo +0.418 x training pertinence

Training goal = 0.324 X interdisciplinary concept

+0.438 x problem — solving awareness.
The closer the coefficient is to 1, the better the model fits P &

the data. 9)
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TaBLE 2: Evaluation index system of interdisciplinary training mode.

Component Elements Index
Interdisciplinary philosophy The connotation expression of. the 1r.1te.rd1.sc1pl1r.1ary idea, the manifestation of the
interdisciplinary idea
) Oreanizational management The organizational form of postgraduate education, the situation of postgraduate training
Slup por:mg § 8 management condition
elements
Cooperative institutions Types of cooperative institutions and strength of cooperation
Academic area Disciplinary majors and interdisciplinary Fe§earch directions involved in postgraduate
training
Training objectives Interdisciplinary concept, cultivation of pertinence, problem-solving awareness
Student Awareness of interprofessional admissions, multidisciplinary examination questions,
selection interprofessional admission ratio
The situation of teachers coming from multidisciplinary fields, the importance of
Faculty . e .
teachers on interdisciplinary education
Cultivation Cultivation . The situation of the curriculum involves multiple disciplines, the use of interdisciplinary
Curriculum .
elements process learning methods
Professional  Interdisciplinary research (practice) training experience, application of interdisciplinary
training knowledge or methods
Graduation The selection of topics for interdisciplinary graduation thesis and the use of
thesis interdisciplinary knowledge and methods
Cultivation evaluation The pertinence of the evaluation system and the validity of the evaluation results
TaBLE 3: Coefficients of the training target fitting equation.
Unstandardized coefficients Standardized coefficient .
Model t Salience
B Standard error Beta
(Constant) 0.024 0.106 0.223 0.824
Interdisciplinary philosophy 0.311 0.027 0.324 11.654 0.000
Cultivate pertinence 0.326 0.025 0.418 13.113 0.000
Problem-solving awareness 0.361 0.027 0.438 13.570 0.000

TaBLE 4: Summary table of multiple linear regression analysis of
training objectives.

Standard

Independent variable B Beta t
error

Intercept 0.024 0.106 0.223

Interdisciplinary 0311 0027 0324 11.654

philosophy

Cultivate pertinence 0.326 0.025 0.418 13.113

Problem-solving awareness  0.361 0.027 0.438 13.570

It can be seen from the standardized regression model
that the influence of the three independent variables on the
dependent variable is, in descending order, problem-
solving awareness, cultivating pertinence, and interdisciplin-
ary concepts. Since the standardized regression coefficients
of the independent variables are all positive numbers, it
shows that its influence on the dependent variable is posi-
tive, and the significance test ¢ value of the regression coeffi-
cient of the independent variable is 11.654 (p = 0.000 < 0.05
), 13.113 (p=0.000 < 0.05), and 13.570 (p =0.000 < 0.05),
and it can be seen that the regression coeflicients of all inde-
pendent variables have reached a significant level.

Table 4 is a summary of the output results of the above
regression analysis. It can be clearly seen from the table that
the multivariate correlation coeflicient between the three
independent variables of interdisciplinary concept, training
pertinence, and problem-solving awareness and the training
target dependent variable is 0.931, and the multivariate cor-
relation coefficient is 0.931. The square of the coefficient was
0.867, indicating that the three independent variables could
explain 87.6% of the variance of the culture target dependent
variable. In the standardized regression model, the three
independent variables have a significant impact on the train-
ing target dependent variable, and the standardized regres-
sion coefficients of the three independent variables are all
positive numbers, which means that the three independent
variables have a positive impact on the training target
dependent variable to influence. Among them, from the per-
spective of standardized regression coeflicient values, among
the three independent variables with significant regression
coefficients, the Beta values of problem-solving awareness
and training pertinence are relatively large, indicating that
these two variables have higher explanatory power and bet-
ter cultivating goals. The explanatory power and influence
of interdisciplinary ideas are relatively weak.
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Using the same method, there are 22 evaluation indica-
tors for the elements of the training process. These evalua-
tion indicators can be classified according to the selection
of students, teaching staff, curriculum, professional training,
and graduation thesis. The standardized regression model is
as follows:

Selection of student sources
=0.427 x awareness of inter — professional admissions
+ 0.448 x the situation that the examination
questions involve multiple disciplines

+0.497 x inter — professional admission ratio.

(10)

Taking the situation of teachers from multidisciplinary
fields, the importance of teachers on interdisciplinary edu-
cation, and the degree of teachers guiding students across
disciplines as independent variables and the teaching staft
as dependent variables, by applying the multiple linear
regression analysis function of SPSS, the output results
are as follows:

Teachers = 0.426 X teachers from multidisciplinary fields
+0.404 x teachersemphasis on
interdisciplinary education + 0.409

x teachersinterdisciplinary guidance to students.
(11)

Taking the situation of interprofessional students taking
supplementary courses, the situation of cross-faculty elective
courses, the situation of courses involving multiple disciplines,
and the situation of using interdisciplinary learning methods
as independent variables and course setting as the dependent
variable, through the application of SPSS multiple linear
regression analysis function, the output is as follows:

Curriculum setting
=0.282 x situation of interdisciplinary students
taking professional courses + 0.302
x situation of elective courses across departments
+0.249 x situation of courses involving multiple
disciplines + 0.304 x interdisciplinary learning
methods.

(12)

Taking the topic selection of interdisciplinary graduation
thesis, the use of interdisciplinary knowledge and methods,
the situation of defense experts from different fields, and the
evaluation of graduation thesis from an interdisciplinary per-
spective as independent variables and graduation thesis as
the dependent variable, through the application of SPSS, the
multiple linear regression analysis function of, the output
results are as follows:
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Graduation dissertation
=0.256 x situation of interdisciplinary
graduation thesis topic selection + 0.310
x situation of applying interdisciplinary
knowledge and methods + 0.252
x situation of defense experts from different fields
+0.289 x situation of reviewing graduation

thesis from an interdisciplinary perspective.

(13)

4.3.2. Overall Analysis. Combining all of the above multiple
regression analysis results, the main influencing factors of
seven training elements, including training objectives, student
selection, faculty, curriculum, scientific research training,
practical training, and graduation thesis, can be obtained.
The details are listed in Table 5.

For the training target elements, the two factors of
problem-solving awareness and training pertinence are more
influential than the interdisciplinary concept factor; for the
student source selection element, the interprofessional
admission ratio factor is more important than the multidis-
ciplinary admissions test questions. Two factors, the situa-
tion and the awareness of interprofessional enrollment,
have more influence on it; for the elements of the teaching
staff, there are three factors: the situation of teachers from
multidisciplinary fields, the degree of teachers’ interdisci-
plinary guidance to students, and the importance of teachers
on interdisciplinary education. In terms of curriculum ele-
ments, the use of interdisciplinary learning methods, the
use of interdisciplinary elective courses, and the interprofes-
sional students taking supplementary professional courses
have more influence than the factors involving courses
involving multiple disciplines. For the elements of scientific
research training, the degree of integration of scientific
research resources inside and outside the school and the
experience of interdisciplinary scientific research training
are far more influential than the use of interdisciplinary
knowledge or methods and the effectiveness of interdisci-
plinary scientific research training; for practical training
zelements, in terms of interdisciplinary practical training
experience, the impact on it is far less than the use of inter-
disciplinary knowledge or methods, the effectiveness of
interdisciplinary practical training, and the degree of inte-
gration of practical resources inside and outside the school.
The selection of topics for graduation thesis and the situa-
tion of defense experts from different fields are two factors;
the use of interdisciplinary knowledge and methods and
the evaluation of graduation thesis from an interdisciplinary
perspective have a greater impact on it.

4.3.3. The Inadequacies of Graduate Education in Finance.
At present, these are the following problems in the interdis-
ciplinary training of engineering postgraduates in Chinese
universities: on the one hand, the interdisciplinary concept
has not penetrated into the specific training links in a clear
form, and the organization and management of
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TaBLE 5: Influence ranking of evaluation indicators of each training element.

Influence Training Cultivation process Graduation thesis
ranking objectives Student selection Faculty Curriculum Professional training
Problem-solving Interprofessional Teacher§ from . U.se.of‘ . U.se.of‘ Interdisciplinary
L. . multiple interdisciplinary interdisciplinary o
1 awareness admission ratio o . knowledge utilization
(0.438) (0.497) disciplines learning methods knowledge or (0.310)
’ ’ (0.426) (0.304) methods (0.389) ’
Recruitment test Faculty Evaluation of
Cul‘tlvate questions interdisciplinary Cross-faculty elective Interc.hsapl%n.ary graduation thesis
2 pertinence involving . practice training from an
. > guidance for courses (0.302) . . s
(0.418) multiple subjects students (0.409) effectiveness (0.340) interdisciplinary
(0.448) ’ perspective (0.289)
Teachers’ The situation of Circumstances where .
. ) . . . o Selected topics for
. Interprofessional ~ emphasis on interprofessional interdisciplinary . o
Interdisciplinary . . R . interdisciplinary
3 . admissions interdisciplinary students taking knowledge or . !
ideas (0.324) . . graduation thesis
awareness (0.427) education professional courses methods are used (0.256)
(0.404) (0.282) (0.312) ’
Cases where the Interdisciplinary

course involves
multiple disciplines
(0.249)

Responding experts

practical training (0.252)

experience (0.206)

postgraduates is still based on the demarcation of disciplines.
The department is the unit, and the cooperation between the
departments mainly involves scientific research projects and
elective courses, and there is a lack of circulation and com-
plementarity of teachers; if it is not high, students have less
opportunities for interdisciplinary scientific research or
practical training, and there is a large room for improvement
in the topic selection of interdisciplinary graduation thesis,
and the training evaluation pays less attention to the individ-
ual learning outcomes of students. In general, these are the
following five problems: (1) interdisciplinary ideas lack pol-
icy support; (2) college-based ideology is more serious; (3)
the sharing of educational resources needs to be promoted
as a whole; (4) there is a lack of effective planning for inter-
disciplinary training; (5) a special evaluation system has not
been established.

4.4. Recommendations for Cross-Graduate Training. Post-
graduate interdisciplinary training is not a simple adjust-
ment on the basis of traditional postgraduate education but
a series of changes from top to bottom from concept to
system to operation, which requires schools to cultivate
high-level, compound top-notch innovative talents from a
strategic perspective. For positioning and planning, it is nec-
essary for the relevant departments of the school to make
clear regulations on interdisciplinary admissions, training,
and evaluation from the institutional level, and it also
requires the cooperation of all secondary training units to
negotiate and decide on specific training matters and to train
them in practice. Effective resource sharing and collaborative
operations are necessary for graduate education. Therefore,
the interdisciplinary training of postgraduates is an overall
and systematic work. The school and its functional depart-
ments, secondary units and other institutions should com-

prehensively plan the interdisciplinary
postgraduates based on the overall situation.

The interdisciplinary concept embodied in educational
activities refers to the educational concept of talent cultiva-
tion involving two or more disciplines. The degree of con-
sensus reached by colleges and universities on this concept
will affect the smooth development of their interdisciplinary
educational activities and the quality of interdisciplinary tal-
ent training. The concept of interdisciplinary education
needs to be widely understood by graduate teachers, gradu-
ate students, and related administrators. Acceptance and
recognition, in practice, the interdisciplinary concept is
deeply rooted in the hearts of the people, runs through the
beginning and end of postgraduate interdisciplinary training
activities, and plays a leading and supporting role in the var-
ious elements of training at each stage. First of all, colleges
and universities must adhere to the concept of interdisciplin-
ary, according to the needs of modern scientific and techno-
logical innovation and social development, gather relevant
high-quality discipline resources, and strengthen the inter-
connection and interoperability of related disciplines in
extension development and connotation construction, so as
to plan and open up new directions for discipline develop-
ment and give birth to disciplines. New growth points, nur-
turing interdisciplinary landing points are also necessary for
graduate education. Secondly, under the guidance of the
concept of interdisciplinary and relying on the new direction
of disciplinary development, colleges and universities aim to
cultivate excellent students. The top-notch innovative talents
start and organize postgraduate interdisciplinary education
activities, establish a matching management system and
operation mechanism, and seize the commanding heights
of interdisciplinary talent training. Third, in order to solidly
promote the interdisciplinary training of postgraduates,
colleges and universities have carried out structural

training of
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reorganization and resource innovation in the training links
such as student selection, curriculum setting, teaching orga-
nization, and mentor guidance from the perspective of
interdisciplinary concepts, so as to cope with the new chal-
lenges brought by interdisciplinary talent training. Finally,
in order to test the quality of interdisciplinary talent train-
ing and respond to the society’s demand for high-level
compound talents, the quality of postgraduate interdisci-
plinary education is evaluated from the perspective of inter-
disciplinary learning outcomes.

5. Conclusion

By defining the constituent elements of the postgraduate
interdisciplinary training model and conducting an empiri-
cal investigation on the current situation of interdisciplinary
training for postgraduates in finance in universities in my
country, the following conclusions can be drawn:

(1) According to the concept of interdisciplinary
education and the law of postgraduate training, post-
graduate interdisciplinary training refers to the post-
graduate training activities involving two or more
disciplines. Management system realizes the organic
integration of resources, widens the caliber of subject
areas, and uses this as a supporting condition to read-
just the source, composition, and relationship of each
basic training link and form a new situation of talent
training under the multidisciplinary background

(2) The elements of the postgraduate interdisciplinary
training model can be divided into two categories.
One is the interdisciplinary supporting element,
which includes four subelements of interdisciplinary
concept, organizational management, cooperative
institutions and subject, and areas. These elements
provide interdisciplinary concepts for postgraduate
training, organization, management, and resources
support; the other type is postgraduate training
elements, including training objectives, training pro-
cess, and training evaluation three subelements, of
which the training process is further subdivided into
student selection, faculty, curriculum, and majors.
There are four links of training and graduation the-
sis, and professional training includes two aspects:
scientific research training and practical training.
These elements constitute the main content of post-
graduate interdisciplinary training and determine
whether the goal of interdisciplinary education can
be successfully achieved in training practice

(3) At present, the interdisciplinary training of post-
graduates in finance in colleges and universities in
my country has achieved certain results, but there
are still many constraints on how to further develop,
deepen, and promote postgraduate interdisciplinary
education: (1) the interdisciplinary concept lacks
policy support; (2) college-based thinking is more
serious; (3) the sharing of educational resources
needs to be promoted as a whole; (4) there is no
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effective plan for interdisciplinary training; (5) a
special evaluation system has not been establishe

(4) In order to break through the current bottleneck of
interdisciplinary training of engineering postgradu-
ates in my country, it is necessary to reform and
improve in terms of interdisciplinary concepts,
educational organization forms, resource sharing
mechanisms, interdisciplinary training work, and
quality evaluation methods

Based on the relevant theoretical concepts and methods
of interdisciplinary education theory and systems science
theory, this paper takes the policy texts on postgraduate
interdisciplinary education in my country and the practice
of interdisciplinary education at home and abroad as the
objective basis, based on the sorting out of existing research
and the analysis of policy documents, and proposes and
defines the constituent elements of the postgraduate interdis-
ciplinary training model, and how the interaction between
these elements remains to be further studied. This paper
adopts a research method that combines qualitative and
quantitative analysis, but the proportion of qualitative
research is relatively large, and subsequent research may con-
sider increasing the proportion of quantitative analysis, such
as using the analytic hierarchy process to construct an evalu-
ation index system for interdisciplinary training models.
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Mathematical models are effective means of answers established by humans to solve real-world problems. Complex wireless
communication can establish information interaction between vehicles, in order to reduce the delay time of the coordination
control optimization timing scheme in coordination delay time. For smart car driving, a complex signal system, this study first
establishes a relevant mathematical model. It is used to compare three mathematical models commonly used today. The results
obtained under the same conditions show that the mathematical model is better in dealing with the complex signal system in
terms of transmission accuracy in all segments. A number of vehicles in different states of the traffic system are selected, and
the relevant data are collected to plot ROC curves using the mathematical model. It can be concluded that the freer and more
complex the movement behavior of the vehicle, the greater the load it imposes on the road and the system. The results of the
confusion matrix show that the model can effectively reduce the pressure on the road and the signal system. With the starting
objective of smooth operation of public transportation, the target values are optimized by layering, and finally, the regional
roadway capacity is effectively converged. Then, the mathematical model optimization of complex wireless systems and
intelligent transportation networks is quantitatively evaluated. The optimized timing scheme through coordinated control
achieves the expected effect in coordinated control of delay time and also reduces the average delay time of all intersections of

the road network.

1. Introduction

Mathematical modeling is to establish a mathematical model
according to actual problems, solve and calculate the math-
ematical model, and then solve the actual problems in life
according to the calculated results. The essence of a mathe-
matical model is a dynamic simulation, not a fixed way of
thinking. It is the use of mathematical symbols, mathemati-
cal formulas, languages, graphics, etc., to abstract, summa-
rize, and describe the essence of the problem, so as to
explain some objective phenomena and development laws
in life. Mathematical modeling requires people to flexibly
use the relevant knowledge of mathematics, as well as to
carefully observe and analyze the real problems in life,
abstract from the problems, and extract the mathematical
model, which is called mathematical modeling. Since man-
kind began to tie ropes, mathematics, as the foundation of
all disciplines, has developed significantly along with the

progress of human technology. Every century of mankind
has been the century of mathematics, and mathematics has
emerged and developed throughout the history of human
civilization [1]. In this century, mathematics has once again
demonstrated its irreplaceable power because of the rapid
development of computer technology, which has ushered
in digitalization in all industries. Mathematics represents
absolute rationality, which removes the pretense of things
and represents their essence abstractly yet intuitively. That
is why numbers have found deeper and wider application
in many fields and joint disciplines such as biomathematics,
financial mathematics, and physical mathematics have
emerged [2]. And mathematical modeling, as the most
useful form in the field of science and social life, has become
a necessary way to apply mathematics in the context of big
data [3].

Mathematicians of different eras and countries defined
mathematical models slightly differently, and there are
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obvious differences in the way they are expressed, but the
essence is largely the same. British mathematicians consid-
ered that in a broad sense, all mathematical concepts and
basic algorithms can be called mathematical models. French
scientists have defined mathematical models in detail in both
the broad and narrow senses. They considered that in the
broad sense, all concepts in mathematics are abstractions
and generalizations of real prototypes and therefore belong
to the original mathematical models. In a narrow sense, a
mathematical model refers specifically to a structure of
mathematical relations that reflects only a specific system
or a specific problem. The definition of a mathematical
model given by the well-known Chinese mathematician
Jiang Qiyuan is that it is a mathematical structure that
makes the necessary simplifications for a specific object or
purpose in the real world according to its intrinsic laws
and later expresses it by applying appropriate mathematical
tools [4-7]. From the above descriptions, it can be seen that
different mathematicians have defined mathematical models
in terms of their types, modeling processes, and modeling
methods. In this study, these definitions are summarized to
obtain a definition of mathematical models that is applicable
to a broader scope. A mathematical model is a mathematical
structure that abstractly represents a system or event using
mathematical language. This mathematical structure con-
sists of two main parts, the first part is numbers, letters,
and symbols, and the second part is mathematical formulas,
algorithms, diagrams and laws, etc. [8]. Simple ones such as
functions, derivatives, geometry, and physical-chemical
equations are mathematical models, and complex ones such
as operations research, statistics, and optimal solution prob-
lems are also typical mathematical models.

In recent years, with the increasingly proficient use of
mathematics, mathematical models have penetrated a wide
range of industries. Together with the rapid rise of related
technologies such as the Internet, deep learning, artificial
intelligence, and big data, the application of mathematical
models in complex signaling systems has also received
increasing attention from the general public and related
practitioners [9]. As the most popular means of transporta-
tion nowadays, the automobile not only carries the work of
human transportation but also is the basis of the modern
transportation industry. And the traditional automobile
industry introduces new and high technology and carries
out technological substitution, and upgrade to become a
smart car is a typical complex signal system [10]. The con-
cept of a smart city has been proposed for more than a
decade, and nowadays, the intelligent transportation system
is one of the first projects to be realized on the ground. And
the vehicle wireless communication network has already
achieved regional coverage on the city roads and highways
of several large cities, which has laid a solid foundation for
the popularization of the intelligent transportation network
system [11]. The simultaneous development of wireless
signal systems and intelligent vehicles has positive implica-
tions for enhancing road safety, reducing environmental
pollution, improving traffic efficiency, and reducing man-
power waste. The application of mathematical modeling in
this complex signal system is very important and irreplace-
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able, which reflects the practical significance and great eco-
nomic value of this study.

The contribution of research innovation is that the
mathematical model developed in this research has better
transmission accuracy in all segments when processing com-
plex signal systems. In this study, a mathematical model is
established based on the Doppler effect caused by signal
propagation during vehicle operation. With the increase in
the number of signal seeds in the system, the signal accuracy
of the mathematical model is generally improved, which
indicates that the more the number of tree layers generated
for the actual transmission of signals, the higher the propa-
gation accuracy. However, the phenomenon of a slight
decrease after reaching the critical value may be due to the
overflow of tree nodes caused by the excessive depth of the
generated tree, resulting in the reduction of signal propaga-
tion accuracy. As the information exchange capacity of the
mathematical model in this study is enhanced, the conges-
tion during the peak commuting period is greatly reduced.
The mathematical model implemented in this section next
quantifies the optimization of complex wireless systems
and intelligent transportation networks. The results show
that the area surrounded by the yellow area is smaller than
the area surrounded by the blue line, which means that the
timing scheme optimized by the coordination control
achieves the expected effect on the coordination delay time
control and reduces the average delay time of all intersec-
tions in the road network.

2. Mathematical Model Flow and the Type of
Signal Used

The process of mathematical modeling is the presentation of
a way of thinking from abstraction to figuration, which is
realized in the actual modeling process with numbers, let-
ters, and conformity [12]. In the process of mathematical
modeling and solving practical problems with it, there is a
division of levels and hierarchical requirements, the basic
flow chart of which is shown in Figure 1.

As you can see from Figure 1, when a problem is
encountered in real life, it is abstracted into a mathematical
problem and modeled. Compared with the oneness of other
mathematical courses, mathematical modeling courses
involve a wide range of knowledge. When using AHP to
analyze problems, first, analyze and deal with the problems
according to the principle of “organization and hierarchy”
to construct a hierarchical structure model. Under this
model, the complex problem is divided into several ele-
ments, which form several levels according to their attributes
and relationships. The analytic hierarchy process can be
roughly divided into four steps: (1) establish the hierarchical
structure model, (2) construct a judgment (paired compari-
son) matrix, and (3) test consistency. A relative scale shall be
adopted to minimize the difficulty of comparing various fac-
tors with different properties, so as to improve accuracy.
After the model is built, the problem is solved by substitut-
ing it into the model, and the result is checked after the solu-
tion is obtained. If it is applicable to reality, the problem is
solved. If it is different from reality or partially problematic,
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the model is modified and the process is cycled until the final
correct solution is obtained [13]. Complex wireless commu-
nication is able to establish information interaction between
vehicles and vehicles or even any physical object that can
affect the operation of the vehicle, essentially IoT applica-
tions in the transportation industry.

Figure 2 represents the communication principle of a
vehicle in a complex wireless information system. As a
practical application of the Internet of Things in the field
of transportation, the complex wireless signal system uses
wireless sensing technology in communication to realize
real-time interaction between the vehicle and the road and
the surrounding environment information. And the col-
lected data can be processed and shared quickly by modern
sophisticated mathematical modeling and wireless commu-
nication technology, thus interconnecting the vehicle and
many physical objects in the surrounding area within a
certain range [14]. With the landing of 5G communication
base stations worldwide, 5G wireless signals based on cel-
lular networks have become the main technological hall-
mark of smart vehicles and their communication and the
direction of automated driving and traffic optimization
industries in the current and future decades [15]. As
shown in Figure 2, there are four main types of wireless
complex signal-based networked communications in the
industry today. Vehicle-to-vehicle communication (vehicle-
to-vehicle, V2V), vehicle-to-pedestrian or cyclist communica-
tion (vehicle-to-pedestrian, V2P), vehicle-to-infrastructure
communication (vehicle-to-infrastructure, V2I), and vehicle-
to vehicle-to-network (V2N) [16]. Previously, when vehicles
were on the road, they usually got the latest road conditions
through traffic broadcasts and other forms, while V2V com-
munication enables vehicle-to-vehicle information exchange.
It omits intermediate steps and allows all vehicles in the
network to get timely information such as road congestion
and traffic accidents. It also allows vehicle collision warning
by transmitting and receiving sound waves, which greatly

Core network

Pedestrian or Cyclist

RSU

V21 /pcs/uu
interface

[@ PC5 interface Di

FIGURE 2: Schematic diagram of vehicle networking communication
types and their basic flow charts.

reduces the probability of traffic accidents [17]. V2P com-
munication provides interaction between vehicles and
pedestrians or cyclists, and vehicles send collision warning
messages to pedestrians or cyclists when they are too close
to each other, and pedestrians and cyclists can send infor-
mation such as road congestion and traffic accidents to
vehicles as well as between vehicles [18]. V21 communica-
tion is an enhancement of the basic traffic network informa-
tion, which enhances the information interaction and
sharing between vehicles and roadside infrastructure (Road
Side Unit, RSU) [19]. In recent years, with the popularity of
navigation APPs, V2N communication has also developed,
which realizes real-time interaction between vehicles and
the core network of traffic command, making it possible to
plan driving routes, real-time road condition inquiries,
severe weather warnings and network cloud services, and
other functions developed based on modern computer
technology, which greatly improve the probability of safe
driving and travel efficiency of vehicles [20].

3. Mathematical Modeling of Intelligent
Vehicle Signaling System

To achieve real-time communication between intelligent
vehicles, a variety of suitable anti-interference methods
should be selected. The intermediate medium for communi-
cation between different groups of unmanned vehicles is the
cloud server. The vehicle communication between each
group can be carried out through the internal LAN. In order
to ensure smooth communication between vehicles, it is
generally necessary to define the data structure of vehicle
information storage on the cloud server in advance. The
cloud server is communicatively connected to a plurality of
unmanned vehicles through a network. The cloud server
may maintain a data structure or database to compile and
store vehicle information of the unmanned vehicle. Some
of the vehicle information may be received from the driver-
less vehicle while other information may be compiled and
generated at the server based on the updated information
received from the driverless vehicle. At present, the methods
commonly used in the industry include the execution power
control method, the rational allocation of resources, and the
signal mode selection method. The selection of these
methods has a great impact on the quality of signal trans-
mission between intelligent vehicles. Unlike the traditional



location-fixed point-to-point cellular communication, the
biggest problem to be faced by the complex signal system
of intelligent vehicles is that the vehicles in the network are
moving at a relatively high speed. Signal propagation
between vehicles at high speed will produce Doppler effect;
it refers to the wave source, and the observer has relative
motion, the observer receives the frequency of the wave,
and the frequency of the wave source is not the same phe-
nomenon. The sound of a train whistle coming from afar
becomes sharp and thin (i.e., the frequency becomes higher
and the wavelength becomes shorter), while the sound of a
train whistle leaving us becomes low (i.e., the frequency
becomes lower and the wavelength becomes longer), which
is the phenomenon of the Doppler eftect. This phenomenon
was first discovered by Austrian physicist Doppler in 1842.
The Dutch meteorologist Barot had a team of horn players
stand on an open train speeding past from near Utrecht,
Netherlands, in 1845 and blew, and he measured the change
in pitch on the platform. The Doppler effect has been used
by astronomers to measure the apparent velocity of stars
since the second half of the 19th century. It is now widely
used to corroborate observations of the motion of celestial
bodies and artificial satellites. In intelligent vehicle network-
ing wireless complex communication systems, this phenom-
enon is called Doppler shift, which refers specifically to the
relative motion of the transmitter and receiver causing a
shift in the signal at the carrier frequency of unidirectional
propagation, which then triggers distortion and rapid
changes in the channel in time. If the propagation is multi-
directional, it causes more kinds of Doppler shifts, which
in turn makes the wireless complex signal propagation cause
more errors. Because of the generation of Doppler shifts, the
signal coherence time of the complex system decreases,
which eventually leads to the evolution of wireless commu-
nication into time- and frequency-selective fading commu-
nication, often called instantaneous fading communication.
In instant fading communication, the response on each
signal transmission channel changes rapidly with time.
And there is the problem of prediction delay and feedback
delay in real communication, and the three together will
cause a large error, and the mathematical modeling needs
to focus on how to eliminate this error. A communication
delay estimation algorithm is proposed for wireless sensor
networks using the CSMA/Ca communication mechanism.
A combined link model is established to predict link reliabil-
ity based on the time and space correlation of link quality.
The simplified collision probability model is used to predict
the channel contention delay, and the communication delay
is obtained by combining the predicted link reliability. The
overhead of the algorithm is analyzed, and the channel con-
tention delay prediction algorithm is simulated on the simu-
lator. The results show that the prediction algorithm can
accurately predict the contention delay of the network.
First, assume that the fading of all signal channels in a
complex wireless signal system contains not only large-
scale fading but also small-scale fading, starting with the
on-board interference channel, the expression of which is

9i;= ’hi’jyzLi’j, (1)
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where L denotes large-scale fading and / denotes small-scale
fading; the overall obeys the log-positive-terminus distribu-
tion. Since the large-scale fading changes more slowly, it
can be accurately estimated by the signal base station at each
change interval. The small-scale fading, on the other hand,
needs to be determined based on the actual situation and
cannot be relied on by the signal base station for a more
accurate prediction.

After that, the small-scale fading can be predicted
assuming that the transmitter and receiver of the signal are
relatively stationary and there is no Doppler effect if they
are not moving. The small-scale fading obeys independent
distribution, and its mean is zero and variance is one, which
is typical of the complex Gaussian distribution. In this study,
the model is defined as the ideal model, which is applicable
to the time period of road congestion, when the vehicles
are usually stationary or moving very slowly compared to
the propagation speed of the signal. In such a scenario, the
in-vehicle interference channel is given by

9ij= Gﬂi,jci,jdgj"x' (2)

In the above equation, G is the loss constant of the signal
in the propagation path and « is the path loss exponent.
However, excluding the congestion during the peak com-
muting period, most of the cases are not modeled as ideal.
Therefore, the next step is to model the case where both
the transmitter and the receiver of the signal undergo rela-
tively high speed motion. This situation occurs more often
when vehicles and pedestrians or cyclists carry out signal
transmission and is referred to as a nonideal model in this
study. In this case, the small-scale fading cannot be accu-
rately predicted, so the small-scale signal fading is modeled
using a Markov process as follows:

h;;= é‘ljli)j +v1- ezei)j. (3)

]

The estimation errors obey independent identical distri-
bution, and the small-scale fading preview errors and esti-
mation errors in the Eq. are independent and uncorrelated
with each other.

When the intelligent vehicle user uses the spectrum
resource k on the idle signal channel, its transmitted data
is no longer interfered with by other users, and at this
time, the signal of the vehicle at the receiving end can
be expressed as

Yik= pi‘)’kL-hAS» +n. (4)

[ e )

The corresponding signal-to-noise ratio is

pi‘,/gi
=i o
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The signal transmission rate in a complex wireless
system is then calculated by the formula

rl =X log,(1+&), (6)

where the mean of n is 0 and X is the variance, which is
calculated as follows:

M=

X =arg min {

Z XijCij } (7)

J=1

Il
—

When two transmission modes share the same spectrum
resources, the signal interference phenomenon occurs. Con-
sidering this situation, the signals received by the vehicle are

Yij = \[PULRs; + [p5Lijhy i + 1. (8)

It corresponds to a signal-to-noise ratio of

v
£ = Pi;9i
hj = . C 2"
Pijgi;to

©)

The expression for the rate at which the signal is trans-
mitted between is

er:Xlog2<l +£Vi,j). (10)

Assuming that the interference signal caused by trans-
mitting is 1, the transmitting power increases for a larger
number of users in a multiplexed cellular network, calcu-
lated as

c
£ = Pi9ip
)

. (11)

The transmission rate corresponding to the signal it
generates is

rjchlog2<1+fjc). (12)

In this complex wireless signal system, the transmit
power expression for multiplexing cellular users is as follows:

c
c_ Pijgis

ij T LV 2"
Pij9jpt O

(13)
It has a transmission rate of

ij=Xlog2(1+11]C>. (14)

Combining the above multiple scenarios, then the
mathematical modeling ensemble formula for maximizing

the utility function of smart car users in this study is as
follows:

(X#,P %) = arg MAX{Zin’ju(p)i)j}. (15)

i=1j=1

Finally, an activation function is selected for the math-
ematical model established, because if the activation func-
tion is not included in the mathematical model established
in this study, then it is only equivalent to a linear regres-
sion model and cannot handle the logic of more complex
signal systems. The introduction of the activation function
into the dynamic system changes the monotonic process-
ing model into a nonlinear one, which can represent and
calculate more complex smart car signal transmission situ-
ations. ReLU has sparsity, which enables the sparse model
to better mine relevant features and fit the training data.
In the region of x > 0, the gradient saturation and gradient
disappearance will not occur. The calculation complexity is
low, and the exponential operation is not required. The
activation value can be obtained as long as there is a
threshold value. The main monotonic functions commonly
used today are the Sigmoid function and the ReLU func-
tion, and their respective function diagrams are shown in
Figure 3.

The choice of different activation functions applied to
complex wireless signal systems can have an impact on
training and prediction, which in turn can sway the compu-
tational results. When using the Sigmoid function to com-
pute large-scale data, it generates large errors, while using
the ReLU activation function can converge quickly, achiev-
ing computational savings and improving training efficiency.
Moreover, for dynamic deep music models, the gradient of
the ReLU function is constant, and there is no gradient dis-
appearance as in the case of the Sigmoid function. As men-
tioned above, therefore, the ReLU function is finally chosen
as the activation function for mathematical modeling in
this study.

4. Application of Mathematical Modeling in
the System

The mathematical model developed in this study has a high
recall value and will have a strong predictive power when
calculated using positive class samples, which can be used
in complex wireless signal systems for smart cars. To verify
the signal transmission accuracy of the mathematical model
developed in the previous section, it is used to compare with
three mathematical models commonly used in traffic sys-
tems today. These three models are the BinOCT model,
CART model, and C4.5 model, and the results obtained
from the tests conducted under the same conditions are
shown in Figure 4.

A comparison with three commonly used mathematical
models shows that the mathematical model established in
this study has a better transmission accuracy in all segments
in dealing with complex signal systems. When the number
of signal leaf nodes is in the interval of 25 to 30, the signal
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transmission accuracy is even the highest at 75.6%. This
indicates that the use of branch boundary constraints
reduces the search space and also achieves high classification
prediction accuracy. In the interval 0 to 10, where the num-
ber of signal leaf nodes is small, the mathematical model
developed in this study also shows good accuracy. This indi-
cates that the model has good performance in maintaining
sparsity without weakening its signal transmission accuracy.

This experiment next selects the variation of the accu-
racy of the mathematical model with the number of signals
in the three signal patterns for different values of the number
of random signals in the smart car communication system.
The obtained results are shown in Figure 5.

The overall increase in signal accuracy of the mathemat-
ical model for the three signal modes with the number of
seeds of the system signal indicates that the more layers of
the tree generated for the actual transmission of the signal,
the higher the accuracy of the propagation. However, the
phenomenon decreases slightly after reaching a critical
value. This may be because too much tree depth will gener-

ate overflow tree nodes, resulting in a decrease in signal
propagation accuracy. Therefore, the maximum tree depth
is the optimal solution for the three signal propagation
modes. Then observing one by one, it can be found that
the vehicle-to-vehicle signal transmission mode V2V has
the highest accuracy, and the accuracy increases as the num-
ber increases. This is due to the fact that the mathematical
model in this study focuses on eliminating the Doppler effect
caused by signal transmission between vehicles. The V2P
mode between vehicles and pedestrians or cyclists and the
V2N mode between vehicles and the central network,
although the signal transmission accuracy is lower than
V2V2, reach a minimum of more than 85% at a signal leaf
number of 11, which can fully meet the demand in practical
use. The above test results show that the mathematical
model established in this study can propagate signals more
accurately in the case of all three signal modes, which is sci-
entific and reliable.

A number of vehicles in different states of the traffic sys-
tem are selected, and the relevant data are collected to draw
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ROC curves using a mathematical model. The three main
modes of vehicles on the road are selected: waiting state, free
driving state, and slow driving state. Therefore, the aggres-
siveness of vehicles and the vulnerability of roads will be
analyzed as indicators also in the field of transportation. In
this study, the ROC curve and confusion matrix are used
to characterize these two measures, respectively, and the
results are shown in Figure 6.

The four ROC curves in Figure 6(a) reflect the degree of
damage caused by the attack of the vehicles on the road in
different states and also the load they impose on the complex
wireless signal system that assumes the role of scheduling
and communication in traffic in different states. It can be
seen that the freer and more complex the movement behav-
ior of the vehicle, the greater the load it causes to the road
and the system. The initial increments in all three states
are rapid and have a large slope, and this trend slows down
considerably when a certain point is reached. The possible
reasons for this are that the mathematical model developed
for this study requires a large amount of kinetic energy to
process the initial signal data, but once the system is operat-
ing smoothly, the signal data can be collected, analyzed, and
transmitted in a stable manner. The results of the confusion
matrix show that the rational use of the mathematical
model, proper guidance and scheduling of vehicles, and
keeping the vehicles informed of their surroundings can
effectively reduce the pressure on the road and the signal
system.

The mathematical model also allows for scheduling opti-
mization of traffic flows during peak traffic periods. From
the collected data hierarchy strategy, it is clear that the
parameters to be iterated are the peak traffic period, peak
traffic section, and announcement traffic distribution. There-
fore, the existing registered vehicles are first processed in the
model according to the splitting strategy to aggregate them.
Then, using the feature that the number of vehicles passing

the target road section in one day and night must be non-
consecutive positive integers, the interval time of vehicles is
used as a reference to achieve loss-free iteration using the
mathematical model. Taking the smooth operation of public
transportation as the starting target, the target value is grad-
ually optimized through layer-by-layer drawing, and finally,
the regional road section passing capacity is effectively
converged. Based on the improved mathematical model, to
calculate the road throughput capacity of the iterative data
map is shown in Figure 7.

After using the improved mathematical model to opti-
mize the traffic flow of a road section, the throughput capac-
ity of the road section for vehicles is significantly improved.
And thanks to the enhanced information exchange between
vehicles, between vehicles and pedestrians or cyclists, and
between vehicles and the core network by the mathematical
model in this study, the congestion during the peak com-
muting period is also greatly reduced.

The mathematical model conducted in this section next
quantifies the optimization of complex wireless systems
and intelligent transportation networks in the assessment.
The use of radar plots enables a more detailed demonstra-
tion of the computational performance of the mathematical
model established in this study in multiple dimensions. In
this paper, the vehicle delay times at each intersection are
selected as the raw data, and the resultant plots obtained
after processing are shown in Figure 8.

In Figure 8, a total of six main roads correspond to six
intersections with signalized groups in the target road net-
work. They are arranged in a clockwise manner, and the
average delay time of intersections without coordinated con-
trol optimization is enclosed by a blue straight line, while the
average delay time of intersections after coordinated optimi-
zation is enclosed by a yellow straight line. The area enclosed
by the blue straight line in Figure 8, i.e., the result of the data
without optimization, has sharper edges, with the data at
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FiGurg 7: Calculation of vehicle passing ability data map of regional road sections based on improved mathematical model.

dimensions I18 and T16 being the most distant from the  enlarged, while the data at dimensions I9, T16, and 118
center point and the data at I3 being the closest to the origin.  are significantly reduced. It is also obvious that the area
The graph formed by the area enclosed by the yellow linesis ~ enclosed by the yellow area is smaller than the area enclosed
relatively rounded, mainly thanks to the data at I3 being by the blue line, which means that the coordinated control
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optimized timing scheme achieves the desired effect in coor-
dinating the delay control and also reduces the average delay
of all intersections in the network.

This mathematical model was added to the traffic net-
work system for a three-month trial run. Then, a satisfaction
questionnaire was distributed to 80 smart car drivers using
the traffic complex wireless signal network, and the results
are tallied in Figure 9.

The questionnaire results show that 81.56% of the smart
car drivers are satisfied with this mathematical model, which
again indicates that the results of this study and the mathe-
matical model are scientifically valid in complex wireless
signal systems. And still, 18.44% of smart car users made
an unsatisfactory evaluation of this mathematical model.
Collecting the details of the questionnaire revealed that the
main points of their dissatisfaction were mainly insufficient
signal strength in urban suburbs, the signal received during
traffic congestion would be noisy, and sometimes, there
would be no timely feedback about the presence of pedes-
trians next to the vehicle. To address these issues, this study
will follow up and target to improve and optimize the math-
ematical model.

This chapter examines the full range of the established
mathematical model, from the accuracy of signal transmis-
sion to the variation of the number of different signal leaves.
The traffic of the three main modes of vehicle operation is
also computed, and based on this, the target value is gradu-
ally optimized by laying out layer by layer with the starting

objective that public transportation can operate smoothly.
These relevant and necessary experimental groups have led
to valid conclusions, and the results show that the mathe-
matical model developed in this study is scientific and valid
in complex wireless signal systems. The combination of the
above experiments and their results is the only way to obtain
excellent results with more than 80% satisfaction from the
users.

5. Conclusion

In this study, a mathematical model is established based on
the Doppler effect caused by signal propagation during
vehicle operation. In order to verify the signal transmission
accuracy of the developed mathematical model, it is com-
pared with the three mathematical models commonly used
in today’s transportation system. The test results under the
same conditions show that the mathematical model devel-
oped in this study has better transmission accuracy in all
segments when processing complex signal systems. The
mathematical model developed in this study also shows
good accuracy in the interval 0 to 10 where the number of
signal leaf nodes is small. This shows that the model
maintains sparsity without reducing its signal transmission
accuracy and has good performance. In the selected intelli-
gent vehicle communication system, among the three signal
modes with different random signals, the accuracy of the
mathematical model changes with the number of signals.
With the increase in the number of signal seeds in the sys-
tem, the signal accuracy of the mathematical model is gener-
ally improved, which indicates that the more the number of
tree layers generated for the actual transmission of signals,
the higher the propagation accuracy. However, the phenom-
enon of a slight decrease after reaching the critical value may
be due to the overflow of tree nodes caused by the excessive
depth of the generated tree, resulting in the reduction of
signal propagation accuracy. Select multiple vehicles in dif-
ferent states of the transportation system, collect relevant
data, and draw ROC curves using mathematical models.
Select three main modes of vehicles on the road: waiting
state, free driving state, and slow driving state. It can be con-
cluded that the more free and complex the motion behavior
of the vehicle, the greater the load it exerts on the road and
the system. The results show that the timing scheme opti-
mized by coordination control achieves the expected effect
on coordinating delay time control and reduces the aver-
age delay time of all intersections in the road network.
However, the mathematical model of signal propagation
has defects and needs further improvement. There is also
the risk of data leakage. Smart car drivers and relevant
practitioners should use the results obtained from the
analysis wisely.
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In the environment of education big data, how colleges and universities make good use of these data not only affects the orderly
operation of the whole education and teaching system of colleges and universities. It will also become an inexhaustible driving
force to help colleges and universities promote the reform and innovation of the education and teaching system. This paper
takes student evaluation data and student online learning data as research objects. Focusing on the teaching operation and
students’ autonomous learning, this paper uses the improved k-mode algorithm to cluster analyze the classroom teaching
operation. This paper uses neural network algorithm based on machine learning to predict and compare students’ online
course learning. It is hoped that it can provide meaningful reference for the construction of teaching management system and
the reform and innovation of teaching management system in colleges and universities. Two research works are mainly carried
out through the preliminary analysis and transformation of the data of student evaluation of teaching in a certain university.
The improved cosine dissimilarity algorithm is used to eliminate the abnormal teaching evaluation data. The normalization
method was used to standardize the teaching evaluation data. The traditional k-mode algorithm is used to cluster the teaching
evaluation data. Some problems of k-mode algorithm are pointed out, and the traditional k-mode algorithm is improved.

Experimental results show that the improved algorithm is more reasonable and effective.

1. Introduction

Internet technology will be employed in my country, and
various social networks and mobile Internet have begun to
be popularized in our country, which also gradually
broadens the application scope of Internet technology in
my country. In recent years, my country’s Internet data
has also continued to grow, and the era of big data has
arrived. The application is in my country, such as market
economy, education, and cultural life, and has promoted
the development and progress of all aspects of the country.
In the era of big data, data processing has three major
changes compared with traditional data mining: full volume
rather than sampling, efficiency rather than precision, and
correlation rather than causality [1]. The real meaning of
big data lies not only in the huge data information but also

in the professional modeling and analysis of these data to
mine its potential value [2]. Large data volume, low data
value density, storage, analysis, and processing [3] are the
contained potential values, and it will become the core con-
tent of big data research [4].

Two groups on such basis of the minimum error func-
tions. In the scheduled K category, the main idea is to ran-
domly select K cluster center points as the class center of
the current cluster (not the final class center point) given
the K value of the number of classification categories, and
calculate the distance between each point and the class cen-
ter point, divide it into the clusters with the closest distance
until the division of all point clusters is completed, then,
recalculate the center point of each cluster (average dis-
tance), recalculate ones, and assign each cluster [5], the clus-
ter to which the point belongs, and this cycle iterates until
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the center point of the cluster is less than the threshold or
reaches the specified number of iterations [6].

The e-commerce video live broadcast course is one of the
new contents of the e-commerce major. Because the course
content is relatively new, students have more practice in live
broadcast, so there are some differences with other majors in
the students’ live broadcast e-commerce learning process
and the teachers’ teaching process with disciplinary ques-
tions [7].

As an emerging online shopping method, live video
streaming has enriched the online sales method of goods
and has a strong sense of participation and experience,
enabling consumers to have a better consumption experi-
ence. Many companies are still optimistic about the develop-
ment trend of live broadcast e-commerce in the next few
years. “Live broadcast with goods” has been a new transfor-
mation as well as upgrading of traditional firms [8]. How-
ever, live broadcast talents and live broadcast team
building are the shortest way for enterprises to expand
online sales.

Such positions and division of labor formed around live
broadcast are becoming more and more specific, and live
broadcast delivery may become the main means of corporate
marketing [9]. The new occupations that have emerged so it
will indeed put pressure on the training of it and such teaching
implementation of new courses represented by live e-
commerce courses will put a certain degree of pressure on
teachers in lesson preparation, teaching, and tutoring. How
to be competent in the teaching work of new courses, perform
their duties as teachers, and be responsible as professional
teachers of live e-commerce courses. There is a general lack
of professional self-confidence and competence [10].

With the popularity of live streaming, the theoretical
learning content of live streaming on the Internet is iterating
rapidly, from the development history of internet live
streaming, introduction of mainstream live streaming e-
commerce platforms, to the prerequisites and preparations
for live streaming, introduction to live streaming, live
streaming review, data analysis, etc. Relying on textbooks
alone is far from enough, and some textbooks are outdated
when they are written. Live delivery of goods is a new con-
tent and method [9]. At present, such construction of rele-
vant teaching materials and the design of practical links
have not completely kept up, and the combination of schools
and the live broadcast industry is relatively shallow, which is
also a common practice of e-commerce teaching in the
mobile Internet era [11].

Course ideology and politics can form a collaborative
education mechanism with professional course teaching.
First of all, due to the limited ideological and political level
of teachers themselves, the excavation of ideological and
political elements is not deep enough, so that the ideological
and political elements of live broadcast e-commerce have
not been naturally and properly integrated into the school’s
classroom education process [12]. The radiation-driven role
of construction needs to be exerted. Secondly, in terms of
teaching ability, there is a lack of targeted and demonstrative
“course ideological and political” teaching guidance for
teachers of live e-commerce professional courses, and an
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effective teaching incentive system cannot be formed. Its
influence is limited, and it lacks the attractiveness and appeal
of effective teaching. Sometimes, too much attention is paid
to the professional teaching of live e-commerce courses, and
it is neglected to enhance the education of students’ “road
confidence”, “personality confidence”, “professional confi-
dence”, and “occupational confidence”.

2. Literature Review

2.1. Status Quo of Big Data Analysis Technology Education
Research. During the “Thirteenth Five-Year Plan” period,
Guizhou Province fully implemented the province’s big data
strategic action, took the development of big data as a new
strategic engine for the overall development of the province,
established the big data concept that data is a resource, and
promoted big data as a government It is a new means of gov-
ernance capacity, a new way to serve the society and people’s
livelihood, a new driving force to lead industrial transforma-
tion and upgrading, and a new engine to promote mass
entrepreneurship and innovation [13]. More than 20 big
data scientific research institutions such as Guiyang Big Data
Strategic Key Laboratory and Inspur Laboratory have been
built successively. The layout of the big data industry has
begun to take shape [14]. With the “Cloud Guizhou” system
platform as the carrier, intelligent transportation cloud, food
safety cloud, and the 7 cloud projects are the first to be
applied, and the construction of “N cloud” such as Beidou
location cloud and smart education cloud has achieved ini-
tial results, and the field of cloud application has been con-
tinuously expanded [15].

Foreign countries started earlier in big data research than
in China, and foreign research on big data pays more atten-
tion to technology and application research, which to a cer-
tain extent benefits from the strong support of the
government. For example, the U.S. government has estab-
lished six departments for big data research, and most of
its research projects are researching big data analysis algo-
rithms, big data storage technologies, and big data security
technologies [16].

Nagoya University in Japan, Columbia University, or
Technology Sydney in Australia have all established data sci-
ence research institutions; a large number of universities
such as the University of Dundee and the Chinese University
of Hong Kong have newly established data science institu-
tions, Research Orientation Courses [17].

“A Brief Problem Statement”, hoping to use educational
big data to analyze students’ learning behavior, so as to real-
ize students’ adaptive learning and improve the target of
learning. At the same time, the U.S. Department of Educa-
tion has carried out a lot of work on the collection of educa-
tional data and has collected a large amount of educational
data. Its data portal Data.gov has gathered more than 300
large-scale data related to demographics, academic perfor-
mance, loan status, campus security, etc. In the data set,
the data range is very comprehensive. Data.gov also provides
data analysts with different formats of data as well as online
data analysis and online data visualization capabilities [18].
At the same time, Data.gov also provides an API interface
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to facilitate users to obtain data and facilitate external calls
and analysis.

2.2. K-Modes Algorithm. In the ancient traditional taxon-
omy, the classification problem mainly comes from people’s
cognition of things. People mainly rely on experience and
domain knowledge. The classification of things is mainly in
the qualitative sense, and it is difficult to achieve the quanti-
tative sense. However, various industries in various fields
have put out problems, and the ancient traditional taxon-
omy based only on experience and domain knowledge is
powerless, so people put mathematics introduced into tax-
onomy as a tool; a numerical taxonomy with quantitative
taxonomic significance was formed [19]. After that, with
the further increase of the difficulty of classification prob-
lems, people began to gradually introduce the related tech-
niques of multivariate analysis into numerical taxonomy,
forming the widely used cluster analysis technology today.

Since there is a certain overlap in their respective charac-
teristics between various clustering analysis algorithms, it is
difficult to find a clear classification plan to give a concise
classification of clustering analysis methods. Currently, the
commonly used classification methods are mainly divided
based on the idea of clustering, as follows:

(i) Partitioning Methods: for a data set containing N
samples, the event element specifies the number of
classification families K (K <N), first randomly
gives the initial K cluster centers and records
according to the same class The closer the distance
between different records, the farther the distance
between heterogeneous records is. Clustering is per-
formed based on the K centers, and the K cluster
centers are relocated and repeated iteratively to con-
tinuously improve the clustering effect until the
optimal clustering is finally obtained

(ii) Method (Hierarchical Methods): for a given sample
data set, the decomposition conditions are continu-
ously decomposed according to the hierarchical
nature of the sample data until the termination con-
ditions are met. This method can be further subdi-
vided into “bottom-up” hierarchical method and
“top-down” hierarchical method according to dif-
ferent situations of the problem. The basic idea of
the hierarchical method: when the method is hierar-
chically divided, it can be divided according to dis-
tance, density, and connectivity, or it can be
extended to subspace for hierarchical division. That
is, a bottom-up or top-down strategy is selected for
a given data set, and iteratively divides by distance
or density or connectivity until the decomposition
satisfies a given condition

(iil) Ways: this method divides according to the density
of data points according to a preset threshold. It will
be divided into the same in close clusters

(iv) Grid-based Methods: it adopts such idea of space-
driven, also known as fuzzy minimum and the sev-

eral (finite) cell grids; all processing is carried out on
the unit grid as the object. Such processing time has
nothing to do with the number of data objects to be
processed, and its processing time is only related to
the number of unit grids in the quantization space

(v) Methods: the basic idea of this method is to assume
a mathematical model for a certain cluster, and find
the sample data that matches the mathematical
model, so that the sample data and the mathemati-
cal model form an optimal fit combine. The usual
practice is to determine sometimes based on statisti-
cal results. The idea of change is to achieve optimal
clustering by optimizing the adaptability between a
given data object and a mathematical model. The
representative algorithms based on this idea are:
PARTICLE FILTERS algorithm, MRKD-TREES
algorithm, SOON algorithm, and hybrid algorithm

2.3. Neural Network Algorithm. Since the neural network
and mathematical has gone through decades. Although its
development has experienced several ups and downs, some
researchers with unique insights are still working on neural
networks The research of network will undergo the research,
laid such solid foundation for the wide application and rapid
development of today’s neural network in various fields.

Since the simulating of the biological nervous system,
after decades of research, the work units have such charac-
teristics of linearity, nonlimitation, very qualitative, noncon-
vexity, etc. It has the advantages of them.

At present, such simulation of the human brain, the
method will lead to the processing problem into several pro-
cessing units. Through the distributed parallel processing
mechanism, the processing of unstructured information and
some perceptual information is realized. Compared with the
past, there has been a qualitative change, opening up a new
space for the application of neural networks in many fields.

The course practice of e-commerce video live broadcast,
in addition to the preparatory work and later maintenance,
is mainly the live broadcast business. To develop a profes-
sional live broadcast business, you need to prepare a lot of
professional props, such as sound cards, independent micro-
phones, multitasking and multithreaded computers, cam-
eras, background walls, arranged and designed scenes, etc.
Most of these props can be simplified by various methods,
such as computers and cameras can be directly replaced by
mobile phones, and the background wall can be a solid color
and simple wall. However, to achieve smooth live broadcast
practice, a fast network environment is inseparable, and this
is a hardware support that cannot be replaced by any
method. This has also become a major problem for many
teachers when implementing tasks in traditional classrooms.

To sum up, they incorporated the live video major into
their talent training programs, and have carried out various
forms of e-commerce live video education model innovation
to varying degrees. However, the innovative education
model of most colleges and universities e-commerce video
live broadcast is not perfect, which restricts the realization
of teaching objectives and the development of students’



comprehensive quality. Colleges and universities need such a
complete evaluation system to evaluate the professional edu-
cation mode of e-commerce video live broadcast to be per-
fected. Therefore, the analysis evaluates education innovation
mode of e-commerce video live broadcast to enhance the
innovation for video live broadcast education model in col-
leges and universities, cultivate more high-quality video
broadcast talents, and promote economic development.

3. Methodology

3.1. Application of the Improved K-Modes Algorithm in the
Evaluation of Teaching Conditions of College Teachers. As a
regular part of higher education, the evaluation of teachers’
teaching quality plays a guiding role in promoting the
reform of higher education mode and realizing the high-
quality development of education. At present, there are some
problems in the evaluation of teaching quality of college
teachers, such as the separation of evaluation from reality,
excessive procedural justice, and so on. It does not reflect
the humanistic concept and growth value of teachers’ teach-
ing quality evaluation, which leads to problems such as low
effectiveness of evaluation results and low validity of evalua-
tion indicators. The current classroom teaching quality eval-
uation system in colleges and universities in China mainly
evaluates students’ learning effect and teachers’ teaching
effect. Based on qualitative analysis and k means clustering
analysis, this paper evaluates students’ learning effects from a
quantitative perspective. And according to the different types
of students and the characteristics of the curriculum, improve
teaching strategies, select scientific teaching methods, enhance
the teaching effect of teachers, and improve the teaching qual-
ity of teachers, the classic one of the partition method. Its algo-
rithm implementation is basically the same. From the
introduction above, it can be seen that it is a simple and prac-
tical clustering method, but it cannot handle data sets contain-
ing categorical variables. Therefore, Huang et al. improved the
one which can solve the problem of categorical data. The algo-
rithm uses the common SMD (Simple Matching Distance)
method to process categorical variables. The mode replaces
the mean, the Hamming between the sample data points,
and their corresponding cluster centers.

Through the analysis, processing and mining of teaching
evaluation data, exploring a scientific, reasonable and effec-
tive evaluation strategy has far-reaching significance for the
improvement of teachers’ teaching ability, the improvement
of student training quality, the improvement of teaching
management, and the sustainable and healthy development
of schools.

The multidimensional classification problem, due to the
difference between categorical and numerical data, the
degree of difference between the data is difficult to measure
by grading. At the same time, for the convenience of expres-
sion, without changing its interpretation, this paper makes
corresponding transformations for each evaluation value of
students’ evaluation of teaching, namely, assign each distinct
type of data.

f(x) is the transformation function of the evaluation
value;
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x is the original evaluation value of PJ; x € (excellent,
good, moderate, failed), and i=1,2, 3, 4.

5, x = excellent,
4, x = good,
f(x) =< 3,x=medium, (1)
2, x = pass,
1, x = failed.

Some abnormal data will inevitably exist. It will remove
them from the sample set, which singular data to ensure
the validity and authenticity for such evaluation.

To make an objective and fair evaluation when evaluat-
ing a course taught by a teacher, but made an evaluation
with a strong personal color, which caused their evaluation
to be different from other students. There is a large deviation
in the evaluation of the students. Therefore, these abnormal
data need to be removed from the evaluation data.

The improvement of the calculation formula of cosine
distance similarity, directly using the cosine distance method
to remove abnormal data for each classification file obtained
above will cause the problem that the elimination result does
not match the actual situation. Example 1: if there are two
sample data x and y, their evaluation values are (1, 1, 1,
and 1) and (5, 5, 5, and 5), respectively, and the cosine dis-
tance similarity is calculated as follows:

IX5+1Xx5+1%x5+1x%x5
cos (x,y) = =1
VI2+12+12+12x V52 + 52 + 52 + 52
(2)

From the calculation results of the above formula, it can
be seen that x and y are very similar, which is obviously con-
trary to the actual situation. There is a big problem in
directly adopting this method. Therefore, this method needs
to be improved. The improvement strategy specifically
includes the following three aspects (still take Example 1 as
an example):

The improved dissimilarity calculation formula is shown
in Formula (3).

Sim(X,Y)=cos (X,Y)
St (G -p) x (n-p)))

VELG-p xSt (n-p) P

. X-Y
X< J Y1l

Recalculate the cosine distance similarity of the two sam-
ple data with the postreplacement evaluation value. The
example is shown as follows:
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(=1x2)+ (=1x2)+ (=1 x2)+ (-1x2)

SO Ty P VET R R

cos (x,y) =

(4)

It can be seen that after the improvement, the cosine dis-
tance similarity model has a good consistency with the real
situation.

The improved dissimilarity calculation formula is shown
in Formula (5).

i <(xi —Py) % ()’i _Py))

Sim(X,Y)=cos (X,Y) =
2
V0.0001% x /Y7, (yl. —py)

X-Y
X< Y[

()

Solve the problem of who to compare the similarity with.
The cosine distance similarity comparison is for the compar-
ison of two multidimensional sample data, so it is necessary
to construct a target sample for comparison (hereinafter
referred to as the target sample). For the partial center dis-
tance, the study takes such sample one corresponding to
the average data as the target sample, denoted as T, namely,

1 1§ LS
T= (N;xl‘l _pl’N;xiZ_pZ"”’N;xim_pm>' (6)

M will be dimensions, xij is the evaluation value of the
jth column of the ith sample data, and pj is the average value
of the value range of the jth dimension of the sample data.

Abnormal student evaluation results and analysis.
Applying the above method, 237,924 student evaluation
records in R College’s 1,326 classified sample data files were
eliminated:

The data is scaled and uniformly mapped to the [0, 1]
interval, so that all evaluation data on the same attribute col-
umn are standardized to the same equivalent, so that the
evaluations are comparable. Its mapping method is as fol-
lows:

X:: — minx;;

T igjsm Y )
7" maxx;; — minx;;
i<jgm Y igjsm Y

The standardized flow chart is obtained according to
Formula (7), as shown in Figure 1.

After eliminating it, based on the teaching evaluation sit-
uation for teachers in a certain term of R College, through
the discussion on the K-modes algorithm in Chapter 2, it
can be seen that each attribute value will be the one, wide
range of applications. But the algorithm also has three seri-
ous deficiencies when it solves them. The first or the second
is the determination of the initial K cluster centers; the third
is the measurement and the following is the evaluation of
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FiGurE 1: Standardization flow chart of teaching evaluation data
files.

teachers’ teaching ability by improving one in these three
aspects.

It is based on the known clustering number K in
advance. In many practical applications, K is not known.
Even if K is known, the effect of clustering according to K
may be very poor. No valuable information can be mined,
and the effect of clustering cannot be achieved. Therefore,
there are many software packages currently used to deter-
mine K, such as the Mclust package; the user can input the
upper limit of the desired clustering family; the system per-
forms a large number of calculations by distance, density,
and other methods, and finally determines an optimal clus-
tering. The number of classes, but for some problems cannot
be calculated, and the efficiency is very low. Another



example is the Nbclust package. Its idea is similar to the
Mclust package. By defining multiple evaluation indicators,
various traversals are performed, and finally the cluster with
the largest number of indicators supported is selected. Defi-
nition of error sum of squares is shown as follow:

SSE = i " Dist(x, Z))*. (8)

i=1 xel;

The form is as follows:

Cpxi5=5,
Cz,xl-j =4,
f(x)=q Cox;=3, )
C4,xl-]- =2,
Csxj5=1.

The frequency calculation formula for calculating the
similarity of sample data based on frequency (AVF) is as fol-
lows:

m

AVF(x,) = %Zf(xij). (10)

j=1

Calculate the value of SSE when each sample data point
is the cluster center, and select the one when [=1; in each
sample except the data point that has been used as the
assumed +1st initial cluster center, the SSE with 1+ 1 cluster
centers is shown as follows:

Z={Z)|Z,eX,and Z;and Z}, Z,, ---, Z,_, different, | <k},
Z= me}(xDX]SSE(x),
X€

-1

DXJSSE(x) = ( D
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The calculation formula of the improved K-modes will
in line with definition of the distance metric between two
different values of the two sample data under a certain attri-
bute and another attribute given above. The definition of the
distance metric between the two sample data is as follows:

d(x,y):i Z dij(Xai> Y ai)- (12)

i=1 j=1,---m,j#i

3.2. Application Research of Neural Network Model in College
Students’ Learning Prediction. This paper combs, cleans,
transforms, analyzes, and mines the data of students’ teach-
ing evaluation in a university. The improved K-Modes clus-
tering algorithm is used to model and analyze the operation
of teaching. The evaluation model of teachers’ teaching sta-
tus is established. On the basis of improving the similarity

n
. 2 . . )
Dist (x, x;)" + min ;Dtst(x, x;) ) .
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calculation model in three aspects, the improved model is
applied to deal with the abnormal teaching evaluation data.
The results were normalized by normalization method. As
the main channel of personnel training, the positive and
negative excitation of neurons > 5859. We take the Kth neu-
ron as an example to design, as shown in Figure 2.

We discussed a general artificial neural network struc-
ture, at the same time, we can also construct a neural net-
work with another structure (the structure here refers to
the connection of two neurons), that is, a neural network
with multiple hidden layers. For example, there is a neural
network with nl layers; then, the first layer is the input layer;
the nth layer is the output layer, and each layer | in the mid-
dle is closely connected with the H + 1 layer. In this configu-
ration, it is easy to calculate the output value of the neural
network, we can follow the formula derived earlier, step by
step forward propagation, calculate each activation value of
the L2 layer cell by cell, and so on, then is the activation
value of the L3th layer until the last Lnth layer. This connec-
tion graph has no loops or closed loops, so this kind of neu-
ral network is called a feed forward network.

The mathematical expression of Figure 2 is as follows:

n
uk = Zl wijij,
i=
(13)

Vk=Mk+bk,

Vi =P(vi)-

The input item xij in Formula (13) is the jth feature of
the ith training sample. In this problem, i=1,2,3,---,n,
where n=150, j=1,2,3,..,d, and d =6; wkj is the weight
of the kth neuron on the jth feature of the sample; uk is
the linear combination of each input item and the corre-
sponding weight; bk is the kth neuron. The threshold (vk)
of the unit is the excitation function of the kth neuron; yk
is the output item of the kth neuron. The topology diagram
of the neural network for this problem is shown in Figure 3.

For the feedforward neural network, there are only two
types of neurons, one is the output unit, and the other is
the computing unit. For the computing unit, it can accept
multiple different inputs, but since there is no feedback
information, there can only be one output. But this only
one output can be coupled to any other unit as input, so
the input of other layers except the input house is only
related to the previous layer; the input layer and the output
layer are connected to the peripheral, and the other layers
in the middle both are hidden layers.

4. Result Analysis and Discussio.

4.1. Result Analysis of Improved K-Modes Algorithm. In the
collected e-commerce live video course data, there will be
outliers in the students’ teaching evaluation data. The k-
modes algorithm can automatically correct the outliers, esti-
mate the fitting value according to the similar distance, and
automatically store the samples into the abnormal value. In
the sample data file library, after correction, the abnormal
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FIGURrE 3: Topological structure diagram of m-layer of neural network.

sample is deleted from the classification file. As shown in
Figure 4.

In the cluster analysis, the most important thing will be
the one with K-Modes, and obtain the wrong ones in
Figure 5. Diagram of the relationship of K.

However, it should be noted that the ones are carried out
by the same method as above. The preclustering result found
that it was increased when it is doubled; the preclustering
results find that the inflection point of the image appears.

After removing outliers and determining the optimal
clustering K value, the best fitting evaluation value is
obtained, which can be used for comprehensive evaluation
of the course teaching in the innovative education model
of e-commerce video live broadcast. The effect of the modes
algorithm on the clustering of a certain semester of Y school
is shown in Figure 6.

It will be in poor clustering effect. Cooccurrence is used
as a distance measure to improve the traditional ways.
According to the clustering results, ones in the whole school
and the teaching situation are analyzed by semester. In this
way, it provides a scientific basis for correct decision-
making and targeted policy implementation; on the other
hand, it enables teachers to understand their own and other

teachers’ teaching conditions in a timely manner, and take
targeted measures to enhance the internal driving force for
continuous improvement of teaching.

How the teaching situation can better academic year
semester as the time period, the teaching situation of the
school has been clustered in three houses, including the
teachers of the whole school in the past five years. The anal-
ysis is as follows, although it is slightly different in each one,
the evaluation results are relatively stable. Figure 7 shows the
statistical results of student teaching evaluation in a semester
of school Y.

Figure 8 shows the change chart of the cluster center, the
distribution of various types of people, the proportion of
various types, and the proportion of teachers in the three
categories.

The proportion is basically within the range of (43% and
45%); The second category (basically, 2-3 of the 4 indicators
are rated as “good”, and at least one of them is rated as
“moderate”), and the proportion is basically the category
(the evaluation of the four indicators is below “moderate”),
and the proportion is basically as a whole.

About 55% are rated as “excellent” and “good”, and
about 45% are rated as “moderate” and below. Although
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Comparison of the number of records with abnormal data and the
number of files

u The proportion of total documents

200

400 600 800 1000 1200 1400 1600

Number of files m Records

m % of total records

FIGURE 4: Comparison of the number of records containing abnormal data, the number of files, and the number of records.
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FIGURE 5: Minimum squared error, the relationship between the sum and the number of clusters K.
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F1GURE 6: Clustering results of teachers’ teaching status after removing outliers in a semester in Y school.

semester to semester, which indicates that the overall

there have been slight fluctuations in each semester in the
past five years, the first category and the second category
show a downward trend from semester to semester, while
the third category shows an obvious upward trend from

teaching situation of the whole school presents a clear
downward trend, and the teaching management depart-
ment should do it.
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FIGURE 7: Statistical table of students’ teaching evaluation in a certain semester of Y school.
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In the evaluation of the “extracurricular link” evaluation
indicators, less than 0.7% were rated as “excellent”, less than
10% were rated as “good”, and less than 10% rated as “aver-
age” The ratio is about 64%; about 20% is rated as “pass”,
and about 5% is rated as “fail”. It can be seen that students’
evaluation of this indicator is the lowest. It also reflects that
students are very dissatisfied with this part. The problem
may be in two aspects, one is that students have higher
requirements for teachers to participate in extracurricular

guidance; the other is that there is a problem in the manage-
ment of this teaching link; therefore, the teaching manage-
ment department urgently needs to make great efforts in
this link.

With the increase of the number of users, the difference
between users is gradually expanding. In this paper, we select
the classical user behavior impact indicators, and then use k-
means analysis method to cluster the existing historical data.
Applying K-means clustering analysis one by one, on the
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The distribution of the absolute error between the actual value and the predicted value
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Ficure 9: Distribution of the absolute error between the actual value and the predicted value of the two groups of forecast data.
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Figure 10: Comparison of training results with the ground truth.

one hand, we can identify singular points in the data, but in
fact, we attach great importance to users. On the other hand,
it makes the degree of user classification controllable and the
level of user classification clear. The attributes and behaviors
of users of the same kind are relatively consistent. It is con-
venient for enterprises to reasonably classify users, so as to
provide accurate services for users, so as to achieve a win-
win situation for enterprises and users.

4.2. Application Research of Neural Network Model in College
Students’ Learning Prediction. Classroom teaching is the
main channel for talent training for the quality of talent
training. E-commerce live video courses are a new education
model. In this section, I will discuss the behaviors of donkey
students during online learning through this model. Data,
using neural network model to predict the learning effect,

so as to provide support for students to adjust their learning
behavior in a timely manner and teachers to provide tar-
geted teaching.

Based on the above neural network model, by training
150 training samples for 15,000 times, the output of the
training result is shown in Figure 9. The training output
value basically coincides with the real image, indicating that
the model is effective. Figure 10 shows the comparison
between the training results and the ground situation.

It can be seen that the average error is within 1.73; about
two-thirds of the output value is smaller than the actual
value and about one-third of the output value.

For the students’ course learning, this section analyzes
the model’s response to the training data “same class with
the same teacher” and “different class with different
teachers” in two groups of 50 students each. Based on the
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prediction of learning effect, the comparison of the predic-
tion data with the model established by traditional regres-
sion analysis further shows that the model is more
powerful in predicting the learning effect of students. Its his-
togram is shown in Figure 9.

5. Conclusion

This paper studies the evaluation method of e-commerce
video live innovation education mode and draws the follow-
ing conclusions: according to the k-mode clustering results,
for the whole school, the overall teaching situation of unit
teachers can provide policy implementation. Teachers can
timely learn about their own and other teachers’ teaching
conditions and classroom teaching for talent training. Based
on the behavior data generated for students, the neural net-
work model predicts the online learning effect of students,
and provides targeted basis for adjusting their learning
behavior and teachers. Today, with the rapid development
of online education, online learning is an indispensable part
of talent training in the new era, especially for the training of
various professionals in the new engineering field. Guide
teaching by improving the construction of the evaluation
system and formulate corresponding teaching strategies
according to the reality of each student. Truly create a diver-
sified, multilevel and multiangle teaching evaluation model
based on big data. Truly let the teaching evaluation objec-
tively show the actual situation of students, and really let
the teaching evaluation promotes the all-round development
of students.
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Art design major is a relatively important course in college teaching. It involves a wide range of directions. Advertising art,
landscape art, interior design, etc. are closely related to people’s lives. Art design has appeared in all aspects of people’s lives.
However, a new art design program is time-consuming and human resources for art design. Different art designs will contain
relatively similar characteristics, which can alleviate many difficulties for art designers. However, it is also a relatively difficult
task to discover the relationship between the characteristics of the art and design only by artificial means. Image recognition
technology can assist designers to discover and find the relationship between artworks, and these related features can assist
designers to design. In this study, an intelligent image recognition method for intelligent art design is designed using the VB-
CNN-GRU method. It can identify patterns, shapes, color matching, and text features of artistic design products. The research
results show that the VB-CNN-GRU method can accurately complete the intelligent image recognition task of art design
major. The VB-CNN-GRU method has specifically higher accuracy in art design image recognition than the single VB-CNN
method. The maximum prediction error of VB-CNN-GRU in art design image recognition is only 2.37%. For the four

characteristics of art design, it can better assist designers to complete related designs.

1. Introduction

Art design is a relatively broad profession, and its scope is
also relatively wide. It mainly includes advertising design,
interior design, clothing design, and product modeling
design. With the improvement of people’s living standards
and the improvement of people’s aesthetic ability, people’s
pursuit of products does not only focus on the quality of
the products themselves [1, 2]. An excellent advertising
design or product design is often an important factor for
people to choose products. In today’s society, it can be found
that art- and design-related products have spread all aspects
of life. For advertising design, designers often need to use the
patterns, colors, and words contained in advertising prod-
ucts to attract consumers’ attention. In this materially abun-
dant society, people have a lot of choices for the necessities
of life. People are often attracted to advertising art design,
which reflects the importance of advertising art design. The
success of advertising art is that it can immediately attract
people’s attention, which puts forward more requirements

for advertising designers. Advertising design needs to meet
the preferences of most people for aesthetic ability [3, 4].
For the art of landscape gardens, more and more local gov-
ernments and developers focus on the artistic design of land-
scape gardens. The layout, shape, and color matching of
landscape gardens are important factors that affect people’s
pursuit and preferences. Interior design is also the research
object that art design majors have more contact with, and
interior design is also an art design that people need to con-
tact every moment. The interior is not only a place for peo-
ple to rest and live but also a place to reflect aesthetics.
Effective interior design can keep people happy, which can
make people more actively pursue the beauty of life and
the feeling brought by art design. From the above analysis,
it can be seen that the scope of art design is relatively wide,
and it also involves people’s daily life. This further illustrates
the importance of art and design majors for social develop-
ment. The factors of artistic design are mainly reflected in
the pattern, shape, color, and character characteristics of
the artwork. However, the process of artistic design is
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relatively long and complicated, which brings a great chal-
lenge to the designer. Similarly, there are many common fea-
tures between art and design. If designers can find
commonalities between art and design, they can then be
improved and enhanced by using relevant art design tem-
plates [5, 6]. This art design method will not only improve
the efficiency of design but also be more targeted for art
design products [7, 8].

Since there are many commonalities in the artistic design
of different objects, it is necessary to find many commonal-
ities in the artistic design. The traditional way of artificial
appreciation is that it is difficult to find the common rela-
tionship between artistic design and products. This is the
factor art appreciation is a perceptual thing, and different
people have different appreciation abilities. However, if the
relationship between artistic design elements and products
is processed into data, it is possible to quantitatively analyze
the correlation between artistic design features and products
from a data perspective [9, 10]. Image recognition is an
important method to identify products. Image recognition
technology has also been demonstrated in many areas of life,
such as transportation, education, and medical care. The
principle of the image recognition method is to process the
color and pattern of the research object into data, which
can use the intelligent algorithm to find the relationship
between the relevant features of the image [11, 12]. For art
design majors, it can also use image recognition technology
to identify patterns, colors, and other characteristics of art-
works. After the relevant features of these artworks are con-
verted into data, intelligent image recognition methods can
find the relationship between the artistic design elements
and the product. This also provides more reference for the
designer’s artistic design. At the same time, the image recog-
nition technology of art design needs to use big data technol-
ogy to identify and predict the characteristics of artworks.

At the current stage, intelligent image recognition
methods are relatively mature. For different research objects,
it needs to be continuously adjusted according to the data
characteristics and data forms of the research objects, which
is a convenient way [13, 14]. The most common applications
of intelligent image recognition algorithms are convolutional
neural networks (CNN) and variants of CNN. With the
advancement of computer performance and the needs of
researchers for algorithms, the speed of CNN variants
update is relatively fast, which provides more convenience
for the application of different research objects [15, 16].
CNN is also a kind of big data technology, and its common-
ality with big data technology is to deal with cumbersome
data and complex relationships between data. The speed
and ability of humans to process data is often limited. The
emergence of big data has changed people’s life and produc-
tion activities. In actual work and life, the data characteris-
tics of most research objects often contain temporal
characteristics at the same time, and big data methods also
contain methods for dealing with temporal characteristics.
Most researchers will use the long short-term memory
(LSTM) algorithm to process the temporal characteristics
of the data, which has the ability to memorize the data. It
can also fuse data at different times according to the contri-
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bution of the data to the feature. There are also many vari-
ants of the LSTM method, which are also based on the
needs of researchers for feature extraction capabilities or
computing time. In a word, the emergence of big data tech-
nology has provided more convenience for the research of
art design [17, 18]. Researchers only need to adjust the rele-
vant layers and related structures of big data algorithms, and
it no longer needs to deal with complex underlying codes.
Continuing advances in computer performance have also
dispelled researchers’ concerns about the amount of data.

This research discusses and designs an image intelligence
recognition and analysis method related to art and design,
which mainly applies variational Bayesian convolutional
neural network and GRU method. At the same time, it ana-
lyzes the four characteristics of pattern, color, shape, and
text of art design related majors. This study will introduce
image recognition methods for art and design professionals
from 5 different chapters. Section 1 mainly studies the
importance of the art and design profession and the back-
ground of intelligent algorithms for image recognition. Sec-
tion 2 describes the current research status of art design
related elements and research objects. Section 3 studies the
process and working principle of the intelligent image recog-
nition method applied in the art and design profession. Sec-
tion 4, as the focus of this study, analyzes the accuracy of the
VB-CNN as well as the VB-CNN-GRU method in predict-
ing four characteristics of artistic design. Section 5 illustrates
the practical application value of image intelligence algo-
rithms for art and design professionals.

2. Related Work

Art design will involve advertising design, product design,
and landscape garden design and other fields, and it has
been involved in many aspects of people’s daily life and pro-
duction activities. Art design will have a certain impact on
people’s appreciation level and purchasing ability. The char-
acteristic elements involved in artistic design are also more
complex. Many researchers have presented research and dis-
cussion on the related theory of art and design and the appli-
cation of art and design. Wang and Zhu [19] mainly studies
the relationship between art design management and enter-
prise management. The scope of art design is relatively
broad. It applies wireless communication technology and
Internet technology to the research of enterprise manage-
ment and art design. This research aims to realize an intelli-
gent art design system using wireless communication
technology and internet method. The research results show
that the creative ability of art design based on this Internet
management model has been greatly improved. Compared
with the traditional management mode of art design, the
management ability has increased by 10.61%. This method
can better guide the artistic design of enterprise manage-
ment and the artistic design of products. Yang [20] analyzes
and studies the teaching system of art design, which is why
the traditional education system of art design has relatively
big defects, which is a method that lags behind high-tech
technology. It uses the method of 3D virtual simulation to
establish an online art teaching management system. At
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the same time, it uses support vector machine and simulated
annealing algorithm to design an efficient art design teach-
ing system. The research results show that this system has
relatively high accuracy and relatively low error. At the same
time, this intelligent art design system also has specific prac-
tical application value in engineering. For the actual online
teaching of art design, this intelligent system is also worth
promoting. Dong [21] already believes that the advancement
of high technology is conducive to improving the progress in
the field of art and design. It has also found that sensor sys-
tems can assist art designers in efficient art product design.
In this study, an art design system is designed, which can
integrate various sensor systems, signal acquisition and pro-
cessing systems, and extraction functions of art design fea-
tures. It verifies this art design method is based on artificial
intelligence method using the actual data value of parent-
child restaurant. The research results show that the multi-
sensor system can accurately and quickly acquire and pro-
cess the relevant features and patterns of artworks. This
intelligent art design system can improve the work efficiency
of designers, and it can also assist designers to design more
valuable artworks. Dong [21] realizes that virtual reality
technology has been widely used in many fields, and it has
also achieved great success in different research objects. It
considers the application of virtual reality technology in art
design and the teaching work of art design majors in colleges
and universities. It takes the bamboo forest as the research
object to carry out the simulation modeling of this charac-
teristic and realizes the virtual reality technology of the bam-
boo forest. In this system, lighting and scene rendering can
assist the artistic design of the bamboo forest. The research
results show that this kind of art design technology based
on virtual reality can not only improve the realism of art-
works but also play a great role in art teaching in colleges
and universities. Feng [22] mainly studies animation art in
the field of art design. It uses new technology and new media
technology to study the animation theory, dimension, and
cognitive experience of animation in the process of anima-
tion art. And it uses the edge computing method to study
the design theory and related properties of animation art.
This research method can improve the management and
sharing techniques of animation art design. This research
mainly uses the deep neural network method to extract four
characteristics such as patterns of art design majors. This is
an intelligent method, which can provide designers with a
relatively fast and accurate reference.

3. Image Recognition and Analysis Scheme and
Research Principles for Art Design Majors

3.1. The Importance of Big Data Technology for Image
Recognition in Art Design. The research goal of this research
is to realize the recognition and analysis of images related to
art design using intelligent algorithms. Art and design
majors occupy an important position in today’s life and pro-
duction. This study mainly analyzes the four characteristics
of pattern, color, shape, and text involved in the process of
artistic design. Patterns and colors are relatively intuitive
features. The four characteristics of pattern, color, text, and

model selected in this study are the four most important
characteristics in the art design profession; and they are
more important for the design of art design works. For artis-
tic design, text and modeling features can reflect the artistic
value and emotional information reflected by the artwork.
For works of art, it reflects more artistic value and people’s
appreciation for works of art. However, the patterns and
combinations of colors and shapes of artworks are ever-
changing, which leads to the specific and nonfixed char-
acteristics of artworks. This research will use the method
of image recognition to study and appreciate the four
characteristics of artworks. Image recognition is a kind
of intelligent engineering that is common in modern life.
It can use data to identify relevant features. Most image
recognition tasks rely on algorithms in the field of artifi-
cial intelligence. Big data technology can convert the
image of artwork into data form, and it can use the form
of distance and correlation to identify relevant artwork
features. It is difficult to discover the artistic value and
related characteristics of artwork images by relying solely
on artificial vision. Big data technology can find relevant
features very well. Therefore, big data technology is a cru-
cial algorithm for image recognition and analysis of art-
works, and it can also quantitatively analyze the image
features of artworks, which is a way that cannot be
achieved by manual means.

3.2. Application and Design of Big Data Technology in the
Field of Art Design Image Recognition. Through the above
analysis, this research needs to use big data technology to
realize the image feature recognition of artworks. This
research analyzes and recognizes four related characteristics
of pattern, shape, color, and text of artistic design. Since it is
difficult to collect artwork related images in real life, this
study chooses a variational Bayesian convolutional neural
network algorithm to identify these four characteristics of
art design. CNN is an algorithm widely used in the field of
image recognition, and the VB-CNN algorithm is mainly
used in the research object of small data sets. At the same
time, the text and modeling characteristics of artworks have
a great relationship with the changes of time. This is because
artworks also have an inevitable connection with the politi-
cal economy of the times, and they also have many temporal
characteristics. This study also considers art designing tem-
poral features for image recognition. Figure 1 analyzes and
illustrates the flow and scheme of the application of big data
theory in art design theory. The scope of artistic design is
relatively wide. This study selects the design of automobiles
and furniture as examples, which are two common works
of art in reality. In this intelligent recognition scheme, it
needs to collect four characteristics of artwork, pattern,
shape, text, and color as the basis of neural network algo-
rithm. The related data of these four features are processed
and input to the input layer of VB-CNN for convolution
operation. Then, when the data is feature extracted, it needs
to be input into the GRU neural network for temporal fea-
ture extraction. Finally, it will send the relevant results to
the art researcher in the form of a computer or mobile
phone APP.
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FIGURE 1: Design scheme of VB-CNN and GRU method in the field of artwork image recognition.

3.3. Principle and Introduction of VB-CNN Algorithm and
GRU Algorithm. The biggest difference between VB-CNN
and CNN methods is that the weights and biases of VB-
CNN are different. The VB-CNN method can fully consider
the influence of historical information of artwork features,
which is the so-called prior knowledge, which can improve
the prediction accuracy of the research object. Considering
the difficulty of collecting artwork image recognition data-
sets, this means that artwork image features will exist in
smaller datasets, and the VB-CNN method can exert its
own advantages in small datasets. Figure 2 shows the distri-
bution of weights and biases for the differences between VB-
CNN and CNN methods. The weights of the VB-CNN
method exist in the form of a probability distribution, which
will be processed using approximation and variational
methods. The VB-CNN method is more favorable for pro-
cessing small datasets compared to the CNN method.

Through the above research and analysis, it can be found
that the changes in the characters and patterns of artworks
are also closely related to the changes of the times, and the
patterns and styles of words are related to contemporary
economic and political factors. This shows that artwork
image recognition and analysis also take into account the
temporal characteristics of features. Both GRU and LSTM
methods are better algorithms for dealing with temporal fea-
tures. However, the GRU method has a relatively small
number of parameters when calculating the parameters.
The LSTM method is different from the CNN method.
There is no weight sharing mechanism in the LSTM algo-
rithm. Therefore, this study considers the application of
the GRU method. Figure 3 shows a schematic diagram of
the division of the four features of the artwork image, which
will be divided according to the distance relationship
between the data.

3.4. The Derivation Process of Variational Bayesian Method
and the Description of GRU. There is a big difference in prin-
ciple between the VB-CNN method and the CNN method.
There is also a gap between the VB-CNN and the CNN
method in the content of the convolution operation. The
derivation process of the VB-CNN method is described
below.

There is a differential pressure between convolution
operations and fully connected neural networks and LSTM

methods. The convolution operation will involve parame-
ters such as filters and sliding steps, and these parameters
will also satisfy certain mathematical relationships. Equa-
tion (1) shows the relation satisfied by the convolution
parameters.

w = wrp-k) (1)

Variational Bayesian convolutional neural networks
also involve more convolution operations. Equation (2)
shows the guidelines for the convolution operation. VB-
CNN also contains network layers such as convolutional
layers and pooling layers.

8" = conv2 (rotlSO(Wl>,8l, /full’)(p/ (VH). (2)

For the characteristics of pictures, Chinese characters,
and shapes in the recognition of artistic design patterns,
this research will convert them into the form of data.
Since VB-CNN requires input as well as label data, Equa-
tion (3) and (4) show the representations of relevant fea-
tures for artistic design image recognition.

x={Xp5 X, X35 00 o Xy} (3)

y={ypyp e e In} (4)

VB-CNN is a kind of convolutional neural network
that calculates after the basis of prior knowledge, and
Equation (5) shows the correlation between prior knowl-
edge and posterior knowledge of VB-CNN.

Py, X, Y) = jp(y* P x5 X, V)df . (5)

Since the integral operation of Equation (5) has certain
difficulties, it requires certain approximation and varia-
tional operations for the computational performance of
the computer. Equation (6) shows the procedure for
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FIGURE 4: Four feature prediction errors for art design image
recognition using a single VB-CNN approach.

approximate computation of variational Bayes.
Py |x", X, Y) = Jp(y* (| % @)p(w]X, Y)df de.
(6)

Equation (7) shows the calculation of the KL diver-
gence introduced by the variational Bayesian method,

which is also an approximate calculation criterion for a
posteriori knowledge.

& = ja(w)pmx, w) log p(¥|F)dFdw - KL(q(w)||p(w)-
7)

Equation (8) shows a variational and approximation
form of the VB-CNN method, which facilitates the calcu-
lation of the distribution and parameters of prior knowl-
edge and posterior knowledge.

1 o2 1 2 1 D 2
Lx ol =7 I+ 5 log o)+ 5 (palal + 1615)

7 (®)

GRU is a variant of LSTM method, which also mainly
consists of different gate structures. Equations (9) and (10)
show a calculation method of the GRU’s update gate,
which needs to update the historical state information
and the current state information.

9,= G(Wr[ht—l’ xt] + br)’ (9)

h, = tanh (W, [g,h,_,, x,] + by,)- (10)

Equations (11) and (12) illustrate the calculation cri-
teria for the reset gate of the GRU.

g,=0(W.[h_1,x,] +0b.), (11)

9 )1+ 9.h, (12)

4. Result Analysis and Discussion

h=(1-

Art design is closely related to people’s life and production.
People’s pursuit of products is also constantly pursuing
products with beautiful artistic design. The goal of this
research is to use big data technology to complete the task
of intelligent image recognition and analysis of features
related to art design. It mainly adopts the VB-CNN-GRU
method in big data technology according to the data charac-
teristics of artistic design. Combining the actual characteris-
tics of art design, this study selects four characteristics of art
design: pattern, color, shape, and text as the characteristic
objects of this study. The driving force of big data technol-
ogy learning is a huge amount of data. Only if enough data
is provided to big data theory, it can learn the correlation
between artistic features. The selection of the data set comes
from the data of multiple artistic features in Yiwu Mall, Zhe-
jiang Province. The selection of the dataset needs to include
as many artistic features as possible, so as to ensure that the
distribution of weights and biases conforms to the character-
istics of most artistic products. Therefore, it needs to fully
consider the source of the dataset. It performs preprocessing
and data cleaning process on the collected data sets of differ-
ent artworks, and these data will be further processed into
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FIGURE 6: Prediction error distribution of modeling features for art design image recognition.

data of the same distribution and the same interval, which is
beneficial to the training of the VB-CNN-GRU method.

In order to analyze the characteristics of products related
to art design, this study first uses a single VB-CNN method
to analyze the accuracy of the application of big data tech-
nology in the field of image recognition of art design prod-
ucts. This method of analysis is also to illustrate that the
four characteristics in art design are also closely related to
time. Figure 4 illustrates the prediction error distributions
for four features of artistic design images using a single
VB-CNN method. In general, most engineering studies con-
sider 5% as an acceptable margin of error. If the error
exceeds 5%, it means that the model cannot meet the
requirements of art and design majors. Although the VB-

CNN method has relatively high accuracy on small datasets,
it also cannot extract the temporal features of the research
objects. This also results in lower prediction errors if the
study subjects have high temporal correlations. It can be
seen from Figure 4 that the VB-CNN method has certain
feasibility in predicting the four image features of art design,
and it can meet the image recognition task in the field of art
design. However, it can also be seen from Figure 4 that the
values of the four features related to art design are also main-
tained at a relatively high level, which is unfavorable for the
recognition of actual art design images.

In order to further compare the accuracy of the VB-
CNN method and the VB-CNN-GRU method in the field
of art design image recognition, this study also analyzes the
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prediction errors of the GRU method in predicting four
characteristics of art design images. Figure 5 shows the pre-
diction error distributions for four features of artistic design
images using the VB-CNN-GRU method. From Figure 5, it
can be intuitively seen that the prediction errors of the four
features of art design image recognition have been signifi-
cantly reduced after using the GRU method. This can illus-
trate two points. There is a strong temporal correlation
between the words, patterns, and colors of artistic designs.
GRU method can improve the accuracy of art design image
recognition. For practical engineering applications, the VB-
CNN-GRU method is more conducive to completing the
image recognition task of art and design majors. The predic-
tion error of text features is reduced from 3.21% to 2.37%.
The prediction error of pattern features is also reduced from
2.91% to 2.21%. The prediction errors of the four kinds of
artistic design image recognition have been reduced to dif-
ferent degrees.

Through the above analysis, it can be found that VB-
CNN-GRU is more suitable for the prediction and extrac-
tion tasks of art design image recognition-related features.
In the following research and analysis, this study selected
the VB-CNN-GRU method to analyze the relative accuracy
and reliability. During the VB-CNN-GRU training process,
the four features of artistic design are trained and tested sep-
arately. In this study, 30 sets of different art design-related
data were selected to analyze the accuracy separately.
Figure 6 shows the prediction error of the VB-CNN-GRU
method in predicting the modeling features for artistic
design image recognition. There is a large fluctuation in
the error distribution of the model features, which indicates
that the 30 sets of test sets are widely sourced and contain
different types of artwork, which leads to relatively large
fluctuations for the model features. From Figure 6, it can
be seen that most of the prediction errors of modeling fea-
tures are distributed within 1.5%, which can fully illustrate
the reliability of the VB-CNN-GRU method in predicting
the modeling features of artistic design. For the actual art
design field, this margin of error is also acceptable. Only a
small part of the error will be between 1.5% and 2%. There
are also a small number of modeling features whose predic-
tion error is less than 1%. Overall, the modeling features of
artistic designs can be identified and analyzed by the intelli-
gent algorithms provided in this study.

For the four characteristics of artistic design, the pattern
characteristic is a relatively intuitive one. When people
choose art products, they pay more attention to the patterns
and color matching of artworks. Therefore, the prediction
and recognition of the pattern features of artistic design is
a more important task for the image recognition task of
artistic design. Figure 7 illustrates the linear correlation coef-
ficients of the predicted values of the pattern features of the
artistic design. To more accurately illustrate the performance
of the method proposed in this study, it uses the blue curve
to illustrate the distribution of data points. The blue line rep-
resents the distribution of 95% confidence intervals for pat-
tern features. The pattern feature distribution of the art
design major is on both sides of the linear function, indicat-
ing that the predicted value of the pattern feature has a point
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FIGURE 7: Linear correlation coefficients of predicted values of
pattern features for artistic design image recognition.

larger than the actual value, and it also has a point smaller
than the actual value data. If the predicted value of the pat-
tern feature of the artistic design is in good agreement with
the actual value, the data points will be distributed on both
sides of the y —x linear function, and the closer the data
point is to the y — x function, it will indicate the pattern fea-
ture of the artistic feature. It is better captured by the VB-
CNN-GRU method. It can also be seen from Figure 7 that
the 30 data points of the pattern feature of artistic design
are well distributed on both sides of the y —x function,
which meets the requirements of the linear correlation
coefficient. The linear correlation coefficient of the pattern
features of artistic design even reached 0.98, which is
enough to illustrate the practicability of the VB-CNN-
GRU method in the recognition and analysis of pattern
features of artistic design.

Text features are an expression of recording artistic
design products. Art products of different periods will con-
tain different forms of written expressions. Text is also a rel-
atively easy-to-understand art compared to patterns, colors,
and shapes. However, the text features of artistic design will
contain relatively strong temporal correlation. Figure 8 is the
analysis and explanation of the distribution curves of the
predicted and actual values of the text features of artistic
design. In Figure 8, the area in the middle of the two curves
represents the prediction error of the text features of the art
design profession, which can reflect the effectiveness of the
VB-CNN-GRU method. If the area of this part is relatively
small, this means that the accuracy of this method is rela-
tively high. In general, the predicted value of the text features
of artistic design is in good agreement with the trend of the
actual value, although there are more peaks and valleys for
the text features of artistic design for 30 different sets of data.
The reason for the relatively large fluctuations in the text fea-
tures of art design majors may be that these text features are
derived from the feature data of different artworks, which is
to verify the generalization ability of the VB-CNN-GRU
method. The predicted value of the character feature of
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artistic design is also in good agreement with the actual
value. This shows that the VB-CNN-GRU method predicts
and recognizes the temporal correlation and nonlinear rela-
tionship of text features very well. For the recognition and
analysis of the actual art design text features, the VB-
CNN-GRU method also has enough information to com-
plete the image recognition task of art design.

5. Conclusions

The field of art design is relatively wide, which probably
includes many life-related fields such as advertising design,
landscape garden design, and interior design. With the
improvement of people’s living standards and the improve-
ment of aesthetic ability, when people buy products, they
often take the product’s artistic design characteristics as an
important criterion. It can be seen that art design has pene-
trated deep into people’s lives, which further illustrates the
importance of art design. Art design involves features such
as pattern, color, text, and shape. The relationship between
these features is relatively complex, and it is difficult to dis-
cover the relationship between the features of art and design
in the way of human experience. This brings a certain degree
of difficulty to the design ideas of art designers. The
design between different art designs also has a certain ref-
erence, which requires finding an efficient art design min-
ing method. The VB-CNN-GRU method can extract
image-related spatial and temporal features of art and
design professionals, which can assist designers to find
art and design-related features that cannot be extracted
by artificial methods.

This research fully studies the application of image rec-
ognition technology in the art and design profession. At
the same time, considering the advantages of VB-CNN and

GRU methods in extracting image features, this study also
designs a variational Bayesian convolutional neural network
method to study the image recognition method of artistic
design. It mainly analyzes the four characteristics of pattern,
text, shape, and color in the field of art design. First, it uses a
single VB-CNN method to analyze the prediction errors of
four features in the field of art and design. Although the pre-
diction errors of the four characteristics related to art and
design are within the acceptable range in the art and design
field, the four largest values still reach 3.21%. Then, this
study analyzes the VB-CNN-GRU method in predicting
the art and design The reliability of four features such as pat-
tern and shape, the prediction errors of these four features
have been significantly reduced, and the largest error is only
2.37%. This can illustrate the specific reliability of the VB-
CNN-GRU method in the image recognition of artistic
design. In the actual art design task, it only requires the
designer to provide the artwork to the dog official, and it
can predict the relevant features according to the intelligent
art image recognition method designed in this study, which
is an efficient and accurate method.
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With the progress of society and the rapid development of science and technology, daily data volume also shows an exponential
upward trend. From the research report of the Internet data center, we can see that the growth rate of data will change from the
original slow growth to a sharp rise within 10 years. This shows that the era of big data has arrived, and video data plays an
important role in it. Video comes from all aspects of life. As a typical unstructured data, video has the characteristics of large
memory, and with the leap of society, this characteristic is becoming increasingly obvious. Taking video data analysis as the
starting point, this paper proposes a long-term and short-term memory neural network integrating attention mechanism and
verifies it in the experimental data set. The experiment shows that this method has superior performance in model accuracy
and work efficiency. Therefore, the application of this method to the construction and application of video big data analysis

platform is an important step to promote the development of smart cities.

1. Introduction

In the field of urban public security, the development of cit-
ies is progressing day by day, and a large number of popula-
tion collectives appear, which puts forward higher
requirements for public security management level and
urban governance ability. However, in the traditional man-
agement system, although a large number of cameras and
other infrastructure are arranged in the urban area, due to
the limitation of technical level, the method of manual
real-time observation, playback, and viewing of video data
is generally adopted, which only effectively controls the
onsite situation in some key areas such as densely populated
areas, checkpoints, and urban trunk roads, and it is difficult
to find all public safety problems and emergencies at the first
time [1]. At the same time, in the video monitoring system,
the application of big data technology will replace manual
processing of huge data streams, screen out useless data,
extract high-value data for visual presentation, help man-
agers quickly find emergencies and security incidents, and
reserve sufficient time for subsequent work. During the

operation of video monitoring big data system, currently,
we are mainly faced with the problems of independent oper-
ation of monitoring systems at all levels, which form an
information island. A single video monitoring system is dif-
ficult to extract enough high-value information from limited
video data, and the powerful data processing and logical
computing capabilities of big data system have not been
brought into full play, resulting in performance redundancy
[2]. In view of this, video surveillance systems at all levels
and supporting databases need to be integrated. On the
one hand, a unified data processing platform is established.
Video monitoring systems at all levels submit tasks such as
data processing and operation analysis to the data process-
ing platform, as well as upload the captured image data to
the data platform. Personnel of all departments directly
access the data processing platform to view multidimen-
sional information such as people, places, and objects within
the scope of authority, so as to effectively meet the applica-
tion needs of video monitoring big data. For example, the
public security department inquires the image and video of
a specific time period in the data processing platform to find
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the details of the suspect’s facial feature information and
wearing feature information. The rail transit operation
department grasps the real-time road conditions by consult-
ing the image and video and data reports and checks
whether there are problems such as line congestion [3]. On
the other hand, considering that the data collected by the
video monitoring system is composed of multisource hetero-
geneous data, taking intelligent transportation and intelli-
gent behavior as examples, and collecting relational data
such as the number of violations and individual driving
age, as well as time series data such as individual geograph-
ical location; there are obvious differences in the characteris-
tics, distribution, and production of different types of data. If
a unified processing method is adopted, the processing
capacity of the video monitoring big data system will be
weakened and reduced the actual utilization of data [4].
Based on this kind of problem, it is necessary to classify
videos, which can be classified through AI+ video monitor-
ing technology.

Video analysis technology based on artificial intelligence
has been deeply integrated into various industry fields.
Video objects include people, vehicles, environment, and
objects; relevant management departments need to make
corresponding technology choices in combination with
industry characteristics and video characteristics, so as to
achieve efficient analysis and utilization of video. This
behavior plays an important role in urban public safety, net-
work security, emergency disposal, and other fields [5]. The
smart city analysis platform needs to include the storage,
analysis, classification, sharing, data mining, data early
warning, and other functions of video data. The system plat-
form needs to show the panorama of the city, reflect the key
characteristics of the city, and have the functions of emer-
gency early warning and intelligent scheduling [6]. On this
basis, this paper studies the LSTM video analysis model
based on the integrated attention mechanism, aiming to cre-
ate a video big data analysis platform for smart cities and
promote the construction of smart cities.

The innovation contribution of this research is to pro-
pose an LSTM neural network model combining attention
mechanism. This model inherits the advantages of recurrent
neural network and has good advantages in sequence task
processing. The LSTM model based on the fusion attention
mechanism is tested on the data set. The results show that
this method has obvious advantages in model accuracy and
work efficiency and has strong advantages in video feature
extraction and video classification. Therefore, applying this
method to intelligent city construction will greatly promote
the development of cities. Video big data technology focuses
on helping all kinds of customers to quickly find high-value
information from the increasingly massive unstructured
video data. Assist customers to improve the efficiency and
accuracy of their decisions.

2. The Related Works

The video monitoring equipment that can be seen every-
where in China is the basic hardware equipment of the video
big data analysis platform, but the monitoring equipment in
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most parts of China has the functions of video acquisition,
storage and output, and cannot realize intelligent video anal-
ysis. At present, the function of monitoring system is too
single, and it can only support viewing, which requires man-
ual video classification, feature retrieval, and other tasks.
Video monitoring equipment and stored management
equipment lack intelligent video analysis function, or the
function is very single, and only supports event classification
and location classification; complex tasks such as finding
and searching video features need to be carried out manu-
ally, which not only consumes a lot of human and material
resources, but also easily leads to feature leakage; task com-
pletion is not up to standard. Therefore, there are great loop-
holes in video data mining. It is easy to waste data resources
[7]. The use of video resources in various places only stays
on tasks such as data collection, vehicle search, and person
tracking, which are mainly used in public security manage-
ment and personal security. At present, video analysis is still
in the stage of low technology analysis. Only simple intelli-
gent technology or no intelligent method is used for video
analysis and classification. Therefore, it is easy to find videos
that cannot be found or are too slow to find. It is also easy to
find videos with low reliability and too much workload in
the search process. More importantly, it is easy to ignore
the features we need to find in videos in this work. These
problems all point to the low-end of video analysis means
and low intelligence [8].

At this stage, in the smart city, the application of video
surveillance big data technology effectively solves the prob-
lem of low efficiency of data processing and can complete
the analysis and processing of huge data streams in a short
time. However, due to the complex environment, camera
resolution and other factors, some video images taken are
ambiguous, and it is difficult for the big data platform to
extract sufficient and real data information. As a result, data
processing results and decision-making suggestions to users
lack practical reference value. For example, in simple and
pure scenes, the big data platform can extract real feature
information and obtain accurate detection results. In scenes
with large traffic and a large number of facilities and obsta-
cles, the detection accuracy of the algorithm will be affected
by factors such as light and color, so it is difficult to obtain
accurate detection results, and it is impossible to correctly
distinguish the behavior of all people and effectively predict
potential problems [9]. To solve these problems, we should
start from the technical level and take three measures: image
enhancement, image restoration, and image super-
resolution reconstruction to provide high-quality, high-reso-
lution, and complete detailed video image data for the big
data platform. First of all, image enhancement is to use
new algorithms such as image defogging, image denoising,
and image dark detail enhancement to replace the original
image filtering algorithms, so as to improve the image qual-
ity and clarity. Secondly, image restoration relies on image
degradation knowledge to build a degradation model, and
uses Wiener filtering algorithm, wavelet algorithm, and
other methods to carry out inverse process processing in
the model, gradually restore the image, eliminate the image
blur caused by motion and other factors, and obtain a clear
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image. Finally, the technical principle of image super-
resolution reconstruction technology comes from the signal
processing method, using high-frequency components to
improve the resolution, and generating a large number of
restored images on the basis of low-resolution images, and
then screening [10].

There are extensive achievements in the analysis and
research of video big data. Mohammadi et al. proposed an
image analysis method based on Hadop method. In this
method, there is an HDFS module, which can ensure the
storage of images. In addition, he also used a distributed
framework for image analysis. This method has the advan-
tages of good analysis effect and fast speed, but it is not suit-
able for dynamic image data processing [11]. Some scholars
also studied the storage and search of massive data. Nelson
et al. developed a massive image retrieval system based on
Hadop technology. He also applied HDFS module for stor-
age, but he added Lucene module to the former to provide
retrieval [12]. At present, the mainstream technology of
video storage is to compress video frames and pictures,
and this technology is also relatively mature. Therefore,
the research focus of the above scholars is not on how
to compress video, but on how to quickly store and
retrieve video images. One solution is to clip the video
and store it in the HDFS module in a complete and
appropriate size. When video is needed, download it, and
use third-party technology for processing [13]. Another
method uses the segmentation attribute of HDES to store
the video distributed, and then uses the decoding technol-
ogy of the module to decode the video, but the subsequent
operations need to be considered to splice the cut video
[14]. Hadop technology also has strong applications in
other video processing and analysis fields. There is still
no good way to solve the problem of obtaining the main
information of video, but this application is the most
needed function in the era of big data. Analyzing video
according to video content is an important progress in
the field of video analysis. This method can enable people
to quickly read a large amount of video data and obtain
useful information from it, but it still has the disadvan-
tages of insufficient applicability and low efficiency. On
the basis of previous studies, this paper proposes an LSTM
video big data analysis method based on attention fusion
mechanism. Experiments show that this method has good
adaptability in video feature extraction and video classifi-
cation tasks.

3. Video Big Data Processing Method Based on
the Fusion of LSTM and
Attention Mechanism

This paper investigates the recognition of video big data
analysis platform in promoting the construction of smart
city. The subjects of the survey are relevant participants in
the construction of smart city, relevant government depart-
ments of smart city, citizens, and university research institu-
tions. The questionnaire was distributed online, and the
results showed that only 2% of the people said they did not

agree. Most people believe that the construction of video
big data analysis platform can promote the construction of
smart cities. The results are shown in Figure 1.

Figure 2 shows the video big data analysis platform for
smart city development. This paper mainly studies how to
carry out tasks such as feature extraction and video classifi-
cation for video big data, and carry out preoperations such
as video information acquisition, storage, download, and
acquisition based on this goal Figure 2. At the same time,
it also solves the difficulties of improving video processing
efficiency and storage efficiency. In distributed storage tech-
nology, the most important algorithm is load balancing algo-
rithm. The principle of this method is actually a reasonable
allocation algorithm of computer resources. Its work is to
allocate resources between computer groups and internal
hardware of computers and finally maximize the utilization
of resources. The algorithm can ensure the reasonable allo-
cation of tasks, improve work efficiency, and balance the
load of each hardware of the computer, so as to protect
equipment resources. In the task of video classification, the
traditional time series model has some shortcomings, such
as low efliciency and poor accuracy. Therefore, on the basis
of video storage, this paper studies the time series video pre-
diction task and video classification task based on long-term
and short-term memory neural network (LSTM) and adds
the attention mechanism as the core algorithm in the smart
city data analysis platform. After experimental verification,
the algorithm shows high correctness and wide applicability.
Each time step of the test data set will be executed one at a
time. A model will be used to predict the time step, and then,
the actual expected value of the next month will be obtained
from the test set and provided to the model for the predic-
tion of the next time step. This simulates a real scenario in
which new data can be obtained every month and used for
the next prediction. This will be simulated by testing the
structure of the data set. All predictions on the test data set
will be collected and error scores calculated to summarize
the model’s skills for each prediction time step. The root
mean square error (RMSE) is used to punish the larger error,
and the score obtained is the same as the unit of the predic-
tion data.

The earliest sequence task is to process text, and video is
composed of frames. Therefore, the study of text processing
methods has a great inspiration for video frame sequence
processing. Language is not only a means to distinguish
between others and animals, but also an important way to
distinguish different ethnic groups. The first object used in
text processing is Latin language, which has a high degree
of independence and is easier to be encoded in matrix form.
The encoded text can be processed simply by calculating the
distance between different units. The research in this field
has a long history. Compared with text processing, speech
processing is more complex. Speech information not only
contains the text information we need, but also contains a
lot of noise information we do not need. Therefore, when
processing voice text, we must first carry out noise reduction
to filter out the impurities in the voice signal and then com-
pare the voice data before and after processing to ensure the
integrity of information features. In addition, the most
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important link in the process of speech information process-
ing is to distinguish language types, which is a priori condi-
tion to ensure the smooth progress of the follow-up work.
The core idea of speech data processing lies in logical judg-
ment. The correct logical connection is the key to speech
analysis. The core of video data processing is also logical
judgment. This paper uses the LSTM network model inte-
grating attention mechanism to classify video events, so as
to solve the practical problems encountered during the con-
struction and management of smart cities and promote the
healthy development of smart cities.

3.1. Basis of Recurrent Neural Network. The basic idea of
recurrent neural network (RNN) is to process the data
with logical relationship. Its structure has high repeatabil-
ity. Its processing object is to analyze the logical relation-
ship between adjacent units in the data. The weight of
this model has the advantages of popularity and collinear-
ity. RNN will have a multilayer network structure in the
sequence tasks at multiple time points. The number of
sequences is consistent with the number of layers of the
network structure, with a high degree of correspondence.
Its structure is shown in Figure 3. In Figure 3, the struc-
ture correspondence and sequence characteristics in RNN
are introduced in detail. S represents the hidden layer,
which has the function of data storage and memory; U
represents the weight to be added during the transmission
of input data to the hidden layer; O is the output value
but not the final output; V is the weight matrix through
which the data is transmitted from the hidden layer to
the output layer; L is the loss function of the model; and
Y is the final result of the model output [15]. Figure 3
shows the structure of the recurrent neural network.

By analyzing the above figure, the input at time ¢ in the
expanded structure diagram can be expressed as x,, and
the hidden layer is s, at this time. It can be seen from the fig-
ure that the data of the hidden layer should not only be com-
bined with the input at this time, but also consider the value
of the hidden layer at the previous time. The above structure
diagram clearly shows the forward propagation theory of
RNN, according to which tasks such as prediction at a cer-
tain time can be carried out.
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?t :G(Ot)’ (1)
0,=9(V-s +0), (2)
s;=f(U-X,+W-s,_, +b), (3)

where o and f in the above formula are activation functions.
The two common activation functions are soft max activa-
tion function and tanh activation function, respectively. B
in the formula means the offset of the function, and y, rep-
resents the final output of the model, that is, the predicted
value. In addition, the RNN model parameters are mainly
determined by back propagation. The gradient descent
method is used to iterate the model, and finally, the param-
eters with the highest accuracy and the best model perfor-
mance are calculated. The direction of gradient descent is
controlled by the loss function, and its formula is as follows:

v
M~

L. (4)
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The determination of model performance is to deter-
mine the weight matrix of each stage in the model and other
parameters in the formula. The gradient calculation formula
is as follows:
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The determination of the above parameters basically
determines the network structure of RNN.

3.2. Basis of Long and Short-Term Memory. RNN network
model is mainly born to understand the task of time series
prediction, but this model has a well-known drawback.
When the network structure of the model gradually
increases, the gradient will disappear. The gradient vanish-
ing problem is mainly due to the high learning ability of
the hidden layer, which leads to excessive learning, resulting
in the smooth function curve, and finally leads to the failure
of the prediction and classification task. RNN model has
many variants. LSTM (long- and short-term memory) is
one of them. It can process the data of time series and effec-
tively avoid the problem of gradient disappearance. This
model mainly includes forgetting gate and input-output
gate. In RNN, the hidden layer is the main structure that
exists at any time. Its state depends on the input information
at that time and the hidden information at the previous time,
and the hidden information at this time affects the hidden
information at the next moment [16]. Compared with the
simple iterative problem of RNN, LSTM designs a more
complex structure called forgetting gate, so it can avoid the
gradient disappearance problem.

In Figure 4 above, the input at timet and the hidden
information at the previous time enter the activation
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function at the same time and then get the output for the
next step. This process is the work of the forgetting gate.
The meaning of the output value f, represents the probabil-
ity that the information at the previous time is deleted, and
its formula is as follows:

ft = O'(Wfst_l + fot + bf) . (7)
Input the T, time information, and the last time hidden

state information into the tanh activation function, and
then, multiply its output with the ¢, time information, and

the last time hidden state information to obtain this part of
the output at

a,=tanh (W,s,_, +Ux, +b,). (8)

Then, input the g, and computed CT into the tanh acti-
vation function, and multiply it by the output to obtain the
hidden information at that time:

o, =tanh (W,s,_; + Ux, +b,), )



h,=o0,®tanh c,. (10)

The forward calculation formula of LSTM model can be
obtained by accumulating the above formulas:

y,=0(Vh, +¢). (11)

Compared with RNN, LSTM has the characteristics of
complex structure, but the structure is clear and easy to
understand, has strong adaptability, and can also solve the
problem of RNN gradient disappearance. The load balan-
cing algorithm introduced earlier in this paper also uses this
model, which predicts the load of nodes, so as to make
dynamic adjustment, form a closed-loop control system to
automatically allocate tasks, and improve the efficiency and
stability of tasks [17].

3.3. Attention Mechanism. In the actual monitoring system,
there are generally 20 cameras working in a cluster. The
frame rate is calculated according to 25 seconds per second,
and the resolution is calculated according to a single 2 mil-
lion. Based on this data, the monitoring system needs to pro-
cess such huge data per second, which is obviously a task
that a single device cannot complete. Similarly, the amount
of video and picture data stored in a day is also massive,
which is also a great test for the storage and analysis system.
Therefore, a distributed system is needed for data storage
and analysis. Based on the above distributed data storage
design, the video classification steps can realize multidirec-
tional parallel operation. On this basis, in order to improve
the accuracy of video classification, this paper integrates
attention mechanism on the basis of LSTM to improve the
accuracy of video classification. The introduction of atten-
tion mechanism can reduce the computational burden of
processing multidimensional data input, select the data with
a high degree of coincidence with the target information
through structured means for detailed processing, and only
pay attention to the part of the target concerned. This
method can enable the algorithm system to focus on pro-
cessing data objects that overlap with the target features
and can greatly improve work efficiency and task quality.

The attention mechanism is essentially an automatic
weighting scheme. In the traditional model, the decoder
can only obtain the fixed hidden vectors of a certain layer
of the encoder (generally using the last layer) as input each
time it predicts. From the perspective of weighting, it is actu-
ally a simple global average of the hidden vectors of all layers
of the encoder [18]. With the introduction of attention
mechanism, each time step model will be weighted sum all
the hidden vectors of the encoder according to the automat-
ically calculated weight probability and get a new context
vector. Because the weight of the hidden layer of each time
step is different, the input context received by each time step
decoder is no longer fixed. So that each time step decoder
can focus on processing the most relevant information in
the original module and the current output [19].

After the introduction of attention mechanism, the orig-
inal encoding and decoding work has become relatively
complex, in which the interval has also changed from a sin-
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gle value to a group of vectors. The output of the encoder
also becomes a multidimensional vector, from which the
decoder obtains a vector with high reliability for calculation.
The calculation formula is as follows:

The weight a! of the attention mechanism is calculated
by the hidden unit of the encoder and decoder. Note that
the mechanism adopts a quantitative calculation of the
improvement effect. Let us first define that in the example
above, the query item is the hidden state of the decoder,
and the key item and the value item are both the hidden
state of the encoder. In the sense, note that the input of the
mechanism includes the query item and the key item and
value item corresponding to the query item, wherein the
value item is a group item that needs to be weighted average.
In the weighted average, the weight of the value item is used
to calculate the query item and the key item corresponding
to the value item.

e exp (score(s;, h;))

© X iexp(score(s, hy))

(12)

In the above formula, the expression of the fractional
function score is variable, and there are two common ones
below.

score_addition (s, ;) = VT tanh (W,[s, 5 b)), (13)

score_multiplication(s,, ;) = s} W h;. (14)

Combined with the attention weight, the front and rear
semantic vector ¢, is calculated according to the front and
rear sequence vectors.

¢ =)alxh, (15)

The hidden value h, and semantic vector of the decoder
can get the final weight through tanh activation function.

a, = f(¢ hy) = tanh (W,[c, 5 ). (16)

Input the attention weight to the next unit through the
following formula.

Vi =f(hpypcp)s (17)

where W and V mean the weight matrix, a represents the
attention weight value, f is the activation function, and ¢,
is the semantic vector. The essence of attention mechanism
is to add the target elements to the network, so that the
model will pay attention to the sequence related to the target
elements in the operation process, so as to control the
resource allocation and finally improve the work effi-
ciency [20].

It is difficult to distinguish the correlation between input
and target only relying on the encoding and decoding mod-
ule of LSTM. Therefore, this model introduces a temporal
attention mechanism between the encoder and decoder cor-
responding to each video feature, automatically learns the
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correlation between the decoder’s predicted output and the
encoder’s hidden vector, and is used to simulate the atten-
tion allocation of different video features.

4. Analysis of Simulation Results

The data processed by RNN series models are time series
data containing time information, so increasing the width
of the network has a better effect on improving the perfor-
mance of the network model. Considering that different data
have different characteristic dimensions, this paper uses
comparative experiments to illustrate the specific situation.
Both LSTM and Gru networks are variants of RNN, but
LSTM has one more gate unit than Gru, which can control
the direction of information flow, so it has structural and
functional advantages. At the same time, in order to verify

the difference in accuracy between the two variants of the
network, this paper sets up a comparative experiment: In
the experiment, each video is set to take 50 frames for calcu-
lation, and the time interval is automatically selected accord-
ing to the time length of the video. In this paper, the LSTM
and Gru networks in the cyclic neural network are com-
pared, and three experiments are carried out with different
structural parameters. The accuracy results are shown in
Figure 5.

As can be seen from Figures 5 and 6, LSTM and Gru net-
works have high similarity in model accuracy, but LSTM has
obvious advantages in structure and function. It can be seen
from the figure that the accuracy of the LSTM model still
needs to be improved. In order to improve the accuracy of
the model, this paper adds an attention mechanism. In order
to more objectively verify the performance of the LSTM
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network model after adding an attention mechanism, this
paper uses baum-1s and RML data sets to verify the perfor-
mance of the model.

In order to verify the effectiveness of the LSTM net-
work integrating attention mechanism in video feature
extraction, a comparative experiment is set up in this
paper. Figures 7 and 8 show the comparison between this
method and other methods. By analyzing the figure, the
LSTM model with attention mechanism in this paper
achieved an average accuracy of 60.72% and 75.44%,
respectively, in the comparative experiment. This paper
sets up four groups of comparative experiments. The first
group uses deep CNN (VNET) to extract video dynamic
features. The second group adopts CNN+LSTM method
to extract video dynamic features. The third group uses
3d-cnn to extract video features. The fourth group used
CT-VGG for dynamic video feature extraction. Through
the experimental data, we can see that the LSTM model
with attention mechanism has the highest accuracy, so it
shows that this model can effectively carry out the task
of video dynamic feature extraction.

In the process of determining the network model, the
performance accuracy of the model will change with the
length of the time step. It is verified by experiments that
there is a positive correlation between the increase of the
time step and the performance of the model. The application
of multiple time steps can improve the generalization ability
of the model, because in the operation of multiple time steps,
the model can automatically eliminate the influence of con-
tingency and maintain the reliable stability of the model. In
this paper, several groups of multitime step comparative
experiments are set up, and the false alarm rate is used as
the model evaluation parameter. The lower the false alarm
rate is, the more reliable the stability of the model is. The
results are shown in Figure 9. With the increase of time step,
the false alarm rate gradually decreases, and the LSTM
model integrating attention mechanism proposed in this
paper always has the lowest false alarm rate.

In order to verify the effect of the method proposed in
this paper from multiple dimensions, this paper also
makes a statistical comparison of the running time of the
model. The results show that the running time of the
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FiGure 10: Comparison of running time of different models.

LSTM model integrating attention mechanism proposed in
this paper is significantly lower than that of other models,
because the LSTM model starts from two ends, and the
computational efficiency is higher than that of other
models. Moreover, it can be seen from Figure 10 that with
the increase of time step, the time comparison between
several models becomes more obvious, and the gap also
gradually increases.

Through three groups of comparative experiments, this
paper studies the performance of the model from three
levels: model accuracy, false alarm rate, and running time.

Finally, it shows that the LSTM model with attention mech-
anism has strong performance and is suitable for video big
data analysis.

5. Summary and Outlook

In this paper, an LSTM neural network model combined
with attention mechanism is proposed. This model inherits
the advantages of recurrent neural network and has good
advantages in sequence task processing. At the same time,
the model can well solve the gradient disappearance problem
in the recurrent neural network. The LSTM model proposed
in this paper is tested on the data set. Compared with other
RNN variants, LSTM has a more flexible model structure.
Finally, the attention mechanism is integrated into the
LSTM network to form the core method of this paper. The
model with attention mechanism can carry out adaptive
attention classification according to different types of videos,
which greatly improves the efficiency of the model. The
results show that this method has obvious advantages in
model accuracy and work efficiency and has strong advan-
tages in video feature extraction and video classification.
Applying this method to the construction of intelligent city
will greatly promote the development of the city. However,
the study still has some limitations. Video analysis and fea-
ture extraction models have room for improvement in both
structure and performance and are difficult to meet the work
requirements in the big data environment. Therefore, fur-
ther analysis is needed in future research and development.
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