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Half a million species of plants could be existing in the world. Classification of plants based on leaf features is a critical job as
feature extraction (includes shape, margin, and texture) from binary images of leaves may result in duplicate identification.
However, leaves are an effective means of differentiating plant species because of their unique characteristics like area, diameter,
perimeter, circularity, aspect ratio, solidity, eccentricity, and narrow factor. -is paper presents the extraction of plant leaf gas
alongside other features from the camera images or a dataset of images by applying a convolutional neural network (CNN). -e
extraction of leaf gas enables identification of the actual level of chlorophyll (Ch) and nitrogen (N) which may help to interpret
future predictions. Our contribution includes the study of texture and geometric features, analyzing ratio of Ch and N in both
healthy and dead leaves, and the study of color-based methods via CNN. Several steps are included to obtain the results: image
preprocessing, testing, training, enhancement, segmentation, feature extraction, and aggregation of results. A vital contrast of the
results can be seen by considering the kind of image, whether a healthy or dead leaf.

1. Introduction

Almost millions of species of plants can be found on the
Earth surface as a result of botanical research. -e literature
proposed a wide range of techniques to recognize the plant
type, most likely leaf recognition and visual classification of
plants through image processing and computer vision [1]. It
is a challenging problem and requires tactical dealing with
intraclass variable textures and asymmetrical shapes.
Commonly, a plant is recognized by recognizing its specific
organs such as leaves, flowers, fruits, or bark or their
combination. Belhumeur et al. introduced the usage of such
a system for quick classification and recognition of plant
species from an entire collection; i.e., the process of hours
can be accomplished within seconds [2]. Similarly, SIFT
descriptors integrated with a pack of Word models were
applied for leaf recognition in [3]. -e biologists have
discovered numerous types of leaves using machine learning
classifiers [4–7] and computer vision techniques [1], but still,

there have been some kinds of leaves left to be identified
which need to be demarcated.

An open-source plant recognition problem was given as
challenge to research community in the 2016 edition of
LifeCLEF which targets identification of the unknown and
never-seen categories on the basis of plant characteristics
like leaf shape, leaf veins, flower, fruit, stem, and branch of
the entire plant [8]. With the advancement of artificial in-
telligence and neural networks, the research community can
make their solutions more optimal in several domains.
Automated plant recognition via the neural network using
image processing is a critical area which allows recognition
of leaf images with an accuracy of 80% to 97% [9, 10].

Neural network works in the same fashion as the human
brain, founded on mathematical formulas/models. -e
functional principles of neural networks target under-
standing and recognizing patterns among different com-
ponents.-e fundamental unit of neural network is a neuron
which is trained by repetitive tasks and gets experienced just

Hindawi
Complexity
Volume 2022, Article ID 6976112, 8 pages
https://doi.org/10.1155/2022/6976112

mailto:gdostan@kku.edu.sa
mailto:s2018288001@umt.edu.pk
https://orcid.org/0000-0002-9017-616X
https://orcid.org/0000-0002-1060-580X
https://orcid.org/0000-0002-2393-7600
https://orcid.org/0000-0003-1288-7967
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6976112


like human brain through acquired knowledge in the
training.-e focus of training and acquiring knowledge is to
establish a connection between input and output. After
training, the system can make predictions about what it has
been trained. Convolutional neural network (CNN) is a class
of deep neural networks first proposed by LeCun [11].
Common applications of CNN can be found in computer
vision, natural language processing, and speech recognition
[12–15]. CNN functions are based on the human vision
processing system. It distinguishes a feature using local
receptive field and shared weight and associates this feature
to the feature map, saving computational load. Furthermore,
a process of subsampling is performed to achieve the in-
variance among features with respect to geometric distor-
tion. CNNs are considered better than classic neural
networks on images because layers in CNN inherent the
properties of input images whereas feedforward neural
networks cannot make sense of order in their inputs.

-is study provides a method to analyze leaf gas and the
leaf features like area, diameter, perimeter, circularity, aspect
ratio, solidity, eccentricity, and narrow factor of healthy and
dead leaf dataset. -e leaf attributes like leaf area, diameter,
leaf chlorophyll, and leaf nitrogen are calculated and ana-
lyzed through CNN implemented in MATLAB. -e result
proves this method to be an efficient attempt. -e paper is
organized in five sections. Related work of the research
community in the current field is presented in Section 2 with
close comparison. Section 3 illustrates the methodology with
the proposed cluster. Simulated results are discussed in
Section 4. -e paper is concluded and discourses the future
directions of our work in Section 5.

2. Related Work

In the past few decades, the research community has focused
on the field of artificial intelligence by working in digital
image processing, computer vision technique, and machine
learning to provide a platform between human and machine
theory [2, 16–22]. -is work is widely used in several
companies and medical fields for classification and identi-
fication of plants which play a vital role in the Earth’s
ecosystem. Many plant species are at the edge of extinction
in recent days. In order to save the Earth’s biosphere, the
flora diversity catalogue and study of plant databases is an
important step. Techniques used for leaf recognition using
shape, descriptor, size, and texture have been focused for
many years. Wu et al. [23] used the probabilistic neural
network (PNN) to automatically classify the leaf features of
32 plants. -e accuracy rate is above 90% as the algorithm is
fast in execution. Automatic plant identification via leaf
characteristics is a challenging task and constrained by many
complications which include geometric deformations, illu-
mination variations, and interspecies and intraspecies levels.
To overcome these constraints, Yahiaoui et al. [24] proposed
a boundary-based approach using Otsu algorithm with a
better classification rate by segmenting a scanned or scan-
nedlike image into foreground and background pixel sets,

which helps to obtain the binary image and subsequently
extract the boundary for the description stage. In the past,
researchers used the shape of leaves as one of the classifi-
cation feature of plants [4, 17, 25, 26] because plants can be
identified through distinct shape attributes of the leaf even
by nonexperts. Figure 1 shows the comparison of related
studies.

-e enhanced neural networks like PNN, ANN, and CNN
have significantly improved the resulting ratio and accuracy
rate at a minimum cost of iterations. -e concept of a pre-
trained CNN model for plant recognition was also proposed
by Lee et al. [27], which achieved a performance of up to
99.6% verified through DN visualization. Lee et al. deduced
that shape attributes of a leaf should be avoided as a choice of
plant classification; however, venation structure is an im-
portant feature to distinguish plant species. Nitrogen (N),
being an integral part of chlorophyll (Ch), plays a vital role in
plant growth as Ch absorbs light energy for photosynthesis
[28]. Plants with sufficient N contents in Ch are green and
healthy; otherwise, plants are pale-green or yellow. -erefore,
the status of Ch and N can be determined by exploiting leaf
color property using image processing. Ali et al. [29] used the
Dark Green Color Index (DGCI)model to find out the level of
Ch and N contents from color images of leaves. -e DGCI
covers dark green color on a scale of 0 and 1. -e mea-
surements of Ch and N were recorded at three different stages
of plant development through laboratory-based methods and
using a SPAD-502 device (a hand-held absorbancemeter used
to measure relative greenness and Ch and N contents).

3. Methodology with the Proposed Cluster

Extraction of leaf features using the principles of visual image
processing helps in plant classification, and a training dataset
is used to train the CNN. -e input image needs to be
preprocessed and is recognized after passing through a variety
of steps. A color image is composed of color pixels where each
pixel can have red, green, and blue color planes. So, the input
image can be assumed as a three-dimensional matrix cor-
responding to three color planes having color values of the
pixel asmatrix entries. Figure 2 represents the procedural flow
of the proposed model as a block diagram. Images can exist in
several color spaces, e.g., grayscale, RGB, HSV, and CMYK.
-e computational intensity is directly proportional to the
number of dimensions of the image. CNN plays a role in
reducing images to a form that is easier to process and does
not lack features necessary for making a good prediction.-is
makes CNN design a system not only good at learning fea-
tures but also scalable to massive datasets. Otsu algorithm as
proposed by Yahiaoui et al. [24] is used for segmentation of
the input image foreground and background and then three
color planes to input in the HSV model.

3.1. Preparing the TrainingDataset. -e proposed model has
used the Caltech dataset for leaf gas analysis by extracting
individual leaf features which can be statistical or geometric.
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-e MNIST database, containing 60,000 image examples, is
used to train the convolutional neural network with 10,000
image examples. As a result of training, network generates
two datasets of images and labels necessary for classification
of input images as shown in Table 1.

After downloading the MNIST data files, we unzip the
files in the MNIST directory. -e database contains both
healthy and dead leaf images. Figure 3 shows the sample of
healthy and dead leaves which have been trained by the
CNN.

3.2. Image Processing. In computer science, image pro-
cessing is used to obtain an improved version of digital
images or extract some useful information from it after
applying different operations. -e objectives of image
processing may include visualization, image sharpening and

repair, image restoration, pattern measurement, and rec-
ognition. A digital image can be thought as a 2D matrix of
pixel values. In CNN, an image should be thought as a 3D
matrix where depth represent color channels of either red,
green, or blue, unless not talking about a grayscale image
which needs to be converted to the 3D matrix. Most
commonly, the pixel size is 8 bits or 1 byte; therefore, a single
pixel can represent a value between 0 and 255 as the intensity
of color for color images, where 0 corresponds to black and
255 corresponds to white for grayscale images.-e proposed
model uses RGB, HSV, and HSB color conversions.

Ch & N
Extraction

Classification based
on Trained CNN

Training
Dataset

HSV Model

CNN Training

Feature
Selection

HSV Model

Edge Detection

Color Specification
Image Processing

Input Image

Figure 2: Block diagram of the proposed model.

Leaf recognition algorithm for plant
classification using PNN – Stephen Gang Wu
et al. 2007

Strength & Features: The computer automatically
classifies the 32 kinds of plants using PNN. The
Neural network approch is used to recognize the
kind of leaf with PCA.

Shortcoming: PCA analysis the leaf feature only on
vector index. It outputs the maximum value of the
index in an array.

Leaf classification using shape, color,
and texture features – Abdul Kadir et al. 2013

Strength & Features: PNN is used as a classifier to
extract leaf vein, color and texture features. Leaf
shape is represented by descriptors, slimness,
roundness, and dispersion.

Shortcoming: All leaf features arre only extracted,
not recognized and analysis is not done on any
feature.

Deep-plant: Plant identification with
convolutional neural networks - Sue Han
Le et al. 2015

Strength & Features: CNN is used to train and test
the images of 44 different plant species that identify
the result of each convolve and pooling layer to
decrease the weight of the layer.

Shortcoming: DN visualizing technique analyzes
the internal operation and behaivor of network but
there is no concept of the wild leaf.

An algorithm based on the RGB color
model to estimate plant chlorophyll and
nitrogen contents - M. M. Ali et al. 2013

Strength & Features: The DGCI is used to
calculate the chlorophyll and nitrogen gas of leaf.
The digital image processing technique get the green
color of leaf to find out the Ch and N.

Shortcoming: The calculation is only based on a
leaf; no matters the leaf is healthy or dead.

Figure 1: A close comparison of related work.

Table 1: Generated datasets.

Datasets Images Labels
Train dataset Train-images-idx3-ubyte Train-labels-idx1-ubyte
Test dataset t10k-images-idx3-ubyte t10k-labels-idx1-ubyte
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Chlorophyll is estimated from the RGB image, the hue
saturation value (HSV) is used to identify leaf color and
histogram, and hue saturation and intensity is used for
measuring leaf nitrogen. Figure 4 shows the flow chart of the
HSV model.

Computing the number of colour bands/channels of a
health or dead leaf image is a preprocessing step followed by
physical rotation in order to direct the leaf apex on the right
side, which is considered the initial point of the process.
-en, image resizing is done and pixels are separated into
three RGB color matrices of size 400× 300× 3. -e corre-
sponding grayscale value of the RGB color image can be
found by averaging or weighted averaging. Bothmethods are
the same but some weighing factor is given to each of the
color intensities in weighted averaging which can be defined
as

Grav � 0.3∗ IR + 0.78∗ IG + 0.14∗ IB. (1)

Here, IR, IG, and IB are the color intensities of red, green,
and blue, respectively, of a pixel and multiplied by a pre-
defined value. -e resultant of (1) will be a grayscale image.

HSV is a cylindrical-coordinate representation of RGB
obtained through Gray world algorithm or the White patch
algorithm. -is color space is used for illumination value
which indicates the light source. Figure 5 shows theHSV color
representation of healthy and dead leaves. -e conversion of
the RGB digital image into HSV color space includes color
detection, mask recognition, and finding the number of blobs
in the image. -e parameters like area, mean, max-mean, and
min-mean are determined where the blobs in the image are
identified unless blob size is more than 10 pixels. For more
than 10-pixel blob size, parameters would have some values.
HSV low and high thresholding are also used followed by
histogram analysis applied to the processing image. At last,
mean values of H, S, and V are computed.

3.3. CNN Architecture. Typical machine learning models
used for classification are support vector machine [30] and
AdaBoost [31] whose performance is based on extracted
feature points. However, these models cannot extract the
optimal feature points because learning and classification

proceed independently. -e CNN is the neural network
model mirroring the human visual system [32]. To under-
stand the architecture of CNN, all layers of CNN can be
categorized as (i) convolution layer: works the same as lateral
geniculate nucleus (LGN) detecting the boundary edge of
objects, (ii) pooling layer: corresponds to visual cortex (V3)
used to identify the color of the whole object, and (iii) fully
connected layer: acts as the lateral occipital cortex (LOC) to
detect the color and shape of objects.

-e proposed CNN is based on a 9-layer structure where
each layer filters the distinct features of the processing image.
-e input image is transformed as an array of pixel values of
volume 28× 28× 3. -e front layer is always the convolution
layer extracting the maximum or accumulated leaf features,
which are passed to the pooling layer. -e output of the
model can be a single class or a group of classes that evi-
dently describe the leaf image. -ere are totally 3 nodes with

(a) (b) (c) (d) (e)

(f ) (g) (h) (i) (j)

Figure 3: Sample of the leaf database.

Segregate HSV Image to H,S,V Matrices

Resize Leaf Image to 
400 x 300 x 3

RGB_Image Index Image
RGB_Image Convert

Image to 400 x 300 x 3

Resize leaf Image to 
400 x 300 x 1

Dead / Healthy leaf image

Calculate Color Channels (CC)

C = = 1
C = = 3

Convert RGB_Image to HSV_Image

Compute mean values of H, S and V

C = = 1 C = = 3

Figure 4: Flow chart of the HSV model.
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9 vector forms. Figure 6 depicts the proposed CNN
architecture.

3.4. Edge and Boundary Detection. Edge detection is used in
many applications of image processing, particularly object
recognition and classification system. Edge detection is the
process of identifying points in a digital image at which the
pixel value (brightness) changes sharply or has disconti-
nuities. -e combination of these points can be organized as
a set of curved line segments known as edges. Edge detection
techniques are gaining popularity because of being robust to
the conditions where illumination changes abruptly. In this
proposed model, edge detection of leaf images is based on
the region-based approach which engages Prewitt and
Roberts filter methods that enable us to sharply identify the
discontinuities between two regions in a greyscale image. It
uses the Prewitt operator which is a discrete differentiation
operator and approximates the gradient of the image in-
tensity function. -e Prewitt operator returns the corre-
sponding gradient vector or the norm of the vector at every
pixel in the processing image. -e Prewitt operator is rel-
atively inexpensive in terms of computations because this

activates on image convolution with a small, separable, and
integer-valued filter with 90-degree rotation. To emphasize
the edges, Sobel and Canny filters are used in the edge
detection algorithm. -e mean square error (MSE) can be
computed as follows:

MSE �

������������������

1
MN



MN

K�1
mik − mik( 

2




. (2)

Here, mik is the mean of the original image and mik is the
mean of the filtered image of the ith color plane at the kth
pixel.

Leaf EDT � e∗ log10
v
2

MSE
 , (3)

where e� 10 and v lies between MN −1 and 255. -e use of
the Canny filter emphasizes the whole lead edge, whereas
Prewitt and Roberts filters focus only the upper leaf part.

3.5. Feature Extraction. Separation of the leaf object (fore-
ground) from its background is known as segmentation.

Original Color Image Hue Image Saturation Image Value Image

Original Color Image Hue Image Saturation Image Value Image

Figure 5: HSV image representation of healthy and dead leaf images.

Input Image
256 x 256

Output 36

Classes

FC1 FC2

Classification Model
3072 Neurons

5x5
maxpool
Stride 2

5x5
maxpool
Stride 2

5x5
maxpool
Stride 2

5x5
maxpool
Stride 2

5x5
maxpool
Stride 2

28 14 14 12 12 3 2 2

28 14 14 12 12 3 2 2

Figure 6: Proposed CNN architecture.
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-is process adopts adaptive threshold K-Means method.
After segmentation, geometric features are extracted from
the segmented image. For example, aspect ratio and
roundness (R) of the leaf can be computed from the
following:

aspect ratio �
W

L
, (4)

R �
4πA

p
2 . (5)

-e leaf color falls under morphological features. Several
statistical parameters like mean, skewness, and kurtosis can
be computed in the color space to represent color features of
the leaf. -is method has low computational complexity and
is applicable to real-time processing. As the processing
image comprises three color planes (red, green, and blue), it
helps in the estimation of Ch and N using the mean of all
three color planes after leaf contour as follows:

ChN � G −
R + B

2
 . (6)

In (6), values of red and blue are included for nor-
malization purpose and giving the estimate of ChN of
healthy and dead leaves. Nitrogen can be computed using (7)
where HE, St, and Bg are hue value, saturation intensity, and
brightness intensity of the colored image, respectively.

N �
1
3

×
HE − 60

60
+(1 − St) +(1 − Bg) . (7)

-e maximum distance between two points on the
boundary of the leaf object in the processing image is known
as the effective diameter. -e effective diameter can be
calculated using another morphological feature of a leaf
called area as formulated in

effective diameter � 2 ×

����
area
π



. (8)

Skewness (Si) and kurtosis (Ki) are the imperative color
moments used to represent color distribution in processing

and retrieving images. Equations (9) and (10) formulate both
parameters for the ith color plane, respectively.

Si �

������������������

1
MN



MN

k�1
mik − mik( 

3
3




, (9)

Ki �

������������������

1
MN



MN

k�1
mik − mik( 

4
4




. (10)

4. Numerical Results and Discussion

-is work implements leaf recognition and Ch and N
analysis using CNN and contributes to the domain of leaf
classification no matter whether the leaf is healthy or dead.
Two databases, namely, Caltech and Flavia, are used for
training and experimentation purpose.-e Caltech database
was prepared by Caltech University containing 102 cate-
gories of leaves consisting of 8000 images. -is database
contains at least 40 images of each category which makes it
attractive for large-scale systems developed to recognize and
analyze the leaf images. -e second database Flavia contains
healthy leaf images collected from different areas. -e
dataset of diseased leaf images is also included to analyze
dead leaves in order to achieve the diversity of experi-
mentation.-e final dataset contains 467 healthy leaf images
and 60 dead images which corresponds 70% of Caltech and
30% of other datasets. Table 2 and Table 3 show that all
results are obtained within the error limit of 5×10–7 using
the backpropagation process.

Table 2 characterizes the numerical results of dead and
healthy leaves against Ch, N, area, and diameter. First, leaves
are categorized according to their state, i.e., dead and health
leaves. Healthy leaves are further categorized into two
classes, 1 and 2. -e first class contains normal images of
leaves, whereas the second class comprises noisy images.

Table 3 represents the recognition rate of dead and
healthy leaves against Ch and N. Our proposed model

Table 2: Dead vs. healthy leaf gas analysis.

Leaf state Leaf class Ch (µg/ml) N (%) Area Diameter

Dead leaf
Alternaria 19.759 0.544704 17330 1.58666
Bacteria 0.688 0.75 210 1.87

Cercosporin 1.32937 0.523 7930 3.52565

Healthy leaf 1 34.58 0.4557 2671 1.9551
2 16.53 0.64 15071 1.67

Table 3: Recognition rate.

Leaf state Leaf class Ch (µg/ml) N (%) Recognition rate (%)

Dead leaf
Alternaria 19.759 0.544704 97.2
Bacteria 0.688 0.75 94.5

Cercosporin 1.32937 0.523 92.6

Healthy leaf 1 34.58 0.4557 97.7
2 16.53 0.64 96.3
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reduces 1.4% recognition rate when assigned to recognize
the noisy version of normal healthy class images. To test the
trained CNN efficiency, dead leaves of three classes were
examined. Several leaf features, as discussed above, are
extracted to test the proposed model. It is observed that the
ratio of Ch of the healthy leaf will be greater than that of the
dead leaf and vice versa for nitrogen ratios, because the
number of bacterial blobs is identified as more than that on
the healthy leaf.

Comparing the computed results of plant leaf recog-
nition system performance with existing research studies is
essential. -is study achieved outstanding results com-
pared to existing research studies [4, 33–35]. However, the
mentioned work has a different dataset and different types
of classes, so it is not justified to directly compare their
results. Table 4 shows the comparative results related to the
study.

5. Conclusion and Future Directions

Leaf recognition plays a significant role in the science of
plant classification. Convolutional neural networks (CNNs)
have proven their capability in various applications of image
processing and computer vision. -is paper critically dis-
cusses the related work and then aims feature extraction of
plant leaves with gas analysis, specifically, under two leaf
states, i.e., healthy and dead leaves, using CNN. -e pro-
posed model separates the integrated complications like
geometric deformations, varying illumination in the sample
images, and interspecies and intraspecies levels to be han-
dled with lower complexity. -e work shows how feature
extraction of leaf and gas analysis can be accomplished using
the HSV model while the trained CNN classifies the leaves
using color specifications without mathematical or statistical
study. Two leaf databases, Caltech and Flavia, are used to
train and test CNN’s efficiency along with a deceased set of
leaves. -e accuracy of recognition ratio for the proposed
model is almost 98%.

-is work can be extended by training larger datasets,
particularly dead leaves, validating the recognition ratio
using CNNs.-e extraction of advanced features of digital
images with image acquisition, adaptive image en-
hancement, and various boundary detection algorithms
with new developing tools is required. -e work can be
evolved using different machine learning and deep
learning techniques, e.g., autoencoders. -e way of
learning of domain adaptation is another big task for
researchers in the future.
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-e processed data are available upon request from the
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Conflicts of Interest

-e authors declare no conflicts of interest.

References
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-is paper aims to introduce a robust framework for forecasting demand, including data preprocessing, data transformation and
standardization, feature selection, cross-validation, and regression ensemble framework. Bagging (random forest regression
(RFR)), boosting (gradient boosting regression (GBR) and extreme gradient boosting regression (XGBR)), and stacking (STACK)
are employed as ensemble models. Different machine learning (ML) approaches, including support vector regression (SVR),
extreme learning machine (ELM), and multilayer perceptron neural network (MLP), are adopted as reference models. In order to
maximize the determination coefficient (R2) value and reduce the root mean square error (RMSE), hyperparameters are set using
the grid search method. Using a steel industry dataset, all tests are carried out under identical experimental conditions. In this
context, STACK1 (ELM+GBR+XGBR-SVR) and STACK2 (ELM+GBR+XGBR-LASSO) models provided better performance
than other models.-e highest accuracies of R2 of 0.97 and 0.97 are obtained using STACK1 and STACK2, respectively. Moreover,
the rank according to performances is STACK1, STACK2, XGBR, GBR, RFR, MLP, ELM, and SVR. As it improves the per-
formance of models and reduces the risk of decision-making, the ensemble method can be used to forecast the demand in a steel
industry one month ahead.

1. Introduction

Demand forecasting indicates the prediction of the future
needs of a product or service [1]. It is necessary to follow a
procedure to attain a crystalline graph of the demand for
identifying the pulse of the customer’s need to hold their
position in themarket. From the last era, the steel industry in

Bangladesh is a fast-growing industry in the local market.
-e industries managed to manufacture a large amount of
steel to fulfill both local and international markets, but
producing a large amount of steel without proper forecasting
causes various problems. Demand prediction is used to
support many fundamental business assumptions, including
turnover, total revenues, income, capital consumption,
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chance evaluation and moderation plans, scope quantifi-
cation, transportation and distribution plans, andmore. Any
type of misdeed assessment could cost decaying or scarcity
of raw materials. It can also lead to overproduction or
underproduction. All these cases erode the entire supply
chain and total income, resulting in opportunity cost. Again,
the entire industry setup depends on this demand, such as
the amount of raw material, labor, and space. For these
whole arrangements, time is also a crucial issue, as some
processes have predefined deadlines that must be perfectly
synchronized. For smart business strategy, the most im-
portant thing is to forecast the demand precisely but the
industries do not have any intelligent method to measure the
need perfectly. -ey follow the time series of their sales data
and often skip factors, such as raw material supply, avail-
ability, and the number of workers at the factories, signif-
icantly influencing steel production.

Forecasting methods can be classified into three cate-
gories: (1) statistical methods, (2) artificial intelligence-
based methods such as single machine learning (ML)
methods, and (3) ensemble/hybrid methods. Most steel
industries in Bangladesh use traditional statistical ap-
proaches. Statistical approaches, such as exponential
smoothing [2], moving average [3], autoregressive moving
average [4], and autoregressive integrated moving average
[5], are most frequently used for time series prediction. -e
major drawbacks of these techniques are that the parameter
values are fixed using statistical calculations. -e error of
estimation increases when the fluctuations in the entered
data are high and do not yield convincing results for
complicated time series patterns [6]. -us, the companies
need an intelligent decision support system that considers
several factors.

Several researchers reveal that in the investigation of
most cases, ML approaches have drawn much attention and
could provide more accuracy than could traditional ap-
proaches [7]. Single artificial intelligence-basedmodels, such
as support vector machine (SVM), extreme machine
learning, heuristic techniques, and multilayer perceptron
(MLP), are widely used in various industrial aspects to
predict demands because they demonstrate promising re-
sults in the areas of control, prediction, and pattern rec-
ognition [8–10]. Support vector regression (SVR) is popular
for predicting future demand because of its outstanding
generalization capability and no dependency over input
space dimensionality [11]. It produces higher accuracy in
agribusiness prediction [8] and supply chain demand
forecasting [12]. Recently, MLP is used for monthly water
demand prediction [10], wind speed prediction [13], and
water demand prediction [14]. For improving MLP’s pre-
diction accuracy, different MLP architectures were used, and
an optimization algorithm was used to tune its parameters
[15]. -e extreme learning machine (ELM) is another ad-
vanced model, which is a single hidden layer feed-forward
neural network (SLFN) model with incremental learning
speed and fast convergence, making it efficient and fast in
learning [16]. It is widely used in applications, such as sales
forecasting demand of fashion retailing [17] and sales
prediction for the retail industry [18].

Since demand forecasting in steel industries is consid-
erably challenging, it is impossible to solve this problem
accurately using single ML models. No single model is
ideally suited for various ML applications. Each method and
application domain has some prerequisites, advantages,
assumptions, and characteristics [19]. Generally, the per-
formance of combined forecasting models is better than that
of a single forecasting model [20]. -e literature has de-
scribed several strategies to enhance the predictive perfor-
mance of regression models, and one of these is the
regression ensemble [8]. -e regression ensemble theory is
built onML, whose roots are related to the concept of divide-
to-conquer, solving the constraints of MLmodels working in
isolation [21]. An ensemble model is one in which numerous
base models are constructed to address the same problem,
with each model learning the dataset’s feature attributes and
making a prediction. As a result, the separate model’s
forecasts are integrated to generate the final projection. By
combining the mean or weighted average, ensemble ap-
proaches for regression problems can be developed. -e
simple method of grouping regression ensembles by mean
and weighted average is to use mean and weighted average.
-e regression ensemble models construct a collection of
models in order to improve the predictive power of the
selected models and the numerical goal variables [22, 23].
Ensemble methods are used in several studies, such as
forecasting for energy consumption [24], agribusiness
prediction [8], and wind power forecasting [25]. Although
numerous frameworks have been established, there is always
a need for improved forecasting accuracy and robustness,
particularly in the steel industry.

-is study proposes a new pipeline for demand fore-
casting in steel industries. From this aspect, this study ex-
plores the capacity of predictive regression ensemble models
by comparing the ensembles among themselves and con-
sidering the single reference models to forecast the demand.
-e proposed pipeline includes data preprocessing, feature
selection, hyperparameter tuning, cross-validation, and re-
gression ensemble approaches to outperform the state-of-
the-art results. Instead of using the median value of the
attribute, the mean value of the attribute is utilized to fill in
the empty area since it has a more central tendency to the
mean of the attribute distribution than the median. -e
appropriate features are selected using feature selection
algorithms (correlation-based, principal component analysis
(PCA), and independent component analysis (ICA)) to
avoid redundancy andmodel overfitting problems. Different
single ML techniques, such as SVR, MLP, and ELM, are
adopted as reference models. -e ensemble bagging (RFR),
boosting (GBR and XGBR), and stacking (STACK) models
are used in our proposed framework to enhance demand
forecasting robustness and efficiency. -e grid search
technique with cross-validation is used to select the optimal
hyperparameters for each ML model. Comprehensive ex-
periments are conducted on different data preprocessing and
a combination of ML techniques to minimize the RMSE and
maximize R2 of demand forecasting models. All experiments
are carried out under the same experimental settings and
with the same data set as the previous experiment. Finally,
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we investigate the performance of regression ensemble
approaches and verify that ensemble approaches outperform
single reference models. -e contributions of this paper are
summarized as follows:

(i) Collect the dataset from a well-known steel industry
in Bangladesh.

(ii) Present a modification of the theory underlying
regression ensembles based on bagging (RFR),
boosting (GBR and XGBR), and stacking (STACK)
as well as single models (SVR, MLP, and ELM)
(details in Supplementary Material Appendix A).

(iii) Find the best preprocessing pipeline using filling
missing values, data transformation, standardiza-
tion, and feature selection algorithms where the
number of selected features is also varied.

(iv) Implement different ML regression models with its
optimal hyperparameters, obtained using grid
search algorithms with cross-validation. Investigate
and analyze the performance of bagging, boosting,
and stacking ensemble approaches and compare
them with each other on the same dataset and
preprocessing under the same experimental
condition.

(v) Verify the superiority of the proposed ensemble
approaches using Friedman test and Wilcoxon
signed rank test.

-e remainder of the paper is arranged in the following
manner: Section 2 describes a collection of related studies for
the purpose of forecasting. Section 3 illustrates the suggested
approach, dataset, feature selection methods, and assess-
ment measures. Various experimental findings are docu-
mented in Section 4 based on the interpretation of the data.
Section 5 provides a conclusion as well as a scope for further
development.

2. Related Works

Forecasting demand for industrial products is an urgent
matter since a massive portion of a company’s planning
process is based on the amount of product to be produced.
To meet the increasing demand, precise demand forecasting
is required. In this section, we will discuss the work that has
been done to anticipate demand in a variety of disciplines
and will describe numerous exemplary studies.

Ribeiro and dos Santos Coelho [8] proposed a system for
agribusiness prediction using ensemble methods. Bagging,
boosting, and stacking ensembles along with single reference
models named SVR, MLP, and KNN were used for their
purposes. In this experiment, it was shown that ensemble
methods performed better than single models. -ey ob-
tained MAPE of 0.9787 and 0.7394 for both cases for best
ensemble models. -ey did not apply any metaheuristics
algorithm for optimizing hyperparameters. Yu et al. [9]
developed an ensembling and decomposition algorithmwith
EEML for crude oil price forecasting. In Ref. [12], they
introduced a system by ensembling regression algorithms
and time series algorithms to forecast the supply chain

demand. -e system showed superior outcome because of
the reality of invalidating the over-gauging and under-de-
termining. Cankurt [26] employed a variety of regression
models, including M5P and M5-Rule model trees, bagging,
boosting, randomization, stacking, and voting, to anticipate
tourism demand. In this case, they obtained R of 0.986 and a
RAE of 14.96. -e bagging and boosting methods have great
significance for the improvement of performances in re-
gression tree models.

Yang et al. [27] developed a system for forecasting ag-
riculture commodities using the bagging and combining
approaches with the Heterogeneous Autoregression (HAR)
model. HAR model along with bagging and the principal
component combination shows outstanding performance
for agriculture commodities forecasting. In Ref. [28], they
introduced a system by ensembling empirical mode de-
composition (EEMD) to analyze global food price volatility.
Tao et al. [29] proposed a method using a combination of
ensemble empirical mode decomposition (EEMD), extreme
learning machine (ELM), and ARIMA for forecasting hog
price. -ey obtained the best-estimated accuracy of R �

0.848. Ribeiro et al. [30] designed nonlinear prediction
models based on ensemble aggregation in order to improve
the prediction accuracy of electricity load forecasting. In the
proposed system, they used hourly load values from Italy in
2015 and Global Energy Forecasting Competition in 2012 to
validate their proposed framework. Compared to the mul-
tilayer perceptron neural network (MPNN) and regression
tree approach, their proposed forecasting framework based
on wavelet ensemble provided a better performance.

da Silva et al. [31] introduced a decomposition-ensemble
learning strategy for multi-step forward extremely short-
term forecasting, which involved aggregating many re-
gression models. -ey employed a range of preprocessing
strategies to account for the system’s high degree of input
correlation. Across all time horizons, the proposed models
outperform the CEEMD, STACK, and single models. In Ref.
[32], they presented an excellent rolling decomposition-
ensemble model for gasoline forecasting, which was both
accurate and efficient. -e researchers’ experimental results
demonstrate that the rolling decomposition-ensemble
model is both accurate and resilient when it comes to
projecting gasoline consumption levels and trends. A unique
wind speed ensemble forecasting system (WSEFS) was de-
veloped by Liu et al. [33] in order to enhance point fore-
casting (PF) and interval forecasting (IF). -ey obtained
MAPE of 1.9322%, 2.1579%, and 2.2808% for the 1st step, 2nd
step, and 3rd step, respectively. -e experimental results
showed that the MOMA ensemble forecasting system is
better than MOGWO and MODA. In order to estimate the
sediment movement in open channels, Ebtehaj and
Bonakdari [35] developed the ELM algorithm [35]. In all
training and testing modes, the FFNN-ELM outperformed
the FFNN-BP and GPmethods, which were previously used.
For the testing mode, they found RMSE� 0.121 and
MARE� 0.023, respectively.

Considering the existing literature in Table 1, it is ob-
served that ensemble models contribute significantly to
determine predictions, more than traditional models in each
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Table 1: Summary of most recent works for demand forecasting in various fields with their input factors and performances.

Publication Objectives Domain Performance Finding

Ribeiro and
dos Santos
Coelho [8]

Ensembling bagging (RFR),
boosting (GBR and XGBR),
and stacking (STACK), as
well as adopting reference

model SVR, MLP, and KNN

Agribusiness
prediction

MAPE� 0.0093–1.6354,
RMSE� 0.0013–0.0680

-e ensemble approach
outperforms the single models,
especially the STACK model

Yu et al. [9]

Developing an ensembling
and decomposition algorithm
with ensemble empirical
mode decomposition
(EEMD) and extended

extreme learning machine
(EELM)

Forecasting crude
oil price MAPE� 0.0003, RMSE� 0.1431

-is ensembling method shows
better results than some existing
popular model as well as single

model in terms of accuracy, speed,
and resilience

Adhikari et al.
[12]

Ensembling time series
methods and regression

techniques in order to reduce
forecast error from the actual

value

Supply chain
demand

forecasting

TS FACC� 62% − 69% Reg
FACC� 62% − 65%, En
FACC� 65% − 71%

Showed superior outcome because
of the reality of invalidating the

overgauging and underdetermining
and bringing the conjecture

esteems closer to the genuine in the
vast majority of the cases

Cankurt [26]

Developing M5P and M5-
Rule model trees,

randomization, boosting,
bagging, voting, and stacking
in order to anticipate the
demand for tourism in

Turkey

Tourism demand
forecasting

R� 0.9866, R2 � 0.973,
RAE� 14.96, and RRSE� 16.77

-e bagging and boosting methods
have great significance for the

improvement of performances in
regression tree models

Yang et al.
[27]

Developing the bagging and
combining approaches with

heterogeneous
autoregression (HAR) model

for the prediction of
agriculture commodities’

future

Forecasting
agriculture
commodities

R2 � 0.6263 − 0.3080
HAR model with bagging shows

outstanding performance
comparing with AR benchmark

Wang et al.
[28]

Ensembling empirical mode
decomposition to analyze
global food price volatility

Forecasting food
price volatility

MSE� 74.29, MAE� 6.969,
MAPE� 3.799

-is model can successfully analyze
the fluctuation of 3 types of
agricultural commodities

Tao et al. [29] Developing a combination of
EEMD, ELM, and ARIMA

Forecasting hog
price R� 0.281 − 0.848

-is model outperforms for the
selected parts and claimed itself as

an alternative for short-term
forecasting for hog price

Ribeiro et al.
[30]

Design of nonlinear
prediction models for the
ensemble aggregation of

waveNet ensemble

Electricity load
time series −

All preprocessing stages and
aggregation techniques contribute
to overall performance, although
perhaps not all to the same extent as
a ceiling analysis would indicate

da Silva et al.
[31]

For multi-step forward
extremely short-term

forecasting, decomposition-
ensemble learning

approaches are used. -ese
methods include K-Nearest
neighbors (KNN), partial
least squares regression
(PLSR), Ridge regression
(RR), support vector

regression (SVR), and Cubist
regression (CR).

Wind energy
forecasting

MAE� 101.32, MAPE� 8.63,
RMSE� 138.97

CEEMD–BC–STACK a stacking-
ensemble learning technique that
significantly improved the accuracy

of weak models CEEMD by
merging and forecasting with a

strong model.
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case. Although several frameworks have already been de-
veloped, there is still a need for improvement in the accuracy
and robustness of demand forecasting, especially in the steel
industry. To sum up, there is up to now no proper pipeline
for data preprocessing, features selection, hyperparameter
tuning, and finally developed a regression ensemble method.
-is study uses bagging, boosting, and two-level stacking
ensemble methods by analyzing the time series of historical
data from the steel industry to achieve more propriety of
forecasting results for demand.-e steel industry follows the
traditional time series trend to predict the demand, which
fluctuates at a high quantity. To avoid this problem, this
study combines multiple approaches instead of using a
traditional single method to determine the precise result for
the industry.

3. Materials and Methods

-is section contains a concise description of the materials
and method used. -e suggested framework is depicted in
Figure 1. -e following are the primary phases in our
suggested framework: (i) collection of industrial environ-
mental data as the primary inputs of the framework; (ii)
preprocessing the data including filling the missing values,
Yeo–Johnson transformation, and standardization; (iii)

discarding the irrelevant and redundant features to avoid
overfitting of the models; (iv) applying the grid search al-
gorithm with cross validation for hyperparameter tuning for
each machine learning model; (v) development of two-level
stacking ensemble method, where machine learning models
with optimal hyperparameters are used as the baseline
model; and (vi) evaluation metrics used to evaluate the
proposed framework. -ese blocks are explained in the
following sections.

3.1. Data Collection. -e data were collected from a well-
known prominent steel company named Bangladesh Steel
Re-RollingMills Ltd., in Chittagong, Bangladesh. During the
industrial attachment, some raw data were procured from
sources, such as workers, production leaders, and human
resources. Later, the data were closely knitted to build the
dataset. -e dataset comprises 132 cases and six input
features from January 2009 to December 2019 (11 years).-e
key responsibility is to identify the demand of every month
based on other factors. -e dataset holds the amount of raw
material used in a month, availability, the number of
workers, working days, and other attributes. -e data were
gathered from their monthly and annual industrial reports
from their official website, such as financial reports,

Table 1: Continued.

Publication Objectives Domain Performance Finding

Yu et al. [32]

Proposing decomposition-
ensemble learning model

(ARIMA, SVR, ANN, RVFL,
KRR, and ELM)

Gasoline
forecasting MAPE� 0.02 − 0.04

Decomposition-ensemble is better
for prediction. Ensemble model or
instantaneous frequency analysis is

applicable for complex and
irregular characteristics.

Liu et al. [33]

Developing a revolutionary
wind speed ensemble

forecasting system (WSEFS)
to enhance point forecasting
(PF) and interval forecasting

(IF)

Wind speed
forecasting

MAPE – 1st step, 2nd step, and
3rd step are 1.9322%, 2.1579%,
and 2.2808%, respectively.

VMD technology is better than
mayfly algorithm (MA) and

ICEEMDAN. MOMA ensemble
forecasting system is better than

MOGWO and MODA.

Cook and
Weisberg [34]

Developing imperialist
competitive algorithms (ICA)

and particle swarm
optimization (PSO)

algorithms were compared
with the results of the MLP
neural network trained with

the back propagation
algorithm

Nondeposition
sediment transport

prediction

MAPE� 2.7% − 6.52% and
RMSE� 0.009 − 0.042

In comparison to the PSO andMLP
algorithms, the ICA method is

more accurate for computing the
densimetric Froude number in pipe

channels

Ebtehaj and
Bonakdari
[35]

Developing an extreme
learning machine (ELM) and

comparing with back
propagation (BP), genetic
programming (GP), and

existing sediment transport
equation

Sediment transport
estimation RMSE� .309 and MARE� .059

FFNN-ELM performs well and is
also an alternative method in

predicting the Fr

∗MAPE�mean absolute percentage error, RMSE� root mean square error, MSE�mean square error, MAE�mean absolute error, R�Pearson correlation,
R2 � coefficient of determination, FACC� forecast accuracy check, TS FACC� time series FACC, Reg FACC� regression FACC, En FACC� ensemble
FACC, RAE� relative absolute error, RRSE� root relative square error, CEEMD� complete ensemble empirical mode decomposition, VMD� variational
mode decomposition, MOMA�multiobjective Mayfly algorithm, ICEEMDAN� improved complete ensemble empirical mode decomposition with adaptive
noise, MOGWO�multiobjective grey wolf optimizer, MODA�multiobjective dragonfly algorithm, FFNN� feed-forward neural network, Fr� densimetric
Froude number, MARE�mean absolute relative error.
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production reports, and some other necessary factors di-
rectly affecting their production achievements. Table 2 de-
scribes each feature and shows a statistical summary.

3.2. Data Preprocessing. -e data preprocessing stage
comprises missing value imputation and power transfor-
mation of data. Raw data inherit some missing attributes
from various features that must be filled before applying any
ML technique. Several imputation techniques can fill

missing values. In our proposed method, the mean-based
imputation technique is used, where the missing value is
filled with the mean of the attributes of that specific feature.

After the imputation of missing or null values, the data
power transformation is performed. In regression analysis,
transformations are crucial [36]. Parametric, monotonic
transformations are power transformations used to make
data more Gaussian-like. -is technique is useful in het-
eroscedasticity problems or other circumstances where data
normality is required. Among the two most popular power

Raw data

Training step
Training set Test set

Predictors

In this step, data set is collected. The input are industrial related features obtained from streel
inadustry and output is demand quantity. Next, Yeo-johnson preprocessing is adopted.

In this step, all ensemble and reference models are trained by LOOCV. In addition, 
hyperparameters are tuned using the grid search algorithm during cross-validation.
In the sequence, predictions are obtained.

In this paper, LASSO and SVR with the linear kernel are adopted
as meta-learner. After training each meta-learner predictions for
test set are obtained.

In this step, the predictions for the test set are obtained from
meta-learner and the performance measures (R2, MAE, MSE,
RMSE, and MAPE) are obtained.

In this step, predictions from step2 are combined ( 2 in 2, 3in 3,
4 in 4, and 5 in 5) and used in layer-0 of meta learner.

Preprocessing Feature Selection
Step 1

Step 2

Meta-Model

Meta Learner-Training

Predictions-1

Predictions-2

Predictions-M

Performance Measures

Step 3

Step 4

Prediction

Meat 
Learner

Figure 1: Proposed architecture of automatic demand forecasting.
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transformations methods are the Box–Cox and
Yeo–Johnson transformations. Here, the Yeo–Johnson
transformation is used because the Box–Cox transformation
demands that input data are strictly positive, whereas both
positive and negative data are endorsed by the Yeo–Johnson
transformation [37]. -e description of the Yeo–Johnson
transformation can be given using

y
∗

�

(y + 1)
λ

− 1 

λ
, if λ≠ 0, y≥ 0,

log(y + 1), if λ � 0, y≥ 0,

−
[(−y + 1)∧ 2 − λ{ } − 1]

(2 − λ)
, if λ≠ 2, y< 0,

log(−y + 1), if λ � 2, y< 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where y∗ is the transformed value, y is a list of n strictly
positive numbers, and λ is a hyperparameter used to control
the transformation. Here, Scikit-learn implementation of
PowerTransformer (method� “Yeo−Johnson,”, ∗ , stand-
ardize�True) is used, performing the Yeo–Johnson power
transformation operation with implicit data standardization
with zero mean and unit variance to the transformed output.

3.3. FeatureSelection. Feature selection or reduction reduces
irrelevant, redundant, or partially important features that
might mislead the model prediction, as the accuracy of an
ML model depends on the features on which it has been
trained. Feature reduction reduces the chances of overfitting
because of the reduction of the redundant feature and lessens
the model’s complexity. Several feature selection or reduc-
tion techniques exist. In our proposed method, PCA, ICA
[36], and correlation-based feature selection algorithms were
used to discard irrelevant features.

PCA is frequently employed in this capacity due to its
adaptability and ease of implementation. PCA works on the
premise of dividing data into an orthogonal space so that the
eigenvectors corresponding to the greatest eigenvalues
preserve the maximum data variance. PCA is a technique
that focuses on the covariance matrix and second-order
statistics. ICA decomposes observable data linearly into

statistically independent components. For the correlation-
based method, it classifies characteristics using a heuristic
evaluation function that takes into account the correlation
between the target outcome and their features. -e design
structure of both PCA and ICA follows the default imple-
mentation of Scikit-learn except the n_components pa-
rameter, resembling the number of features to be chosen by
the respective algorithm, as the value of the parameter is
driven from hyperparameter tuning. -e design of PCA can
be illustrated, respectively, such as (n_components, copy,
whiten, svd_solver, tol, iterated_power) � ({4, 5, 6}, True,
False, auto, 0.0, auto). Algorithms 1–3 summarize the
procedures of PCA, ICA, and correlation-based feature
selection algorithms, respectively.

3.4. Hyperparameters Determination. Hyperparameters de-
fine those values directly controlling the learning process of
ML techniques and can be arbitrarily set by the user before
starting the training phase. -e correct combination of
values is significant in achieving the best and quality model.
Choosing the correct values for the optimal model is known
as hyperparameter optimization or hyperparameter tuning
[38]. Grid search and random search are both well-known
techniques when tuning the hyperparameters of an esti-
mator. -is study used the grid search method based on
cross-validation, resulting in the most precise predictions
[39]. -is algorithm splits the range of parameter values to
be upgraded into the grid and across all points to obtain the
optimal parameters. Different parameter combinations were
evaluated for each model, which were divided into training
and test sets using the cross-validation method [39]. Table 3
provides an overview of hyperparameters tuned using ML
techniques and their range of tuning.

3.5. Cross-Validation in Time Series. Cross-validation is a
widely used validation approach for tuning hyperparameters
and assessing the effectiveness of machine learning tech-
niques [40]. Different parameters must be stated for each
case depending on the dataset. A grid search technique
combined with cross-validation is effective at identifying the
optimal hyperparameter combination for each model. As a
consequence, forecasting errors associated with test samples
may be decreased, allowing for the determination of the ideal

Table 2: Statistical description of influence features for forecasting the demand.

Indices F1 F2 F3 F4 F5 F6 Outcome

Mean 8231.97 52444.08 167.42 28.93 1.46 60.09 51205.62
S.D. 2269.08 12385.54 43.10 1.28 0.90 9.68 10848.99
Q25 6985.25 43731.75 135.00 28.00 1.00 52.00 45167.18
Q50 7883.50 52941.50 150.00 29.00 1.00 62.00 52418.97
Q75 9640.50 59861.00 200.00 30.00 2.00 67.25 61496.95
Range (4010, 10178) (30275, 60000) (100, 200) (26, 30) (0, 4) (38, 76) (26072, 62275)
Skewness 0.297 0.123 0.454 0.322 1.403 −0.309 −0.624
Kurtosis −0.520 −0.801 −0.740 2.569 1.180 −0.829 −0.553
Data type Numeric Numeric Numeric Numeric Numeric Numeric Numeric
∗ S.D.� standard deviation, F1 � availability, F2 � raw material, F3 �worker, F4 �working day, F5 � holiday, F6 � down time, outcome� demand level,
Q25 � first quantile, Q50 � second quantile, Q75 � third quantile.
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collection of hyperparameters that enhance predictive
performance while minimizing model overfitting [41]. -e
leave-one-out cross-validation procedure is acceptable in
this scenario when dealing with time series data [42]. Al-
ternatively, this method can be considered a sequential block
cross-validation procedure and a subset of K-fold cross-
validation.

-us, the training set is iteratively constructed, with
the training and validation sets being utilized concur-
rently, a process known as rolling cross-validation. -is
procedure is performed several times, with each iteration
increasing the amount of observations in the training set
and decreasing them in the validation set. -e associated
training set comprises only observations that happened
before the observation in the test set. -e dataset is
partitioned into training and test sets, with 70% of the data
used for training and verifying the models. -e time series
split notion is to divide the training set in half at each
iteration, assuming that the validation set is still ahead of

the training split. It is initially trained on a limited subset
of data in order to forecast the next data point. Following
that, the forecasted data points are incorporated into the
succeeding training dataset, and subsequent data points
are forecasted. -is process is repeated until the complete
training set has been utilized. Calculate the training
outcome by estimating iteration performance
assessments.

3.6. Structure of Stacked Ensemble Modeling. STACK mod-
eling was conducted by considering two stages, level 0 and
level 1, and the predictions of the base learner (level 0) are
combined with the meta-learner (level 1). From the previous
studies, it is shown that the support vector regression (SVR)
and selection operator (LASSO) regression are used as the
meta-learner [8, 25]. -e key advantages of adopting SVR,
and especially layer-1 in the STACK technique, are its ability
to identify predictor nonlinearities and subsequently exploit

Input: m– dimensional input data matrix X ∈ Rm with number of samples N, and variance threshold Tvar
Output: reduced L– dimensional data matrix Y ∈ RLL<m,
Load X ∈ Rm, and calculate mean for each feature, μj � 1/N 

N
i�1 Xij for j � 1, 2, . . . , m; subtract the mean from each corresponding

dimension, Xij � Xij
′ − μj for j � 1, 2, . . . , m and i � 1, 2, . . . , N;

/∗ Make each signal uncorrelated to each other ∗ /
Calculate covariance matrix of X′, m×m1/N − 1[X′]T � X′;
Solve the m×m as m×m � V− 1DV, where V ∈ Rm is the matrix of eigenvector and Dm×m is the diagonal matrix containing
eigenvalues on both sides of the diagonal matrix ;

Sort the eigenvector matrix V in the descending order to the first L– eigenvector that have variance ≥Tval and form a projection
matrix Pm×L;

Finally, project on the PCA space, Y � PTX;

ALGORITHM 1: Steps for the implementation of principal component analysis (PCA).

Input: m– dimensional input data matrix X ∈ Rm with number of samples N, and variance threshold Tvar
Output: reduced L– dimensional data matrix Y ∈ RLL<m,
Select a nonquadratic nonlinear function g;

Initialize W as X � WH, where W← ratio of source during mixing, H← matrix contains different components, and X← mixed
output;
Perform PCA on X, as X←PCA(X) as in Algorithm 1;

while W changes do
Update X←E Xg(WTX)  − E g′(WTX) ;

Normalize X←W/‖W‖;

Derive the new dataset by taking Y � WTX, where Y ∈ RL;

ALGORITHM 2: Steps for the implementation of independent component analysis (ICA).

Input: m– dimensional input data matrix X ∈ Rm with number of samples N, and expected outcome, YO ∈ R
Output: reduced L– dimensional data matrix Y ∈ RLL<m,
for p←1top≤m do
rpO � (Xp − Xp)(YO − YO)/

�������������������������

 (Xp − Xp)2
������������

 (YO − YO)2


Sort the correlation rpO in descending order to choose first L features for Y ∈ RL;

ALGORITHM 3: Steps for the implementation of correlation-based feature selection (Corr).

8 Complexity



them to improve demand forecasts [8]. -e SVR with linear
kernel and selection operator (LASSO) regressionmodel was
utilized as a meta-learner in our experiment (level 1).

-e following steps were adopted in this work.

(1) After doing the training session of the SVR/LASSO,
RFR, MLP, ELM, GBR, and XBR models, the pre-
dicted results are combined (2 in 2, 3 in 3, 4 in 4, and
5 in 5) to build a STACK (SVR/LASSO) layer 0. Stack
layer 0 does not use the model used in layer 1.

(2) For each STACKmodel, 56 models are analyzed, and
best one is chosen for the study based on the test set
results.

(3) -e findings in Tables S1 and S2 indicate that models
numbered 1–15 indicate a model combination of 2 in
2, models numbered 16–35 indicate a model com-
bination of 3 in 3, models numbered 36–50 indicate a
model combination of 4 in 4, and models numbered

51–56 indicate a model combination of 5 in 5 in the
order specified in step 1.

(4) -e performance evaluation measurements are
achieved for the training and test sets after training
each STACK model.

-e working procedure of the stacking ensemble in this
paper is described in Algorithm 4.

3.7. PerformanceMeasures. Estimating the model’s accuracy
is crucial in designing ML models to define how well the
model is predicting. It is used to determine the goodness of
fit among models and data to compare various models for
model selection. If y1, y2, . . . , yt are T actual values and
y
∧
1, y
∧
2, . . . , y

∧
t are corresponding predicted values, then the

formulas are for evaluating the accuracy of the regression
models as follows:

Table 3: Different machine learning techniques with hyperparameters to be tuned by the grid search algorithm during cross-validation.

Algorithms Hyperparameters Explanation Grid

SVR

C Regularization parameter of the error term 1 − 1 × 10− 3

Kernel Kernel types applied in the algorithm Linear, polynomial,
RBF

Epsilon Border of tolerance 0.1 − 1
Gamma Kernel coefficient for rbf 1 × 10− 3 − 0.1

RFR

n_estimators Number of trees in a forest 5 − 15
Criterion Measurement of the quality of a split mae or mse
max_depth Highest depth of the tree 2 − 10

min_samples_leaf Least number of instances needed to split an internal node 2 − 10
min_samples_split Least number of instances needed to be at a leaf node 2 − 10

MLP

initial_learning_rate Learning rate value at the starting point of training 1 × 10− 3 − 0.1
Solver Used for weight optimization lbfgs, sgd, Adam

learning_rate_adjustment Learning the rate adjustment depending on the cost function’s current
value Constant, adaptive

hidden_layer_sizes Layer: Number of layers between input and output layers 1 ∼ 7
Neurons: Number of hidden layer neurons (4, 8, 12)

activation_functions Output of each neuron Logistic, tanh, relu
Alpha (L2 penalty) Reduces the influence of input parameters 1 × 10− 3 − 0.1

ELM
n_neurons Number of hidden layer neurons 8

activation_functions Transformation function of hidden layer neurons relu
Alpha Regularization strength 0.001

GBR

n_estimators Number of boosting stages to carry out 200 − 500
max_features Number of features while considering the best split Sqrt

min_samples_leaf Least number of instances needed to be at a leaf node 2 − 10
max_depth Utmost depth of individual regression estimators 2 − 10
learning_rate Shrinks the contribution of each tree 0.1 − 1

Loss Loss function based on order information of input variables ls, lad, huber, quantile

XGBR

cosample_bytree Subsample ratio of columns while building each tree 0.1 − 1
Subsample Subsample ratio of training samples 0.1 − 1
reg_lamda L2 regularization On weight 0.1 − 1
reg_alpha L1 regularization On weigh 0.1 − 1

min_child_weight Least sum of sample weight required in a child 1 − 10
learning_rate Step size reduction to prevent overfitting 1 × 10− 3 − 0.1

LASSO Alpha (L1 penalty) A constant value that multiplies L1 1 × 10− 4 − 1 × 102
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where y � 1/T 
T
t�1 yt and in this paper, training set t �

1, . . . , 90 and test set t � 91, . . . , 132 are adopted.
Along with the performance evaluation matrix men-

tioned above, several statistical tests [43, 44] are performed
in this study to ensure the superiority of the proposed
approach. -e Friedman test is used to examine if the ab-
solute percentage errors (APE) of the two models differ
statistically significantly. Once statistical significance has
been established, post hoc tests (nonparametric tests), such
as the Wilcoxon signed-rank test, can be employed to assess
if the APEs of the models change when compared to one
another (lower tail) [44, 45]. Wilcoxon’s null hypothesis
indicates that there is no difference in APE betweenmodels 1
and 2, but the alternative hypothesis states that model 1 has a
lower APE than model 2.

4. Experimental Results and Discussion

In this section, the preparatory analysis of steel industrial
data used in this study is demonstrated in Section 4.2. -e
performance of the adopted models and statistical tests for
test set errors are described in Section 4.3. Tables S1 and S2
represent the performance measurement indices of the 56
generated models.

4.1. Experimental Setup. A single computer (Asus X556U
with an Intel® Core (TM) i5−72000U, central processor unit
running at 2.50GHz, 8.0 GB of random access memory, and
an Nvidia GeForce 940MX graphics card) running the
Windows 10 operating system was used to create the
findings provided in Section 4. In order to implement the
machine learning approaches and ensemble methods, we
used the Python 3.6 programming language in conjunction
with the Spyder computing environment, which is included
in Anaconda.

4.2. Exploratory Analysis. Correlation analysis is a statistical
approach used to determine the connection between two nu-
merical variables. From an ML viewpoint, it indicates how the
features correspond to the outcome. However, it is challenging
to identify how features are interconnected. Data visualization
can help determine how individual featuresmight correlate with
the outcome. Pearson’s correlation coefficient is used to identify
the relationship between two variables in a statistical analysis. In
the range of +1 to −1, it means that there is no correlation at all,
+1 indicates that there is a perfect positive correlation, and −1

Input: Input dataset D � Xi, yi 
m
i�1 , where (X ∈ R, y ∈ Y),Θset is the set of optimal hyperparameter for each based regression

model, M is number of based model T.
Output: final forecast demand level Y

∧
f and performance indices.

Step 1: learn first-level base regression models;
/∗ Loop for train and evaluate the first-level individual /regressor ∗
for t←1toT do
Divide the dataset D into Dtrain and Dtest;
/∗ 70% data for training and validation, 30% for test set ∗ /
/∗ Leave-One-Out Cross-Validation ∗ /
for i←1 toK(K←size of Dtrain) do

Dval
i � Dtrain(i, : )⇒Dtrain

i � Dtrain/Dval
i ;

Train Mt with optimal hyperparameter set Θset on Dtrain
i ;

Predict the demand level for Mt with Dval
i : ht←Mt(Dval

i );

Step 2: create a new dataset from D;
for t←1 toT do
Create a new dataset Dm×l

′ � Xi
′, yi  for meta-regressor,

Where Xi
′ � h1, h2, . . . , ht , ht← output of ith model, l← number of based model;

Step 3: learn second-level regressor model;
/∗ Loop for train and evaluate the final-level meta-regressor model
∗ /for j←1 toK(K←size of Dtrain) do

D′valj � D′
train

(j, : )⇒D′trainj � D′
train/D′valj ;

Train the meta-model Hmeta with D′trainj using Θset;
Predict the demand level for Hmeta with D′valj ;

Test set D′
test are used for the prediction and performance measure (PHmeta) using Hmeta

return PHmeta;

ALGORITHM 4: Demand forecasting using Stacking Ensemble techniques using cross-validation.
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indicates that there is a perfect negative correlation, according to
the definition. After the Yeo–Johnson transformation has been
performed to the training data set, the correlationmatrix for the
exploratory variables is shown in Figure 2. Figure 2 depicts the
color scale of its association, which is represented on the right-
hand side of the illustration. -e light color indicates a close
relation of 0, whereas the intense color indicates a close relation
of +1 or −1. -e indicators (F1, F2, and F3) and the response
variable (Demand) are highly positively correlated. -us, the
increment or decrement in the value of one tends to increment
or decrement those that are highly correlated. However, indi-
cator (F5) is negatively correlated to the outcome (Demand),
indicating that if the number of holidays in a month increases,
the number of demands decreases and vice versa.

4.3. Evaluation of Proposed Models. In this study, the pro-
posed models are trained using a set of optimal hyper-
parameters achieving the maximum predictive performance
of each model achieved by grid search. -e steel production
data from January 2009 to December 2019, covering
132months, are taken as the training and testing sets.

Table 3 presents an overview of hyperparameters tuned for
each ML model, their explanation, and turning ranges. Table 4
represents the quantified results for selecting the best per-
forming preprocessing and the number of selected features and
ML models, where R2 with standard deviation is stated for
comparison. Table 5 summarizes each model’s capacity to
obtain the highest R2 using the suggested pipeline, along with
the optimal preprocessing and feature selection algorithms and
the number of selected features. In addition, Table 5 illustrates
the best-tuned hyperparameters using the grid search. -e
analysis of Table 4 reveals that when suitable preprocessing is
used, various models produce superior outcomes.-e different
architectures of the MLP model are shown in Table 6. Table 7
summarizes the performance metrics used to evaluate each
model, which include R2, MAE, RMSE, and MAPE. When
either correlation-based or PCA-based feature selection is
applied, each model achieves the best results for filling missing
values, Yeo–Johnson transformation, and data normalization
(Tables 4 and 5). For SVR, the estimated accuracy of R2� 0.931
is obtained from preprocessed data and correlation-based
feature selection.

-e comprehensive experiments were performed on the
same dataset to get the best architecture for the MLP model.
Eight separate MLP models (Table 6) were implemented and
evaluated, with 1–7 hidden layers, where the number of
neurons served as a hyperparameter for selecting the best
numbers.-e experimental results in Figure 3 indicate that the
optimal architecture is the MLP layout with M� 4 hidden
layers (H1, H2, H3, and H4) and N1� 12, N2�12, N3�12, and
N4� 8 neurons. In addition, the presence of additional hidden
layers with fewer samples, like in the steel dataset, limits the
MLP model’s capability (Figure 3). Because of the limited data,
such as in the steel dataset, the wide depth of the MLP model
could be overfitted and cause gradient fading problems. Table 3
lists the optimal hyperparameters of the best MLP model. -e
models have used the ReLU activation function and Adam
solver. It was trained on 200 epochs with a constant learning

rate, batch size, and a regularization parameter of 0.01, 32, and
0.1, respectively. To reduce overfitting, the dropout layer was
used, randomly dropping 60% of neurons. -e highest accu-
racy R2 from the MLP model is 0.961 when we perform data
preprocessing and PCA-based feature selection. Similarly, the
ELM model with eight neurons in the hidden layer obtained
the best result. Table 3 lists the optimal hyperparameters of the
best ELM model. -e model used the ReLU as the transfor-
mation function of hidden layer neurons, and the optimal
regularization parameter was 0.001. -e best-estimated accu-
racy (R2) of the ELM model with preprocessed data and
correlation-based feature selection is 0.942.

Feature selection methods are used to improve the overall
performance of each model (correlation-based, PCA, and
ICA). It is possible to reduce the dimensions of a higher-di-
mensional space to a lower-dimensional space using PCA by
selecting the orthogonal projections with the highest variance.
-e ICA theory implies that data are only partly independent if
their variances across characteristics are larger than their co-
variance.-e number of computers being used has a significant
impact on PCA performance. Because the ICA-based feature
selection technique is used to find newly specified mutually
independent components, it is possible that correlation with
the desired output will be lost when the procedure is used to
discover new predefined mutually independent components.
Due to the fact that both PCA and ICA create new components
in an unsupervised manner, it is not possible to guarantee
greater performance on the steel dataset. Correlation-based
feature selection, on the other hand, takes into consideration
the relationship between quality and outcomes in order to
discover the most closely related features. As shown in Table 4,
the majority of models perform better when four features, F1,
F2, F3, and F6, are used.-ese four features were chosen using
a correlation-based feature selection technique.

Further improvement of demand forecasting was obtained
using regression ensemble models. Bagging (RFR), Boosting
(GBR and XGBR), and stacking (STACK) regression ensem-
bles were adopted to improve the performance of demand
forecasting. Table 5 presents the performance evaluation of the
adopted models. Furthermore, the results are sorted regarding
R2 in the ascending order for the test set results. Finally, the best
models present the lower RMSE and higher R2 in the test set.
RFR is the ensemble learner built-in unpruned decision tree,
and it reduced the effects of overfitting by combining multiple
trees. Table 5 shows the optimal hyperparameters for the RFR
model. -e best-estimated accuracy (R2) of the RFR model is
0.966 obtained from preprocessed data and PCA-based feature
selection. -e RFR performance of the models is better for
SVR,MLP, and ELM in terms of the RMSE, that is, it has lower
RMSE values. GBR and XGBR are also used to increase the
accuracy of forecasts. Extreme gradient boosting is a specific
variant of the gradient boosting strategy that discovers the ideal
tree model by employing a more exact approximation than the
conventional gradient boosting method. -e best-estimated
accuracy (R2) of the GBR model is 0.969, obtained from
preprocessed data and correlation-based feature selection. -e
XGBR can reduce the loss by showing an extreme gradient
capability.-e highest accuracy (R2) of XGBR is 0.974, and the
lowest RMSE is 0.151.-eRMSE of XGBR is significantly lower
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than the reference models and RFR and GBR. -e best
result of XGBR is obtained when a child’s minimum
amount of weight is less than 4, and a subsample ratio to
construct a tree is 0.7.

Finally, the stacking ensemble method is used for in-
tegrating multiple-base models in order to reduce prediction
errors to the smallest possible amount. According to the
results from the test set, level 0 of the STACK1 method is

F1 F2 F3 F4 F5 F6 D
em

an
d

Demand

F1
1

0.8

0.6

0.4

-0.4

-0.6

-0.8
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F3

F4

F5

F6

Figure 2: Correlation matrix for all influence features corresponding to the demand.

Table 4: Summary of all extensive experiments to select the best performing preprocessing feature selection methods with the number of
features and regression models.

ML method (s) Preprocessing Algorithm n_features Performance (R2)

SVR

Raw data N/A 6 0.898
Processed data N/A 4 0.919

Corr 4 0.931
PCA 4 0.923
ICA 4 0.923

RFR

Raw data N/A 6 0.918
Processed data N/A 4 0.929

Corr 4 0.966
PCA 4 0.967
ICA 4 0.952

MLP

Raw data N/A 6 0.845
Processed data N/A 4 0.911

Corr 4 0.957
PCA 4 0.961
ICA 4 0.950

ELM

Raw data N/A 6 0.841
Processed data N/A 4 0.849

Corr 4 0.942
PCA 4 0.887
ICA 4 0.909

GBR

Raw data N/A 6 0.934
Processed data N/A 4 0.944

Corr 4 0.969
PCA 4 0.949
ICA 4 0.934

XGBR

Raw data N/A 6 0.949
Processed data N/A 4 0.953

Corr 4 0.974
PCA 4 0.956
ICA 4 0.952

∗N/A�none. Note: the best approaches were shown in bold type.
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formed of the models ELM, GBR, and XGBR, with SVR as
the first model in level 1. For STACK2, the levels 0 and 1 are
made of ELM, GBR, and XGBR, with LASSO as the level 1
component. All of the models in Table A1 have the same
performance (R2) as the models numbered 14, 24, 33, 35, 45,
50, and 55. Model 35, on the other hand, is selected for the
STACK1 technique because its complexity is smaller than
that of other configurations, and it has the lowest MAPE. In
a similar process, the models numbered 33, 35, 50, and 56 in
Table A2 exhibit the same level of performance (R2). For the
STACK2 technique, model 35 is also picked because its
complexity is lower than that of other configurations, and it
has the lowest MAPE of any of the models tested. -e best-

estimated accuracy of STACK1 is 0.977, whereas the best-
estimated accuracy of MAPE is 0.445. In a similar vein, the
best-estimated accuracy of STACK2 is 0.977, and the best-
estimated accuracy of MAPE is 0.463. According to Table 7,
based on the findings of the test phase, the approaches based
on ensemble learning produced results that were compatible
with the objective of minimizing error.

Figure 4 illustrates the violin graph for the APE distri-
bution of each model that was utilized to produce predictions
for the test set, as shown by the APE distribution of each
model. -e mean APE is shown by the white dot in the center
of the chart. Ensemble-based techniques, as compared to
other models, significantly lower the APE to the absolute bare

Table 5: Best−-performing ML model and preprocessing and tuned hyperparameters with the highest possible accuracy (R2).

ML techniques Best preprocessing Best hyperparameters Performance

SVR

Processed data Corr (n_attributes: 4) C: 100 R2: 0.931
Kernel: RBF
Epsilon: 0.1

Gamma: 0.001

RFR

Processed data PCA (n_attributes: 4) n_estimators: 10 R2: 0.966
Criterion: mse
max_depth: 8

min_samples_leaf: 2
min_samples_split: 2

MLP

Processed data PCA (n_attributes: 4) initial_learning_rate: 0.01 R2: 0.961
Solver: Adam

learning_rate_adjustment: Constant
hidden_layer_sizes: (12, 12, 12, 8)

activation_functions: relu
Alpha (L2 penalty): 0.01

ELM
Processed data Corr (n_attributes: 4) n_neurons: (8) R2: 0.942

activation_functions: relu
Alpha: 100

GBR

Processed data Corr (n_attributes: 4) n_estimators: 250 R2: 0.969
max_features: Sqrt
min_samples_leaf: 2

max_depth: 2
learning_rate: 0.2

Loss: lad

XGBR

Processed data Corr (n_attributes: 4) cosample_bytree R2: 0.974
Subsample
reg_lamda
reg_alpha

min_child_weight
learning_rate

STACK (SVR)1 Processed data Corr (n_attributes: 4) C∶ 100 kernel: RBF R2: 0.977
STACK (LASSO)2 Processed data Corr (n_attributes: 4) Alpha (L1 penalty): 0.001 R2: 0.977

Table 6: -e different architectures of MLP with the corresponding number of hidden layers and the number of neurons in each layer.

Numerous architectures -e number of hidden layers and the number of neurons in each layer
Architecture1 H1 ∈ R8

Architecture2 H1 ∈ R8, H2 ∈ R12

Architecture3 H1 ∈ R4, H2 ∈ R8, H3 ∈ R12

Architecture4 H1 ∈ R12, H2 ∈ R12, H3 ∈ R12, H4 ∈ R8

Architecture5 H1 ∈ R12, H2 ∈ R12, H3 ∈ R8, H4 ∈ R12H5 ∈ R8

Architecture6 H1 ∈ R12, H2 ∈ R12, H3 ∈ R8, H4 ∈ R12H5 ∈ R4, H6 ∈ R12

Architecture7 H1 ∈ R8, H2 ∈ R8, H3 ∈ R12, H4 ∈ R12H5 ∈ R12, H6 ∈ R12, H7 ∈ R12

Complexity 13



minimum. In this way, we can show that a model (for the test
set) with lower metric values in Table 7 has a more stable APE
and less volatility than a model with higher metric values.-e
Friedman test established that the APEs for the accepted
models varied in the test set (χ27 � 72.1875, p − value< 0.05).
-is implies that there exist models with observed APE values
that are equal to or less than those of the others. In addition,
Table 8 depicts the results of the Wilcoxon signed rank test
(lower tail) for measuring the APE reduction of the assessed
models in the test set, in the presence of a statistically
significant difference as revealed by the Friedman test (χ27 �

72.1875, p − value < 0.05).
At the 5% level of significance, the APE of the STACK1

model is fewer than the APEs of the RFR, MLP, ELM, and
SVR models, as shown in Table 8. It is statistically equivalent
when the STACK1 model is compared to other models with
error rates at the 5% threshold of statistical significance. In

addition, when the 5% threshold of significance is utilized to
compare the models, Table 8 reveals that the APE of the
STACK2 model is lower than the APEs of the RFR, MLP,
ELM, and SVR models. Using the % level of statistical sig-
nificance, the STACK2 model is compared to other models,
and the errors are statistically equivalent. -is highlights the
advantages of the stacking ensemble models that we provide.
Ensemble-based models, on average, have a lower APE than
ELM and SVR. As a result, the ability of this approach to learn
the data could be described using smaller estimation errors
and variance between the ensemble methods than with the
others, confirming the validity of this methodology. At the 5%
level of significance, the APE of the STACK1 model is fewer
than the APEs of the RFR, MLP, ELM, and SVR models, as
shown in Table 8. When the STACK1 model is compared to
other models, the errors are statistically equal at the 5% level.
Similarly, Table 8 reveals that the APE of the STACK2 model

Table 7: Comparing stacking ensemble model with the best performing ML models.

Models R2 MAE RMSE MAPE
SVR 0.931 0.202 0.246 0.902
ELM 0.942 0.183 0.226 0.880
MLP 0.961 0.149 0.186 0.569
RFR 0.966 0.133 0.172 0.517
GBR 0.969 0.125 0.164 0.401
XGBR 0.974 0.120 0.151 0.619
STACK2 0.977 0.112 0.143 0.463
STACK1 0.977 0.112 0.144 0.445
-e best approaches were shown in bold type.
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Figure 3: Performance of several MLP architectures with the purpose of picking the optimal one with the maximum accuracy ((R)2), where
the best corresponding models are presented in Table 6.

0.0

STACK1 STACK2 XGBR GBR RFR MLP ELM SVR

0.5

1.0

1.5

2.0

Models

A
bs

ol
ut

e P
er

ce
nt

ag
e E

rr
or

 (A
PE

)

Figure 4: Violin plot to represent the APE of the models.
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Table 8: Wilcoxon signed rank test statistic (W) (lower tail) and p value for APE comparisons.

Model1 vs Model2 W p − value Model1 vs. Model2 W p value Model1 vs. Model2 W p value
STACK1 vs STACK2 3794 >0.05 STACK2 vs RFR 2947 <0.05 GBR vs RFR 3740 >0.05
STACK1 vs XGBR 4085 >0.05 STACK2 vs MLP 2882 <0.05 GBR vs MLP 3374 >0.05
STACK1 vs GBR 3383 >0.05 STACK2 vs ELM 2270 <0.05 GBR vs ELM 2897 <0.05
STACK1 vs RFR 3057 <0.05 STACK2 vs SVR 1901 <0.05 GBR vs SVR 2392 <0.05
STACK1 vs MLP 2856 <0.05 XGBR vs GBR 3814 >0.05 RFR vs MLP 3857 >0.05
STACK1 vs ELM 2213 <0.05 XGBR vs RFR 3462 >0.05 RFR vs ELM 3048 <0.05
STACK1 vs SVR 1843 <0.05 XGBR vs MLP 3144 <0.05 RFR vs SVR 2372 <0.05
STACK2 vs XGBR 4023 >0.05 XGBR vs ELM 2720 <0.05 MLP vs ELM 3222 <0.05
STACK2 vs GBR 3333 >0.05 XGBR vs SVR 1957 <0.05 MLP vs SVR 2593 <0.05

ELM vs SVR 3657 >0.05
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Figure 5: Continued.
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Figure 5: Correlation-based comparison between predicted demand and actual demand during the testing phase (a) SVR, (b) ELM, (c)
MLP, (d) RFR, (e) GBR, (f ) XGBR, (g) STACK2, and (h) STACK1.
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is less than that of the RFR, MLP, ELM, and SVR models at
the 5% level of significance. When the STACK2 model is
compared to other models, the errors are statistically equal at
the 5% level.-is demonstrates the advantages of the stacking
ensemble models we proposed. Ensemble-based models, on
average, have a lower APE than ELM and SVR. -us, the
capacity of this method to learn the data could be expressed
using lower estimation errors and variance between the en-
semble methods than with the others, demonstrating the
correctness of this approach.

Furthermore, a relationship between the actual and
predicted demand was established. Figures 5 and 6 show
these techniques for better understanding. Figure 5 shows
the correlation-based comparison between actual and
predicted demand levels for both reference models and
regression ensemble models. Figure 6 provides a pictorial
view of actual vs predicted demand. Figure 6 shows that
the demand pattern arbitrarily fluctuates because of the
impact of the variables affecting it.

As shown in Figures 5 and 6, models that are capable of
providing predictions that are consistent with the observed
values are able to learn from data behavior. -e improved
performance attained during the training phases is main-
tained during the test phases, suggesting that the regression
ensemble methodology is reliable in terms of achieving
established predictions.-is is supported by the capability of
machine learning models to manage nonlinearities and
model the complicated interaction between response vari-
ables and input features.

5. Conclusions

Precise demand forecasting significantly influences improv-
ing the performance and durability of the steel industry. -is
study compares the predictive performance of STACK, GBR,
XGBR, and RFR regression ensembles and the MLP, ELM,
and SVR referencemodels. In order to improve the prediction
performance of regression ensemble models, data preparation
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Figure 6: Graphical representation of actual vs predicted demand obtained by (a) SVR, (b) ELM, (c) MLP, (d) RFR, (e) GBR, (f ) XGBR, (g)
STACK2, and (h) STACK1 models, respectively.
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and feature selection procedures are critical. -e proposed
preprocessing scheme improves the raw dataset quality, where
filling the missing values and data standardization are the
main concerns. -e Yeo–Johnson transformation is used to
influence the features and response variables. While PCA and
ICA solely focus on interfeature redundancy, correlation-
based feature selection might improve interfeature correla-
tion. Hyperparameters are tuned to find the optimal
hyperparameter set for eachML technique using a grid search
algorithm. -e best-performing models are combined in
STACK1 to form level 0. SVR with linear kernels and LASSO
regressions are adopted as meta-learners in level 1. -e
Friedman and Wilcoxon signed-rank tests (lower tail) are
used to validate the models’ APE differences. Regarding the
findings, two models may be used to forecast one month as
follows: STACK1 (ELM+GBR+XGBR-SVR) and STACK2
(ELM+GBR+XGBR-LASSO). -e test set results demon-
strate that ensemble approaches outperform single models,
notably the STACKmodel, in forecasting demand in the steel
industry.

Future research will (i) develop other ensemble tech-
niques and integrate other ML regression techniques into
the ensemble; (ii) include other influence variables such as
occasion and political factors; (iii) collect more information,
in this case only 132months of production data are used; and
(iv) extend to other industrial fields to evaluate their gen-
erality and flexibility to predict several types of demand.
[36, 46, 47].
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Caricatures can help to understand the perception of a face. *e prominent facial feature of a subject can be exaggerated, so the
subject can be easily identified by humans. Recently, significant progress has been made to face detection and recognition from
images. However, the matching of caricature with photographs is a difficult task. *is is due to exaggerated features, repre-
sentation of modalities, and different styles adopted by artists. *is study proposed a cross-domain qualitative feature-based
approach to match caricature with a mugshot. *e proposed approach uses Haar-like features for the detection of the face and
other facial attributes. A point distribution measure is used to locate the exaggerated features. Furthermore, the ratio between
different facial features was computed using different vertical and horizontal distances. *ese ratios were used to calculate the
difference vector which is used as input to different machine and deep learning models. In order to attain better performance,
stratified k-fold cross-validation with hyperparameter tuning is used. Convolution neural network-based implementation
outperformed the machine learning-based models.

1. Introduction

A picture is worth a thousand words—a truth that is derived
from experience [1]. It refers that an image can convey
complex and even multiple ideas in a more effective way as
compared to verbal description. Cartoons and caricatures
are designed by artists to represent a short story or theme
within an image. A cartoon is a nonrealistic or sometimes
semirealistic style to interpret or visually explain some
concept. According to Kleeman, cartoon is enjoyable for
someone if he understands the cartoonist’s viewpoint [2].
James Gillray has been known as the founder of political
cartoons [3]. Apparently, caricatures and cartoons are en-
tirely similar in nature. Caricatures and cartoons can be
sketched either by some humans or by a computer. *e
element of verisimilitude makes a caricature different from
the cartoon. Caricatures are always of real persons, while the
cartoon can be fabricated for unrealistic persons. Caricature
is an image of a person (politician or someone famous in the
public) made by an excessive depiction of some charac-
teristics of the person. Caricatures, in nature, capture the
physical traits of some person which are exaggerated for

humorous effects. For example, if the ears of a person are
much prominent than an average one, then ears will be
portrayed much larger than common.

*e human brain can identify the person depicted in a
caricature more quickly as the exaggerated features act as an
eye-catcher and thus help to identify the person in a short
time (Figure 1). According to [5], well-designed caricatures
are more easy to recognize than perfect portraits.

Researchers have designed different applications and
algorithms for face detection and recognition [6]. Most of
these applications work for heterogeneous face recognition.
However, these techniques are not appropriate for recog-
nizing a person from caricatures.

*is work tackles the problem of matching a caricature to
a mugshot using different machine and deep learning algo-
rithms. In order to match caricature to a photograph,
qualitative facial attributes are defined. *e qualitative facial
features such as forehead height and width and nose height
and width were used to encode the physical appearance of the
face. *ese qualitative features help to determine whether a
face is a mean face or digressed from a mean face. We
proposed statistical learning techniques to measure the
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weights of these features.*ese features were used inmachine
and deep learning algorithms to detect and recognize a face.

In this work, different approaches were discussed to
match caricature with a mugshot. *e contributions of this
study are described as follows:

(i) Some features are more explanatory for caricatures
when compared with photographs. For this reason,
analytical representation of facial components of
caricature and photographs was used.

(ii) We employed Haar-like features to tackle the
challenge of facial feature extraction from exag-
gerated artistic work in caricature.

(iii) In order to detect facial landmarks, different hori-
zontal and vertical distances were computed using
the Euclidean distance. Moreover, we devised dif-
ferent thresholds for different facial attributes to
detect face shape and to incorporate maximum
features for better performance.

(iv) Attribute-based proportionality technique was used
to minimize the cross-domain differences.

(v) A difference vector was computed based on quali-
tative features. *en different machine and deep
learning-based algorithms were employed to char-
acterize the performance.

*e rest of the paper is organized into different sections.
Section 2 describes the heterogeneous face recognition and
role of facial attributes. Section 3 discusses related work.
Section 4 describes the proposed technique used in this work.
Results and evaluations of the proposed method are elabo-
rated in Section 5. Section 6 gives the conclusion of this study.

2. Heterogeneous Face Recognition

Heterogeneous face recognition (HFR) is a known paradigm
for face recognition and matching of different modalities.
One of the major applications of HFR is sketch-based face
recognition (SBFR) which deals with matching facial
sketches to photographs. SBFR can be classified on the basis
of how the sketches are produced. *ere exist four widely
used categories of sketches (Figure 2):

(i) Viewed sketches: mugshots are referred to as artists
(Figure 2(a))

(ii) Forensic sketches: hand-drawn sketches on the basis
of witnesses (Figure 2(b))

(iii) Composite sketches: made by experts by using
specific software (Figure 2(c))

(iv) Caricature sketches: sketches with exaggerated facial
features (Figure 2(d))

*e eigen-transformation algorithm which was pro-
posed by Tang andWang [11] is the foundation of synthesis-
based HFR techniques. In the HFR system, the first step is to
characterize face images in different modalities. *e most
common representations of the face are holistic, patch-
based, component-based, and analytics (Figure 3).

Each face part (e.g., mouth, nose, eyes, and lips) can be
represented independently using component-based repre-
sentations [14] (Figure 3(a)). *is can help to separately
measure the features of each component in the matching
process. Match score among two face images can be pro-
duced by some component-fusion scheme. *e capabilities
of both linear and nonlinear misalignment across modalities

Figure 1: Examples: photos and corresponding caricatures. For each subject, the first column contains a photo, and the next 3 columns
contain caricatures by different caricaturists [4].
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can be improved when components are detected correctly
and matched [14].

Face image can also be represented by a single vector
using global holistic representations [15]. *e appearance of
each image is encoded in patches with a feature vector for
each patch in patch-based holistic representations
(Figure 3(b)).*ere exist a variety of approaches to use these
patches, for example, learning a classifier per patch [16] or
concatenation as a large feature vector [11]. *is approach
can encode all information of available appearance. How-
ever, a high-dimensional feature vector can have sensitivity
for expression and alignment variations which can result in
overfitting [17].

In analytical representations, the face is modeled geo-
metrically by detecting facial components and fiducial points
on the face [18] (Figure 3(c)).*is representation is relatively
invariant to modality when fitting a model to a face in
different modalities. However, it can require human in-
volvement to avoid ineffectiveness in face-based model
fitting. Moreover, it does not support facial expressions [18].

3. Related Work

*is section presents the previous work related to feature-
based heterogeneous face recognition for caricature and
sketch. In HFR, feature-based approaches concentrate on
developing a feature descriptor for the images. *ese feature

descriptors are unvarying to the modality but varying to the
identity of the person.*e popular image feature descriptors
are Gabor transform, scale-invariant feature transform
(SIFT) [11], local binary pattern (LBP) [19], and histogram
of averaged oriented gradients (HAOG) [20]. Sketch and
photographs are matched directly after they are encoded
using one of these descriptors. Table 1 summarizes the
recognition approaches used in feature-based HFR.

SIFT features offer a compact vector representation of
the image. Klare et al. [11] proposed an invariant SIFT
feature-based method to match sketches and photographs.
*eymodeled SIFTfeature vectors from the mugshot images
and concatenated them jointly for sketches and mugshot
images. *en, Euclidean distances are estimated between
concatenated SIFT feature vectors of both sketch and
mugshot images for nearest neighbor (NN) matching.

Bhatt et al. [23] proposed a method based on extended
uniform circular LBP descriptors. *ey also employed a
weight optimization technique based on genetic algorithm
(GA) [26] to seek optimum weights for each facial patch.
Lastly, NN matching is executed by using the chi-square
distance measure.

A self-similarity descriptor was proposed by Khan et al.
[21]. Features were extracted individually from local regions
of photographs and sketches. A small image patch is cor-
related within its larger neighborhood to obtain the self-
similarity features. Self-similarity reduces the modality gap

(a) (b) (c) (d)

Figure 2: *e first row is of sketches and the second row is of mugshot photos. (a) A composite sketch created using the software FACES
[7, 8]. (b) Viewed sketch [9]. (c) Forensic sketch [9]. (d) Caricature [10].

(a) (b) (c)

Figure 3: (a) Five facial components corresponding to the eye, eyebrow, cheeks, nose, and mouth. (b) Patch-based holistic representation
[12]. (c) Analytical representation with fiducial points [13].
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since it remains comparatively invariant to the sketch-
photograph modality variation.

Galoogahi et al. [24] proposed Local Radon Binary
Pattern (LRBP) as a new face descriptor. *is descriptor was
helpful to directly match sketches and mugshots. In this
framework, the mugshots are transfigured into Radon space.
Afterward, these transformed images are encoded by LBP.
As a final step, LRBP is computed by concatenating the
histogram of local LBPs. A distance measurement based on
pyramid match kernel (PMK) [27] is used to perform
matching.

Another face descriptor was introduced by Zhang et al.
[16] on the basis of coupled information-theoretic encoding.
*is descriptor uniquely captures discriminative local facial
structures. *us, a coupled encoding was obtained through
an information-theoretic projection tree. Klare et al. [11]
combined their SIFT descriptor with a common represen-
tation space strategy which was projection-based. *is im-
provement was made on the assumption that even though
direct comparison of sketches and mugshots is not possible,
the distribution of interface similarities will be comparable
within the mugshot and sketch domain. Consequently, for
each sketch and mugshot, re-encoding is performed to
obtain a vector of their Euclidean distances for the training
set of sketches and mugshots accordingly. *is common
representation acts as the invariant to modality.

*e caricature recognition task is similar to forensic
sketch recognition. Besides the modality shift challenge, they
hold either incomplete or imprecise information due to the
judgment based on witness’ personal feelings and opinions,
and shortcoming of memory. A system for automatically
matching sketches to photographs was proposed by Uhl et al.
[28]. *ey geometrically standardized the sketch and
mugshot to assist comparison after extracting the facial
features from sketches and mugshots. As the final step, eigen
analysis was performed for matching. Although their
method was outmoded as compared to modern methods,
they attracted researchers towards forensic sketch and
caricature-based face recognition problems. A study was
carried out by Klare et al. [8] in which they introduced an
approach that utilized projection-based and feature-based
contributions. *ey presented a framework named local
feature-based discriminant analysis (LFDA). In LFDA, they
independently represent both photos and sketches using
SIFT and multiscale local binary patterns (MLBPs).

*e algorithm proposed by Bhatt et al. [19] combines the
projection- and feature-based contributions to enhance

recognition achievement. *ey encoded structural infor-
mation in local facial regions by using multiscale circular
Webber’s local descriptor.

Generally, it is considered that the caricature recognition
problem can be solved by sketch recognition methods.
During earlier research, a semantic face graph was proposed
to match facial mugshots that were converted into carica-
tures [29]. A photograph is transformed into a sketch (or
vice versa) so that cross-modal differences could be elimi-
nated. Different face recognition methods can be employed
in this transformation (photograph to sketch or sketch to
photograph) [30]. *e cross-model differences are com-
paratively more than that of view-based sketches (sketches
drawn from a photograph). For this purpose, the photo-
graphs and sketches are encoded into a common space
MLBP [31] and SIFT [32] descriptors. Weights are allocated
to facial regions by using a multiscale circular Weber’s
descriptor [19]. To minimize cross-domain gaps, 68 facial
attributes were proposed [33]. However, automatic extrac-
tion of these facial features was left unsolved. A midlevel
attribute representation was used to define a method for
cross-modality matching [34].

For caricature and photograph matching, there are some
commonly used datasets for benchmarking (Table 2). Each
dataset consists of pairs of photographs and caricatures/
sketches. However, these datasets differ based on viewed
sketches, drawn by an artist, and the sketches drawn by using
the software.

*e existing work seems to be tedious due to the ex-
traction of facial attribute features. *e attribute features
used are labeled by humans [33]. Based on these features,
support vector machines (SVMs), multiple kernel learning
(MKL), and logistic regression (LR) were applied to estimate
the similarity level of a photograph and a caricature. A
method to extract the facial attribute features from a pho-
tograph was proposed by Klare et al. [9]. However, manual
work was done to identify the attribute features of carica-
tures. *ey used a genetic algorithm to find the weights of
these attributes.

In most of the existing work, facial attributes were la-
beled manually for caricatures. In this study, qualitative
feature extraction is performed automatically. We tried to
minimize the cross-domain differences by using attribute-
based proportionality. Furthermore, exaggerated features
are difficult to handle in Haar-like features. *erefore, we
employed qualitative feature matching using machine and
deep learning techniques.

4. Methodology

*is section presents the methodology adopted to match
caricature with a mugshot. Face detection is the most
fundamental and essential part of the face recognition
process. Caricature face detection is distinct from that of face
detection from mugshots. *e reason is that caricatures do
not preserve facial features to a massive scope. Moreover, the
variations may occur in caricatures regarding the artistic
style. *erefore, facial feature extraction and face detection

Table 1: Feature-based HFR matching methods.

Features Recognition approach Publication
SIFT NN [11]
Self-similarity NN [21]
Gabor shape NN, chi-square [22]
HAOG NN, chi-square [20]
EUCLBP Weighted chi-square [23]
LRBP NN, PMK, chi-square [24]
CITE PCA+LDA [16]
Geometric features K-NN [25]
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in caricature are much complicated as that of mugshots or
other photos.

Different techniques can be employed due to variations
in the properties of caricatures and photographs. *ese
variations are differences in resolution, color, and skin
textures. Figure 4 shows the proposed methodology. *e
most basic step is to identify the qualitative features of
photos and caricatures. *ese qualitative features are eval-
uated to check the matches. Higher values signify the correct
matching of photographs and caricatures. Numerical
encoding of features is comparatively different due to ex-
aggerated features in caricature. For example, a wider nose is
exaggerated by the artist to make it prominent. *us, car-
icatures can grab and exaggerate the prominent features of a
person/face while the unimportant features are discarded.
*e artists outline the caricature by drawing face outlines
such as lips, eyes, and nose in physically exact locations with
few exaggerations to make it funny but identifiable. Fur-
thermore, some other basic attributes such as hairstyle (or
some special cap/turban), beard, eye-glasses, and mole are
also drawn to distinguish the caricature. For this reason, we
used some qualitative facial features.

Caricature and photographs can have noise or blur
images. Preprocessing is performed in order to match
caricatures with photographs. *is step removes noise,
converts photos to grayscale, and normalizes the size with
respect to eye and mouth coordinates. *en, the Haar
cascade classifier was employed to detect faces from cari-
catures and photographs using the Haar features [35]. *e
reason to use this algorithm is the high detection rate and
fast processing. *is technique integrates different classifiers
which can eliminate nonface regions within an image.
Moreover, the AdaBoost algorithm is used in this approach
to take important features.

First, fewer explanatory features in face appearance [36]
are observed. *ese less explanatory features are useful for
caricature recognition. *ese features include head shapes
(i.e., oval, rectangle, circle, square, heart, or triangle) (Fig-
ure 5). In addition to head shape features, some facial at-
tributes such as nose (Figure 6) and eye shapes (Figure 7) are
used. We focused on extracting eyes, nose, lips, and chin
from the image (Figure 8). Moreover, we calculated the sum
of pixels in a feature window by integral image concept to
avoid the summing up individually. More training data are
required to extract the facial features from caricatures
(Figure 9).

Facial landmarks play an important role to determine
facial features. *e distances between these landmarks are
the key information that must be used effectively. *e
horizontal and vertical distances (Figures 10 and 11)

between different facial attributes are important in carica-
ture recognition. *e reason is these features are also ex-
aggerated by an artist to create a caricature.

To determine the shape of the face, wemarked horizontal
distances between some facial landmarks (Figure 12) which
are H1, H2, H3, H4, H5 and vertical distances from the re-
spective horizontal line to the Y-coordinate of the deepest
landmark present at the chin as V1, V2, V3, V4, V5.

Horizontal distances H1, H2, H3, H4, H5 are computed
using Euclidean distance as follows:

Hi �
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2



, 1≤ i≤ 5. (1)

Vertical distances V1, V2, V3, V4, V5 are calculated using
the following equation:
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, 2≤ j≤ 5. (2)

Index of minimum and maximum horizontal distance
Nmin and Nmax from H2, H3, H4, H5 is calculated using
equation (3) and equation (4), respectively.

Nmin � argn min H2 H3


H4|H5 ≤ 0.95H1 , (3)

Nmax � argn max H2 H3


H4|H5 ≤ 0.95H1 . (4)

Nmax is used to find maximum horizontal distance and
relevant vertical distance using equation (5) and equation
(6):

Hmax � HNmax
, (5)

VHmax
� VNmax

. (6)

*en two ratios r and t are computed the following
equations:

r �
VHmax

Hmax
, (7)

t �
V5

V2
. (8)

Next, a threshold value of 0.35 is used to determine the
category of the face. If t is less than equal to 0.5, then the face
shape is square; otherwise, it is rectangle.

if r≤ 0.35 then
if t≤ 0.5 then
Face is Square
else
Face is Rectangle
end if
end if

If the ratio r≥ 0.35, then θ1 and θ2 are computed using
the following equation:

Table 2: Existing datasets for caricatures.

Dataset information
Subjects Images

Klare et al. [33] 196 392
Abaci and Akgul [9] 200 400
Mishra [4] 100 Caricature: 8,928, face: 1,000
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θ1 � arctan
y3 − y4

x3 − x4
 ,

θ2 � arctan
y4 − y5

x4 − x5
 .

(9)

*en r is recalculated as

r �
θ1 − θ2




65
, (10)

and face shape is recognized by

if r≤ 0.35 then
if t≤ 0.5 then
Face is Circle
Else
Face is Oval
end if
else

Face
detection

& Face
Alignment Landmark

Detection

Qualitative
Feature

Extraction

Histogram
Representation

Photograph

Caricature

Face
detection

& Face
Alignment

Matching

Landmark
Detection
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Feature

Extraction

Histogram
Representation

Difference
Vector Classifier

Figure 4: Overview of the proposed model for caricature identification.

(a) (b) (c) (d)

(e) (f )

Figure 5: Features: generally less explanatory for photos but much explanatory for caricatures. (a) Square face, (b) rectangle face, (c) circle
face, (d) oval face, (e) heart face, and (f) triangle face.
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if t≤ 0.5 then
Face is Heart
else
Face is Triangle
end if
end if

Furthermore, a difference vector is calculated for each
possible pair of caricatures and photographs in the training
set.*e difference vector is marked as +1 and −1 for true and

false match of caricature and photograph, respectively.
Suppose (Zi, ti), Zi ∈ R, ti ∈ −1, +1{ }, i � 1, 2, . . . , n  are
the n-pair of difference vectors. ti is +1 if Zi is a difference
vector for a true match of caricature and photo. ti is set to −1
for false match. *us, for n-subjects in the training set,
positive samples for true matches are n, whereas negative
samples for false matches are n2 − n.

For improved qualitative feature matching mechanisms,
machine learning approaches for the selection and weighting
of feature subsets are employed. In this study, we compared
the performance of LR, SVM, MKL, and convolutional

(a) (b) (c) (d)

(e) (f ) (g) (h)

(i)

Figure 6: Nose shapes: (a) Grecian nose (drops straight down from the forehead), (b) Roman nose (slightly aquiline), (c) Aquiline nose
(eagle-like convex), (d) droopy nose (tip very low, an effect of aging), (e) hooked nose (broken profile), (f ) button nose (rounded and small,
tip turns up so slightly that nostrils are not visible), (g) upturned nose (concave), (h) snub nose (aka blunt, short, and upturned, mostly found
in Asians), and (i) funnel nose (African nose, nostrils pass over to the bridge).
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neural network (CNN) for matching. LR searches for a
function that outlines the difference vectors to numerical
labeling (here these are +1 or −1). A similarity score is
obtained as an output. Similarity value is computed as

f(Z) � Xα − log(exp(Zα) + 1), (11)

where Z is the difference vector between a caricature and a
photograph.*e drawback of the LRmethod is it works only
for the linear dependency of features. For this reason, MKL
and SVM are employed to work with nonlinear depen-
dencies [37].

For n training images, a set of base kernels is
Fi ∈ Rn×n, i � 1, 2, . . . , 25 . To combine these base ker-
nels, the coefficient q � (q1, q2, . . . , qr)

T ∈ Rr
+ is used. *e

kernel matrix is F(q) � 
r
i�1 qiFi. Convex-concave optimi-

zation of the MKL dual formulation is used to get the co-
efficient vector q [38]. MKL is used with the nearest
neighbour.*is helped to obtain the weighted differences for
each feature vector. SVM algorithm is used with a single
kernel utilizing all feature components at the same time [39].

Moreover, this study also employs CNN for caricature
and photograph matching. Input images are resized and

(a) (b) (c) (d)

(e) (f )

Figure 7: Eye shapes: (a) almond eye, (b) round-shaped eye, (c) small eye, (d) downturned eye, (e) upturned eye, and (f) deep set eye.

Figure 8: Haar features for facial attributes.
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padded to size 224 × 224.*en these images are converted to
grayscale. *ese transformed images are used as input to
CNN. *e proposed CNN architecture consists of ten
convolutional layers, five pooling layers, and one fully
connected layer. Max operator is applied in four pooling
layers and the last max-pooling layer uses average. *e
approximation of a large filter is obtained by applying several
small filters. Also, the number of parameters is turned down
by eliminating the redundancy of fully connected layers.

5. Results and Discussion

*is section discusses the results of techniques used tomatch
caricature with a photograph. Google Colab is used for the
implementation of machine and deep learning models.
Google Colab is a free online cloud-based Jupyter notebook
environment having high computational power. We used
the IIIT-CFW database [4].*ere are 8929 cartoon faces and
1000 genuine faces of 100 renowned personalities. For
training, 80% of the dataset is used and the rest of the dataset
is used for testing.

We employed stratified 10-fold cross-validation and
hyperparameter tuning to find the best parameters for each
approach. Stratified k-fold cross-validation helps to measure
the performance by splitting the dataset into k subsets. One
of these subsets is taken as a testing subset and others as
training subsets. *is procedure is iterated k times for
different subsets. Stratified k fold cross-validation divides the
data such that the proportions between classes are the same
in each fold [40]. *e machine and deep learning models

were retrained for the best parameters obtained using
hyperparameter tuning.

Figures 13 and 14 show the result of the proposed model
using precision, recall, F1-scores, and normalized confusion
matrix of five celebrities selected from the dataset. *e
proposed model has a high value of precision and recall
(Figure 13). *is means the proposed model has a low false-
positive rate and a low false-negative rate. Diagonal values in
the normalized confusion matrix also validate the perfor-
mance of the proposed model (Figure 14).

Moreover, receiver operating characteristic (ROC) and
cumulative match characteristic (CMC) analysis are used to
evaluate the performance.*e ROC analysis is made by true-
positive rate (TPR) versus false-positive rate (FPR). TPR and
FPR calculations are given in equations (12) and (13). *e
accuracy is computed using equation (14).

TPR �
true positive

true positive + false negative
× 100, (12)

FPR �
true negative

true positive + false negative
× 100, (13)

accuracy �
TPR + FPR

2
× 100. (14)

*e results of TPR at fixed FPR of 1% and 10% are listed
in Table 3.

*e CMC curve shows the caricature recognition accuracy
(Figure 15). CMC evaluates the frequency that a caricature is

Figure 9: Haar features for facial attributes in caricatures.
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matched with the same identity when it is searched in a dataset
of photos.*e ranks are plotted at theX-axis and the frequency
percentage is plotted at the Y-axis.*e percentage of times that
at least one out of the top n matches in the dataset is the same
caricature is plotted as the frequency at Rank n.*e Rank 1 and
Rank 10 scores are listed in Table 4. Our proposed approach
attained approximately 78% accuracy using CNN.*e existing
study attained 74% accuracy [33]. *e reason for improved
performance is using proportionality for facial features.

However, the existing study used different weights for facial
features.

Testing is performed by training the algorithm only on
photographs (without caricatures). It is observed that when
knowledge is transferred from the mugshot domain to the
caricature domain, the results are improved a certain percentage.
We can infer the importance of different qualitative features with
the help of vector estimation.We can find the important features
using the assigned weights to these qualitative features.

Figure 10: Horizontal distances between landmarks for basic facial attributes.
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Figure 11: Vertical distances between landmarks for basic facial attributes.

Figure 12: Basic distances between facial landmarks to determine the face shape.
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6. Conclusion

Caricature face detection and feature extraction required
extensive effort because of misalignment problems due to
exaggeration of facial features. *is study proposes a cross-
domain facial qualitative feature matching of caricature with
photographs. Haar was employed to detect and extract the
facial features from caricatures and mugshots. Euclidean
distance was used to compute vertical and horizontal dis-
tances to calculate the ratio between different facial attri-
butes. A difference vector based on qualitative features was
designed which is used as input for different machine and
deep learning algorithms. *e proposed approach using
CNN performed better when compared with other tech-
niques and attained approximately 78% accuracy. In the
future, we are interested to identify and match pose variant
caricatures using different machine and deep learning
techniques.
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A personalized recommender system is broadly accepted as a helpful tool to handle the information overload issue while
recommending a related piece of information. +is work proposes a hybrid personalized recommender system based on affinity
propagation (AP), namely, APHPRS. Affinity propagation is a semisupervised machine learning algorithm used to cluster items
based on similarities among them. In our approach, we first calculate the cluster quality and density and then combine their
outputs to generate a new ranking score among clusters for the personalized recommendation. In the first phase, user preferences
are collected and normalized as items rating matrix. +is generated matrix is then clustered offline using affinity propagation and
kept in a database for future recommendations. In the second phase, online recommendations are generated by applying the
offline model. Negative Euclidian similarity and the quality of clusters are used together to select the best clusters for rec-
ommendations. +e proposed APHPRS system alleviates problems such as sparsity and cold-start problems. +e use of affinity
propagation and the hybrid recommendation technique used in the proposed approach helps in improving results against
sparsity. Experiments reveal that the proposed APHPRS performs better than most of the existing recommender systems.

1. Introduction

Recommender systems (RSs) play a vital role in the adaptive
web utilizing sophisticated algorithms to reduce the ever-
growing information load. Ricci et al. [1] have defined rec-
ommender systems, software tools, and techniques, which
provide choices to the user for a product selection. During the
past decade, the recommender system has been used in
several research domains, for example, information retrieval,
cognitive science, e-commerce applications, knowledge

management systems, and approximation theory [2, 3]. With
the popularity of social media, such product recommender
systems are getting intelligent, as they often incorporate user’s
comments about a particular product as input and update
their underlying algorithms accordingly. However, due to the
speedy growth of Internet technologies, web data is growing
enormously; therefore, fetching relevant data from hetero-
geneous resources has become a difficult task [4]. Recom-
mender system is an effective technology in helping users to
tackle this problem by automatically recommending the
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related information based on their personalized preferences,
which are usually stored in a user profile.

Personalized recommendations are commonly presented
as the items being rated.While carrying out this rating, the RS
attempts to predict the most appropriate items on the basis of
the user’s preferences along with other recommendation
parameters that vary from portal to portal. To predict an
appropriate list of choices, RSs fetch user rating information
and translate that to the user-item matrix.

+e job of a current day recommender system is to
predict item ratings and then make a recommendation close
enough to the user preference. +e ever-first system of
recommendation named Tapestry [5] was developed in the
mid 1990s. +e most common research papers are focused
on movie recommendation studies [6]. However, a great
volume of the literature about the RS can be found to
recommend music [7–9], best television show [9], best book
to read [10], related document fetching in e-learning [11],
knowledge system management [12], e-commerce [13],
applications in markets [14], and web search [15].

RSs can be divided into three main categories, including
collaborative filtering (CF) and content-based and hybrid
methods [16]. Content-based filtering (CB) recommenda-
tions are based on the past decisions of users. +e content-
based filtering is efficient in finding text and items related to
a certain interest by using techniques such as Boolean
queries, though it has some limitations too. +e content-
based techniques often have the problem of lack of diversity
in items recommendation [17]. In literature, content-based
approaches are widely used in information retrieval [3] and
information filtering [18] research. Some approaches used in
content-based systems are News Weeder [19], Info Finder
[20], and News Dude [21].

Collaborative filtering (CF) gathers ratings of users as
opinions about certain items. +e recommendation depends
on the opinion of the user similarities and dissimilarities to the
active user (neighbor) [22]. +ey aim that the collected in-
formation can be very effective for new recommendations.+e
collaborative filtering techniques are found to be much ef-
fective; however, it has some limitations too. One of its lim-
itations is that the user rating analysis may be minimum; thus,
the quality to recommend something would be poor. Also,
collaborative filtering has common issues of sparsity, cold-start
problem, and new user problem [23, 24]. Collaborative fil-
tering algorithms are further categorized intomodel-based and
memory-based algorithms [25]. Memory-based techniques
like user-based KNN [26] use the whole user-item rating to
locate k nearest neighbors for the active user and then use the
ratings of these neighbors to generate recommendations.
However, memory-based collaborative filtering (CF) algo-
rithms are not scalable as the size of users grows. In contrast,
model-based techniques like clustering [27] and Bayesian
model [28] build a model first from the rating matrix and then
use it for generating recommendations. +e downside of the
model-based algorithm is that the model must be rebuilt after
adding a new to the rating matrix. To combine the strengths of
the two stated approaches, a hybrid of model-based and
memory-based techniques like Region KNN [25] and clus-
tering-based KNN [28] can be used.

Hybrid recommender systems are the systems that
combine the features of two or more recommendation
techniques; for example, content-based and collaborative fil-
tering [29] are combined for the aim of using the powers of
these techniques and overcoming the weaknesses of any in-
dividual technique [30, 31]. +e hybrid recommender system
can be much efficient for increasing prediction accuracy.

In this paper, a hybrid approach has been proposed that
combines collaborative filtering and content-based filtering for
improving prediction accuracy and valid recommendations.
Moreover, our proposed system uses both the model-based
and memory-based features of collaborative filtering for
clustering the user similarity and user-item rating matrix,
respectively.+e algorithmwe have proposed for our system is
a clustering algorithm named affinity propagation [32]. Af-
finity propagation algorithm produces clusters in a more ef-
ficient and accurate manner and hence provides better
recommendations as compared to the baseline clustering al-
gorithms. +e main contributions of this work are as follows:

(i) +e use of affinity propagation algorithm that is
effective in case of sparse datasets.

(ii) A hybrid recommendation technique to improve
the prediction and recommendation accuracy.

(iii) While utilizing the features of CF techniques, unlike
classical CF recommenders, we combine the density
of a cluster with the similarity measure to select a
range of clusters for the generation of recommen-
dations. +is way of picking clusters gives the active
user a decent set of auxiliary recommendations.

+e remainder of this paper is organized as follows. In
Section 2, some of the related works are presented. Section 3
briefly describes the affinity propagation technique. Section
4 is reserved for the proposed system. In Section 5, we have
explained the experimental setup and findings of our pro-
posed APHPRS. Finally, in Section 6, the paper is concluded.

2. Related Work

Recommender systems focus on presenting the most rele-
vant information to the users. In literature, different rec-
ommender systems are available that are developed for
various application domains. +ese recommender systems
are based on different filtering techniques and utilize various
recommendation methods. Bilal and Hamad in [33] pro-
posed a recommendation system for mobile application
development. +e system was designed to help the mobile
application developers by recommending attractive designs
and artifacts. +ey use the collaborative filtering technique
by proposing a unique measurement that takes into account
both similarity and trust information to demonstrate pre-
diction accuracy. In another work, an ontology-based rec-
ommender system was proposed for advertisement on social
sites [34]. +ey applied shared ontology for representing
advertisement as well as the interest of users. +e use of
ontology in recommender systems is one of the new trends
in recommender system research. A system for improving
the recommendation accuracy of any recommender system
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was proposed in [35]. +ey had presented an approach
named Dual Training Error based Correction (DTEC) for
the improvement of recommendation performance.

Clustering is one of the techniques that can be utilized
for accurate prediction in a recommender system. Clustering
can be defined as the group of a certain set of objects based
on their characteristics, aggregated according to their sim-
ilarities. Clustering algorithms have been shown to surpass
similarity metrics in terms of locating users that are similar
to the target user. Clustering techniques also contribute to
the resolving of data sparsity and high dimensionality issues
[36]. Pham et al. [37] used the hierarchical clustering al-
gorithm [38] for clustering users based on the social in-
formation of users and then used traditional collaborative
filtering for rating predictions. A movie recommender
system using the performance comparison of seven different
clustering algorithms was proposed in [39]. +ey had op-
timized the k value of different clustering techniques for the
movie recommender system. Moreover, they had applied
social network analysis for verification of the recommen-
dation quality of their proposed system. Shindi [40] pro-
posed the centering-bunching based clustering (CBBC)
algorithm for recommender systems, that is, “hybrid per-
sonalized recommender system using centering-bunching
based clustering algorithm (CBBCHPRS).” CBBC algorithm
is used to cluster the rating matrix. +is algorithm is better
than traditional k-mean and k-medoid in which centroids
are initially calculated appropriately, resulting in the suitable
formation of clusters; however, the technique still needs the
number of clusters to be prespecified as input. Similarity
measures are then used to choose the most suitable cluster/s
for the generation of rating predictions. Bedi et al. [41] used
an ant colony-based clustering algorithm to cluster the user-
item rating matrix, and then the most similar cluster/s to the
active user is/are selected for the generation of recom-
mendations. Shindi [31] proposed a fast k-medoid algorithm
to cluster the rating matrix and select the cluster that is most
related to the active user for the generation of rating pre-
dictions. In this work, we propose a machine learning al-
gorithm known as affinity propagation [32] for our proposed
hybrid (of model-based and memory-based) personalized
recommender system, which can automatically find the
appropriate clusters in a given data set without the need for
clusters number to be prespecified. +e details about affinity
propagation are presented in section 3.

3. Affinity Propagation

Affinity propagation is a novel semisupervised machine
learning algorithm that is used for clustering and is referred
to as “clustering by passing messages between data points”
[32]. It has been observed that affinity propagation can locate
relevant information clusters with much fewer errors and in
a short time compared with the other available techniques.
+e central point of a cluster, which is itself a data point, is
called an exemplary. A common approach for clustering is
learning a group of exemplars so that the total squared
differences among data points with their closest exemplars
can be minimized. Affinity propagation considers every data

point to be equally probable for being selected as an ex-
emplar and take it as a node in the network of message
passing system. +is approach takes as input similarities
between data points. Based on the input similarities, the
transfer of messages between data points took place, and
eventually, an adequate number of clusters with their cor-
responding exemplars are generated. In contrast to other
techniques, affinity propagation automatically generates the
number of clusters and never requires the number of clusters
to be specified in advance. +e similarity between two points
s(i, k) indicates how similar two points are to each other by
calculating a negative Euclidean distance between them:

s(i, k) � − ‖ Ui − Uk‖
2
, (1)

where i≠ k.
Affinity propagation takes a numbered value s(k, k) as a

similarity between each data point k, and the points that have
a higher value of s(k, k) are more chances to become an
exemplar. +is numbered value is known as “preferences.”
+e number of clusters emerges according to the input
preferences but also arises during the message-exchange
process. Since affinity propagation assumes every data point
as an exemplar initially, the preferences are kept as a
common value. +is preference may be set to the minimum
of all input similarities that will produce clusters less in
number, or it can be set to the median of all input similarities
that will produce a moderate number of clusters.

Moreover, the messages that are to be sent between the
data points are categorized into two types: responsibility and
availability [32]. +e responsibility messages (i, k) are those
messages that are sent from data point i to the data point k
representing how well it is appropriate for data point k to be
the exemplar for data point i in consideration of other
probable exemplars for a point I (Figure 1(a)), while the
availability messages a(i, k) are the messages that are sent
from data point k to the data point i representing how well it
is suitable for point i to pick point k as it is exemplary
considering the support from other points that point k
should be an exemplar (Figure 1(b)). At any point in time,
the two messages can be consolidated for determining the
exemplars. Affinity adds a value λ ∈ [0, 1] called damping
factor in message passing to periodic variations of in certain
circumstances. +e process of message passing between data
points is ended when the exemplar decision does not change
for a certain number of iterations, usually 10.

Figure 2 shows the message-exchange process of affinity
propagation. (A) Sending responsibilities r(i, k) are the
messages sent from data points to candidate exemplars to
specify the favoring value of each data point for candidate
exemplar compared to other exemplars. (B) Sending
availabilities a(i, k) are those messages that are sent from
candidate exemplars to data points indicating the degree by
which candidate exemplar can be selected as a cluster center
for the data point.

In the initial iteration of affinity propagation, the
availabilities are initialized as zero, that is, a(i, k)� 0. +e
responsibilities in this step are then calculated by the rule
(equation (2)). In succeeding iterations, while few data
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points are efficiently associated with other exemplars,
their availabilities decrease lower than zero as approved
using the availability update rule (equation (3)). +e
found negative availabilities brought much decrease in the
similarity value provided as input s(i, k′) in responsibility
update rule and detached the already supportive candidate
exemplars. When the value is k � i, the value for re-
sponsibility r(k, k) is initialized as input preference that
point k is selected as an exemplar, s(k, k), minus the largest
of the similarities between point i and all other candidate

exemplars. +e found “self-responsibility” proves point k
as an exemplar and is based on the input preference
mitigated by how poorly it is to be allocated to a different
exemplar [32].

r(i, k) � s(i, k) − a i, k′(  + s i, k′(  , (2)

where r(i, k) represents the update rule for responsibility,
s(i, k) represents the input similarity of data point i to its
exemplar k, and maxk′ s.t. k′ ≠ ka(i, k′) + s(i, k′) is the maxi-
mum similarity of point i with other exemplars.

Sending Responsibilities

Competing Candidate 
exemplar k’

Candidate exemplar k

Data point i

a (i, k’)
r (i, k)

(a)

Sending Availiabilities

Candidate exemplar k

Supporting data 
point i’

Data point i

r (i', k)

a (i, k)

(b)

Figure 1: Message-exchange process of affinity propagation [32].
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Figure 2: Affinity Propagation-Based Hybrid Personalized Recommender System.
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a(i, k) � 0, r(k, k)+{ }. (3)

+e above rule of availability is used to collect infor-
mation of data points as if the candidate exemplar might be
helpful in making a good exemplar. +e availability a(i, k) is
set to the self-responsibility r(k, k) plus the sum of the
positive responsibilities candidate exemplar k receives from
other points. +e proposed affinity propagation algorithm
has a drawback of high computational cost. Its computa-
tional complexity is of the order O (n2t), where “n” repre-
sents the total number of the data points and “t” is the
number of all iterations until final clusters are made.
Moreover, the proposed algorithm may fail to produce ef-
fective results when the similarity matrix is not generated
well.

4. The Proposed Affinity Propagation-Based
Hybrid Personalized Recommender System

+e proposed Affinity Propagation-Based Hybrid Person-
alized Recommender System (APHPRS) combines the
features of content-basedmethods and collaborative filtering
methods for handling the issues like sparsity and cold-start
problems. +e proposed method works in two phases
(Figure 2). In the offline phase, it performs the preprocessing
on data. In this phase, a rating matrix is generated and
normalized, and then a pairwise similarity matrix for users is
generated of the normalized matrix of user-item ratings. +e
similarity matrix is then loaded into an affinity propagation
algorithm for clustering. Once the clusters are formed, they
are kept in some database file so that the clusters can be used
for generating recommendations in future.

+e second phase (phase 2) is about generating rec-
ommendations for the active user. In this phase, the simi-
larity metric and the number of user preferences are
combined in a specific cluster for finding suitable clusters for
the generation of recommendations. Moreover, the quality
of item ratings in each cluster is also recorded. Based on this
measure, suitable clusters get selected out of the list of
chosen clusters for the rating predictions. After this step, the
recommendations are generated using the weighted average
of item ratings in the chosen clusters. Unlike classical col-
laborative recommenders, we combine the density of a
cluster with the similarity measure to select a range of
clusters for the generation of recommendations. +is way of
picking clusters gives the active user a decent set of auxiliary
recommendations. +e results are then further refined by
choosing cluster/s having maximum quality ratings. +e
detailed procedure and working of the proposed APHPRS
are described in the following by taking the example of the
Jester dataset.

Figure 2 represents the proposed APHPRS system. (1)
+e preprocessing step: user-item rating matric is taken
from the Jester dataset and normalized. After normalization,
a pairwise similarity matrix between users is calculated. (2)
+e clustering step: it is the step where the found similarity
matrix is provided to the AP algorithm for grouping those
users who have similar ratings. (3) +e recommendation
step: in this step, the recommendations take place for active

users. Here, the similarity between active users and clusters
is computed to find the best clusters for generating rec-
ommendations. +e rating quality of each item not rated by
an active user is calculated in the selected clusters. To
generate the recommendations, clusters are further selected
based on the rating quality of an item. Note that step 1 and
step 2 are the parts of the offline phase, while step 3 is the
online phase of our proposed system.

4.1. Offline Phase. +e proposed APHPRS starts with an
offline phase that consists of two different steps: pre-
processing and clustering.+e steps in this phase are done in
offlinemode for faster execution of recommendations and to
reduce running time. As the proposed algorithm has a little
high computational cost (i.e., O (n2t)), the calculation in the
offline phase prevents the system from slow recommenda-
tions. In this step, the data in the form of user-item ratings is
collected and clustered using the proposed algorithm.
Moreover, a similarity matrix is also obtained for the user
ratings, which is then used as an input for the proposed
affinity propagation algorithm. Here, in this phase, we do not
need to have online processing as all of its steps are done
without connection with an active user.

4.1.1. Preprocessing. In this step, we took Jester dataset as
input and normalized it for future processing of our system.
We then compute the similarity between different entries
available in the Jester dataset and fetch the similarity to the
next step. +e details of preprocessing are presented in the
succeeding steps:

(1) Jester Dataset. +e Jester dataset is an online dataset for
the Web-based Joke Recommender System. In the Jester
dataset, each row represents a different user, while each
column (except the first column) shows the rated score given
by a particular user. +e first column gives a specific number
of jokes rated by a particular user. +e remaining columns
give the ratings for different jokes. +e user-item rating
matrix collected from Jester data consisted of item ratings on
a scale of − 10 to 10, and in any cell, the value 99 represents
null or no rating of the item (joke). Table 1 shows a sample of
the Jester dataset that we have taken only 10 entries to keep
the table readable to the reader.

(2) Normalization. In this step, we have taken the Jester
dataset (Table 1) as input and removed the first column.
Table 1 represents a sample of the Jester dataset, where the
first column shows the number of jokes rated by a particular
user while the rest of the columns show the rated values of
each joke. Note that we have picked only 10 jokes in the
below table. We then normalized the ratings to the scale
from 0 to 1, where 0 represents null or no rating for a
particular joke (Table 2). It is noteworthy that we have kept
the positive and null ratings only as the recommendations
will be made on the basis of these two factors. Unlike Jester
dataset, we have removed the negative ratings in the nor-
malized rating matrix. +e normalized values are calculated
using
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ni �
xi − min(x)

max(x) − min(x)
, (4)

where ni is the value being normalized, xi is the value before
normalization, min(x) is the lowest value, and max(x) is the
highest-rated value. +e calculated values for each rating are
given in Table 2. Table 2 represents the normalized form of
Jester data, where the first column has been removed, and
the ratings are converted on a scale between 0 and 1. Note
that the negative ratings have been skipped, as the recom-
mendation will be made on positive ratings.

(3) Similarity Matrix. Affinity propagation needs a pairwise
matrix of similarity values to be fed as input. We have
obtained the similarity among users according to their rating
for items (Table 3). We have used the negative square error
or Euclidean distance for calculating the similarity. +e
similarity matrix can be found using

s(i, k) � − ‖Ui − Uk‖
2
, (5)

where i and k can be any two users and i≠ k.
+e similarity matrix constructed for the normalized

rating matrix has 10 users; hence, the similarity matrix will
have n(n − 1)� 10(9) entries that will lead us to create a table
having 90 entries. For the sake of brevity, a short version of
that matrix is reproduced here (Table 3). Here, columns 1
and 2 represent indices of the two users, while the column
represents the negative Euclidean distance between the
corresponding pair of users.

4.1.2. Clustering. We used affinity propagation as a clus-
tering algorithm for grouping items based on their simi-
larity.+e default damping factor of λ is initialized as 0.5; see
details about the damping factor in Section 2. +e used
clustering algorithms have generated three clusters of the
given similarity matrix.

We have chosen affinity propagation as in this clustering
algorithm, and we do not need the number of clusters to be
prespecified. Moreover, the proposed algorithm is effective
in the case of sparse data, and it takes advantages of data
sparsity when similarities are well-conducted [42]. +e
details of the found clusters are shown in Table 4.

Table 4 represents the clusters found using affinity
propagation. +e first column shows three different clusters,

Table 1: A sample taken from Jester dataset before normalization.

Number of jokes rated J1 J2 J3 J4 J5 J6 J7 J8 J9 J10
74 − 7.82 8.79 − 9.66 − 8.16 − 7.52 − 8.5 − 9.85 4.17 − 8.98 − 4.76
100 4.08 − 0.29 6.36 4.37 − 2.38 − 9.66 − 0.73 − 5.34 8.88 9.22
49 99 99 99 99 9.03 9.27 9.03 9.27 99 99
48 99 8.35 99 99 1.8 8.16 − 2.82 6.21 99 1.84
91 8.5 4.61 − 4.17 − 5.39 1.36 1.6 7.04 4.61 − 0.44 5.73
100 − 6.17 − 3.54 0.44 − 8.5 − 7.09 − 4.32 − 8.69 − 0.87 − 6.65 − 1.8
47 99 99 99 99 8.59 − 9.85 7.72 8.79 99 99
100 6.84 3.16 9.17 − 6.21 − 8.16 − 1.7 9.27 1.41 − 5.19 − 4.42
100 − 3.79 − 3.54 − 9.42 − 6.89 − 8.74 − 0.29 − 5.29 − 8.93 − 7.86 − 1.6
72 3.01 5.15 5.15 3.01 6.41 5.15 8.93 2.52 3.01 8.16

Table 2: A sample of normalized rating matrix in the scale of 0 to 1 taken from Jester dataset.

Users J1 J2 J3 J4 J5 J6 J7 J8 J9 J10
U1 0.109 0.9395 0.017 0.092 0.124 0.075 0.0075 0.7085 0.051 0.262
U2 0.704 0.4855 0.818 0.7185 0.381 0.017 0.4635 0.233 0.944 0.961
U3 0 0 0 0 0.9515 0.9635 0.9515 0.9635 0 0
U4 0 0.9175 0 0 0.59 0.908 0.359 0.8105 0 0.592
U5 0.925 0.7305 0.2915 0.2305 0.568 0.58 0.852 0.7305 0.478 0.7865
U6 0.1915 0.323 0.522 0.075 0.1455 0.284 0.0655 0.4565 0.1675 0.41
U7 0 0 0 0 0.9295 0.0075 0.886 0.9395 0 0
U8 0.842 0.658 0.9585 0.1895 0.092 0.415 0.9635 0.5705 0.2405 0.279
U9 0.3105 0.323 0.029 0.1555 0.063 0.4855 0.2355 0.0535 0.107 0.42
U10 0.6505 0.7575 0.7575 0.6505 0.8205 0.7575 0.9465 0.626 0.6505 0.908
Active user 0.864 0.7695 0 0 0.289 0 0.9465 0.675 0 0.806
0 indicates item being not rated

Table 3: A sample similarity matrix.

Ui Uk s(i, k)
1 2 − 3.3837435
1 3 − 3.4048888
1 4 − 1.1776203
2 1 − 3.3837435
2 3 − 5.7244563
2 4 − 4.0768918
3 1 − 3.4048888
3 2 − 5.7244563
3 4 − 1.700498
4 1 − 1.1776203
4 2 − 4.0768918
4 3 − 1.700498
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while the second column shows the number of users in each
cluster. In the third column, the central point (exemplar) of
each cluster is recorded.

4.2. Online Phase. In this phase, predictions and recom-
mendations are made for the active user. +e steps of this
phase are done online, as the active user is considered while
processing each step. A detailed description of the online
phase is given in the next sections.

4.2.1. Selecting the Best Cluster(s). Selecting the best clus-
ter(s) for the generation of recommendations is dependent
on two aspects: (1) the number of users in a cluster and (2)
the similarity of that cluster with the active user. +e match
score of a certain cluster is obtained by

Matchscore(i) �
ρ(i) · sm(i)


n
i�1 ρ(i) · sm(i)

, (6)

where sm(i) is the similarity between the exemplar of ith
cluster and the active user, ρ(i) is the density of the ith cluster,
and n represents the complete set of clusters formed.

A similarity measure is used to find the cluster of users
having preferences that match the most with the profile of
the active user. +ere are numeral different measures used
for calculating similarities like Pearson correlation, Eu-
clidean distance measure, and vector similarity measure. We
have used Euclidean distance measure to find the similarity
between the profile of an active user and cluster. +e Eu-
clidean distance can be calculated using equation (7):

D(i) � 
d

j�1
expi.j − uj




2⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
1/2

, (7)

where d is the total number of items or attributes of a user,
expi,j ith attribute of the exemplar of cluster j, and uj is the jth
user.

Hence, the similarity of the ith cluster with the active user
is calculated as follows:

sm(i) �
1

D(i)
. (8)

+e density of the cluster can be calculated using the
following equation:

ρ(i) �
population of users in cluster i

total population of users
. (9)

+e density of a cluster increases with the increase of
users in a cluster and vice versa. +ose clusters whose match
score lies within the range (highest score − α≤
match_score≤ highest score) are selected for

recommendations generation. In this paper, α� 0.2. By using
this range, unlike collaborative filtering, not only the clusters
having the highest score but also the other clusters having
their scores slightly less than the maximum one are selected.
+e match score, density ρ, and similarity values calculated
are shown in Table 5. Table 5 represents the calculated
similarity sm(j) with an active user, the density ρ(i) of each
cluster, and the matching score between clusters, where the
first column shows the functions for different clusters, while
the rest of the column shows the corresponding function
measure values for each cluster.

+e clusters selected are 2 and 3 because their match
score lies within the range 0.4311− 0.2≤match score ≤
0.4311.

4.2.2. Calculation of Rating Quality. Rating quality any item
explains how similar the ratings of different users are in any
specific cluster. +e rating quality can be found using

Qty �
ubrating + meanrating 

2 ∗ ubrating
, (10)

where ubrating is the maximum rate score of an item and
meanrating represents the mean value of item ratings in any
cluster. If ubrating and mean rating values are equal, we get
quality rating Qty as 1 that represents good quality. Hence, a
greater value of Qty will lead to higher rating quality and vice
versa. +e calculated rating quality of different unrated jokes
is shown in Table 6. Table 6 shows the rating quality of
unrated jokes in different clusters, where the first column
represents the active user unrated jokes, while the second
and third columns show the corresponding quality ratings,
that is, clusters 2 and 3, respectively.

4.2.3. Prediction of New Item Ratings. After finding the
quality of each unrated item on the basis of rating quality,
the clusters are then selected from the initially chosen
clusters (Table 7). Instead of selecting the cluster with the
quality for an unrated item, those clusters where the quality
“Qty” of each unrated item is in the range [17] are addi-
tionally retrieved from the cluster set that was initially
chosen for the generation of rating predictions. In this paper,
α� 0.1. Table 7 shows the ratings predicted for unrated jokes.
If only one cluster is selected, then the mean rating of the
item in the selected cluster is calculated; otherwise, the rating
is calculated as the weighted average. For jokes 4, 6, and 9,
the rating is calculated as a weighted average of ratings in
clusters 2 and 3, while for joke 3, the average rating is
calculated from cluster 3.

Item’s rating is then predicted using

Rating �


k
i�1 Qtyi ∗ meanrating 


k
i�1 qtyi

, (11)

where Qtyi represents the item’s quality in the chosen
cluster, meanrating is the rating of the item in any selected
cluster, and k represents the number of clusters being
selected.

Table 4: Users in each cluster with exemplar.

Cluster User Exemplar
1 3, 7 3
2 1, 4, 6, 9 6
3 2, 5, 8, 10 10
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4.2.4. Generation of Top-N Recommendations. Once the
item ratings are predicted, the next step is to provide the
active user with top-N suggestions. For example, if N� 1,
joke 3 will be suggested. For N� 2, jokes 3 and 6 will be
suggested, and so on.

5. Experimental Setup

5.1. Clustering Performance Evaluation. +e performance of
the proposed clustering algorithm was evaluated using the
IRIS dataset that is available in the UCI repository (https://
archive.ics.uci.edu/ml/datasets/Iris). +e IRIS dataset con-
tains a total of 150 objects divided into three main classes,
where each class has 50 objects. +e classes are labelled as
“Setosa,” “Versicolor,” and “Virginica.” +e performance of
clusters was evaluated in terms of the accuracy of grouping
each and every object according to the true classes. In the
experiments, we compared the proposed algorithm with
many baseline algorithms used for clustering. +e proposed
affinity propagation algorithm outperforms the existing
algorithm as it clusters the object more accurately (see
Table 8).+e accuracy has been improved due to themessage
sending process of the proposed algorithm. Moreover, the
proposed algorithm does not need the cluster number to be
prespecified, and it automatically generates the cluster
centroids (exemplars).

Table 8 shows the evaluation of the proposed clustering
algorithm on the IRIS dataset. In this table, the first column
represents the various classes of the IRIS dataset and the
second column holds the different algorithms and their
clustering results. +is table clearly reveals that the affinity
propagation algorithm generates the clusters with more
accuracy.

5.2. Performance Evaluation of the Proposed Recommender
System. APHPRS has been implemented in MATLAB
version 7.8. +e experiment was conducted on the Jester
dataset. We also implemented another collaborative filter-
ing-based recommender system [43] manually for perfor-
mance comparison, using R-precision and MAE metrics. To
evaluate the performance, we have used two different sizes of
datasets. Dataset 1 is a small subset of Jester data that consists
of a user-item rating matrix having 10 users and 10 jokes
(Table 2). Dataset 2 is a large subset of the Jester dataset
consisting of 70,000 users and 100 jokes. +e proposed
APHPRS was evaluated by checking its prediction quality
and recommendation quality.

Prediction quality is tested by relating the predicted user
rating to the test set of actual user ratings. For the evaluation
of predictive accuracy, Mean Absolute Error (MAE) is used
as a universal metric [44]. Hence, we used the MAE metric
for evaluating the prediction quality of the proposed
APHPRS. If we represent the set of rating prediction for
items as p1, p2, p3, . . ., pN, and represent the set of corre-
sponding actual user ratings as q1, q2, q3, . . ., qN, then MAE
can be computed using

MAE �


N
i�1 pi – qi




N
. (12)

+e low MAE value will lead to greater quality of a
recommender system, that is, smaller values of MAE, in-
dicating that rating predictions are much similar to real
ratings. For the experiment on dataset 1, we have randomly
selected 7 different users from the Jester dataset and grad-
ually increased the size of the test set from 1, 2, 3, 4, 5, 6, and
7 (Figure 3). We have compared our proposed APHPRS

Table 6: Rating quality of unrated jokes in selected clusters.

Unrated jokes by an active user Quality rating in cluster 2 Quality rating in cluster 3
J3 0.636 0.8685
J4 0.7592 0.8112
J6 0.7413 0.792
J9 0.7429 0.8063

Table 7: Ratings predicted for the active user.

Jokes Clusters selected Predicted ratings
J3 3 0.7064
J4 2, 3 0.27
J6 2, 3 0.4403
J9 2,3 0.34

Table 8: Clustering performance on IRIS dataset by the proposed
algorithm and baseline algorithms.

IRIS classes
Clustering algorithms

k-means k-mediods CBBC Affinity propagation
Setosa 50 50 50 50
Versicolor 34 41 44 47
Virginica 66 59 56 53

Table 5: Cluster selecting procedure.

Function Cluster 1 Cluster 2 Cluster 3
sm(i) 0.5393 0.7002 0.6544
ρ(i) 0.2 0.4 0.4
Match score(i) 0.166 0.4311 0.4029
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system with the existing hybrid personalized recommender
system using a centering-bunching-based clustering algo-
rithm (CBBCHPRS) [40]. +e proposed algorithm and the
CBBCHPRS both use the same number of users of the Jester
dataset.

Figure 3 represents the MAE calculated for our proposed
APHPRS in comparison with CBBCHPRS. +e result shows
that our proposed system has a smaller MAE that will
generate better recommendations as compared to other
recommender systems. In the figure, the horizontal numbers
show seven different items of the Jester dataset, while the
vertical numbers show the corresponding MAE score of
both systems for the selected items.

+e MAE curves of our algorithm in Figure 3 are
superior as compared to the other algorithm, which shows
that our algorithm generates quality predictions for item
ratings. For recommendation quality, the most widely
used metrics are precision and recall. Precision is the
recommended items that are relevant out of the total
number of recommended items. A recall is the number of
relevant recommended items out of the total number of
relevant items.+ese two metrics are problematic in a case
when at a given cutoff point, for example, precision@N,
the number of relevant recommendations is less than Said
et al. [43] have proposed a metric for recommendation
quality, called R-precision. It has been shown empirically
that R-precision reflects more accurately the quality of
recommendation compared to the traditionally used
metrics. Hence, we used R-precision for the evaluation of
the recommendation quality of our recommender system.
R-precision is computed as

R− precision �
r

R
, (13)

where R shows the total number of relevant recommen-
dations, while r is the number of retrieved recommendations
that are relevant. Here, R is used as a cutoff point and varies
from query to query. For the experiment on dataset 1, we
randomly selected 6 different users from the Jester dataset
and generated top 1, 2, 3, 4, 5, and 6 recommendations. +e
results obtained are shown in Figure 4.

Figure 4 shows R-precision generated for the top-N
recommendations. +e results were compared with
CBBCHPRS, which shows that our proposed APHPRS has
better performance in comparison with other systems.

Another experiment was performed on dataset 2, where
we randomly selected 10 different users from the Jester
dataset and gradually increased the size of the test set from 3,
6, 9, 12, 15, 18, 21, 24, 25, and 27. +e results obtained are
shown in Figure 4.

A second experiment has been conducted using a dif-
ferent dataset (dataset 2) taken from Jester data. For this
experiment, we randomly selected 10 active users from the
Jester dataset and generated the top 5, 10, and 15 recom-
mendations. +e results of the second experiment were
compared with Bat Algorithm (BA) used in [45]. +e results
obtained show that our proposed recommender system
produces high R-precision as compared to the existing BA.

Figure 5 represents the MAE calculated for our proposed
APHPRS in comparison with the BA algorithm using dataset
2. +e results show that our proposed system has a smaller
MAE in most cases as compared to other systems. In this
figure, the MAE values of the ten users were summed up for
each top-N recommendation.

A second experiment has been conducted using dataset 2
taken from Jester data. For this experiment, we randomly
selected 10 different users from the Jester dataset and
generated the top 5, 10, and 15 recommendations. +e
experiment was conducted to find the R-precision values.
+e results obtained show that our proposed recommender
system produces high R-precision as compared to the
existing BA (Figure 6).

It can be seen in Figure 6 that the R-precision values of
our system are higher than those of the other system, which
indicates the quality of our recommendations.
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Figure 4: R-precision for the two recommender systems for
dataset 1.
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6. Conclusion

Recommender systems are the tools and techniques used for
handling a load of information by filtering a large amount of
information and then suggesting a piece of information
relevant to the user. +is paper proposed APHPRS, an
Affinity Propagation-Based Hybrid Personalized Recom-
mender System collecting user preferences of the matrix of
items rated by different users, clustered it, and generated
recommendations for the user. +e clustering method used
in this work outperforms other baseline methods as tested
on IRIS data; however, this method fails to produce effective
results when the similarity matrix is not calculated well. We
have combined the features of content-based approaches
and collaborative filtering approaches for making the system
hybrid. +e previous work done in this domain suggests that
only similarity score was considered by the existing rec-
ommender systems, whereas we incorporated the cluster’s
quality and density and combined both with the similarity
score for selecting a range of quality clusters for recom-
mendations.+is helps in discovering the additional clusters
which have similarities in accordance with user preference.

Evaluation of our proposed APHPRS was made using the
Jester dataset. Furthermore, the APHPRS is compared with
another hybrid system CBBCHPRS. +e performance of our
system was evaluated in terms of prediction quality and
recommendation quality. +e prediction quality was cal-
culated using theMAE score, while recommendation quality
was measured in terms of R-precision. +e slight decrease in
the MAE score is evidence that sparsity has less impact on
our proposed system. Similarly, the R-precision of our
proposed system is much higher as compared to the existing
systems. +e increase in R-precision shows that our pro-
posed approach has better results in recommending items.

In future work, we will use the Seed Affinity Propagation
(SAP) algorithm that is an advanced version of affinity
propagation for finding clusters. We will also consider
ontology as a knowledge base for improving prediction
accuracy in the future.
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Emotion-based sentimental analysis has recently received a lot of interest, with an emphasis on automated identification of user
behavior, such as emotional expressions, based on online social media texts. However, the majority of the prior attempts are based
on traditional procedures that are insufficient to provide promising outcomes. In this study, we categorize emotional sentiments
by recognizing them in the text. For that purpose, we present a deep learning model, bidirectional long-term short-term memory
(BiLSMT), for emotion recognition that takes into account five main emotions (Joy, Sadness, Fear, Shame, Guilt). We use our
experimental assessments on the emotion dataset to accomplish the emotion categorization job. (e datasets were evaluated and
the findings revealed that, when compared to state-of-the-art methodologies, the proposed model can successfully categorize user
emotions into several classifications. Finally, we assess the efficacy of our strategy using statistical analysis. (is research’s findings
help firms to apply best practices in the selection, management, and optimization of policies, services, and product information.

1. Introduction

For a long time, computer-based emotion detection and
classification has been a hot topic of research. Emotion
detection can be done using a variety of mediums, including
text, photographs, video, and audio [1, 2]. In recent years,
social media sites such as Twitter, Facebook, and Instagram
have undergone an unexpected global expansion. Twitter,
for example, had over 200 million monthly active users by
the fourth quarter of 2021 [3]. As long as analytical re-
searchers working on social networkingmaterial can address
the particular obstacles presented by such content, advances

in computational linguistics and text analytics allow re-
searchers to extract and evaluate textual emotions provided
by users on social media via big data sources.

Computational linguistic experts have performed many
studies to detect and identify emotions at various levels, in-
cluding words, expressions, sentences, and analysis [4–7].Many
studies, on the other hand, focus on emotion-related bearing
terms, with little attention paid to textual clues to emotions,
which, if included, may improve the output of cognitive-based
sentiment classification for social media data. Hence, the re-
search and development of text-based emotion classification
systems are motivated by studies of emotions expressed in text.
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(e proposed emotion-based sentiment analysis system
for social media is based on previous work on emotion
classification in the social media paradigm [5, 8]. Previous
studies lacked the capability to represent emotion signals
using advanced feature representations and do not exploit
the capability of individual deep learning models for
emotion classes. However, we present a social media-based
cognitive-based sentiment analysis framework that focuses
on detecting and classifying textual emotions using an ad-
vanced feature representation scheme and a fusion of deep
learning models.

1.1. Research Motivation. Over the last few years, emotion-
based SA applications have become increasingly popular on
the Internet for gauging the opinions, emotions, and senti-
ments of individuals on different issues and policies. How-
ever, it is often difficult to analyze text with existing emotion
detection methods to detect emotions from social media
content. (erefore, it is essential to extract and analyze social
media content to automatically classify emotions.

(e difference between social media and traditional
blogs is that the former incorporates complex textual ma-
terial. When opposed to text information alone, such ma-
terial contains text and emotion cues, which are more
suitable for expressing and conveying people’s subtle
thoughts, emotions, and personal characteristics [1].
However, emotion-based sentiment analysis, which is based
on the identification of emotional cues, is still in its early
stages.

(ere has been extensive work carried out in the area of
text-based analysis of feeling [8], construction of lexicons
[4], cognition and analysis of aspects of feeling [6], and
analysis of visual feelings [1, 9]. However, further research is
required in the area of cognitive-based social media analysis,
with a focus on extracting and categorizing emotions from
social media content.

1.2. Problem Statement. In this work, we address the
problem of emotion classification of English text using a
deep learning technique. Considering a set of reviews� {R1,
R2, R3, . . ., Rn} given as input, the aim is to develop a
classifier for assigning an emotion label Ei ϵ {J-S, F-G, F-S}
for the review ri, where J-S, F-G, and F-S show different
emotion labels. It is our goal in this study to develop a
powerful deep learning-based emotion recognition system
that is capable of accurately classifying provided text reviews
into the required emotional category.

1.3. Research Questions. RQ1: How can textual content be
identified and classified into different emotion groups using
BILSTM, a deep learning technique?

RQ2: What is the proposed technique’s efficiency in
comparison with other machine learning and deep learning
techniques?

RQ3: How can the efficacy of the proposed technique for
emotion classification be estimated in comparison to
baseline studies?

1.4. Proposed Contributions. (e following are the main
contributions of the research work:

(1) To efficiently capture the semantics of words, an
advanced function representation scheme called
word embedding is used.

(2) For the emotion classification challenge, we present a
deep neural network called Bi-LSTM (Bi-LSTM),
which learns contextual information in both direc-
tions, forward and backward, using forward and
backward LSTM.

(3) We tested different ML classifiers as well as deep
learning models.

(4) In comparison to state-of-the-art techniques, our
proposed technique yielded productive
performance.

(e goal is to improve the scientific literature by
detecting emotional indicators in textual material on social
networking sites. (e proposed system will help companies
identify and analyze their consumers’ attitudes and emotions
toward a program, policy, or product, which can help them
make better decisions.

(e following is how the rest of the article is organized:
(i) Section 2 discusses the current methods and frameworks
related to emotion-based sentiment analysis, (ii) Section 3
presents the proposed framework for emotion-based sen-
timent analysis, (iii) experimental setup is introduced in this
Section 4, and (iv) the proposed system is concluded with its
drawbacks and potential future guidance in Sections 5 and 6.

2. Related Work

Due to the ambiguity of emotions and a large number of
emotional terms, detecting and classifying emotions in
sentiment analysis is a challenging activity. (ere have been
several techniques and methods proposed for detecting and
classifying emotions from social media textual content. (is
segment gives a summary of the current state of emotion
detection and classification science.

(e efficacy of different machine learning models is
evaluated by [8]. Variant machine learning models such as
SVM, NB, DT, LR, XGBoost, KNN, and backpropagation
neural (BPN) classifier are tested using the state-of-the-art
ISEAR emotion dataset to achieve this goal. According to the
results, BPN had the highest accuracy of all the classifiers,
with a score of 71.27 percent.(e work has a few limitations:
(i) it is limited to five emotion classes, (ii) it uses only the
ISEAR dataset, (iii) conventional features are used, and (iv)
classical machine learning models are used. Future direc-
tions may include utilizing various emotion combinations,
(ii) utilizing other benchmark datasets, (iii) conducting
additional deep learning experiments, and (iv) utilizing a
word embedding feature representation approach. (e au-
thors of [10] are tasked with categorizing emotions in re-
lation to Indonesian texts. (e study used a variety of
machine learning algorithms, including NB, SVM, KNN,
and minimal optimization, to achieve this goal. Various text
cleaning tasks (tokenization, stop word deletion, and case
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conversion) are also introduced. During the tests, 10-fold
cross-validation was used, and the findings show that the
minimal optimization technology outperformed other
techniques. For the extraction of variant tweets, we use
emotion-word hashtags as well as the “Hashtag Emotion
Corpus” data collection [11]. Furthermore, the study used an
emotion-labeled tweet dataset to create an emotion dictio-
nary of rich terms. Experiments show that the output of the
SVM model is most closely linked to the primary emotion
classes. (e inclusion of emotion words with variant syn-
onyms, on the other hand, can aid in improving the system’s
effectiveness. (e identification of emotions in the human
speech was performed by [12] in their research. Different
speech recognition models are used, which are then followed
by various speech features (peak to peak distance). In
comparison to alternative methods, the dataset used in the
experiments contains 30 distinct subjects, and the highest
precision is achieved. An et al. [13] tackled the issue of music
emotion classification based on lyrics in their research. (ey
accomplish this by crawling the music lyrics with their tags
on Baidu, a well-known network platform. Following that, a
naive Bayes classifier that has been trained on four different
datasets is used. According to the findings, the final clas-
sification accuracy on D-4 was 68 percent (Dataset). Using
other algorithms, on the other hand, could improve the
proposed system’s effectiveness. Dini and Bittar [14] con-
ducted research to classify emotions on Twitter. Two corpora
have been created for this purpose: ETCC for emotion
classification of tweets and ETCR for emotion relevance of
tweets. (is dataset is used to train and evaluate machine
learning models, as well as to test a rule-based model. (e
results show that the symbolic technique outperformed the
ML algorithm in determining tweet significance, but the ML
algorithm is the best option for tweet emotion classification.
(e goal in the future is to create a hybrid model that
combines both approaches, and marked data quality testing
will be discussed as well. Kaewyong et al. [15] suggested a
lexicon-based approach in their work on automated feed-
back inquiry for student feedback. To begin, data was
gathered from over 1100 student responses about teaching
faculty. Following that, preprocessing techniques are used,
followed by using a sentiment lexicon to assign sentiment
scores to opinion terms. In comparison with the other
approaches, the findings show that the proposed solution
has the best efficiency. Sen et al. [16] set out to determine a
novel method for multitask learning of input word em-
bedding by using supervised prompts for emotions and
sentiment tasks. After that, they looked at using jointly
qualified embedding to improve emotion detection. With a
test accuracy of 57.46 percent, the findings show that
KMeans (ES-SWE) outperformed the other approaches. In
the future, it is expected to perform a configuration ex-
periment in which word embedding is mutually trained,
sensitive to emotion-topic, and used for emotion or topic
downline recognition. Furthermore, their proposed ap-
proach can be used to solve other classification problems
besides emotion and sentiment identification. (e work can
also be applied to n-gram embedding. Kollias et al. [17]
investigated deep convolutional neural networks for facial

expression and emotion detection (DCNNs). In comparison
with the competing models, the experimental findings show
that the proposed model outperforms them. However, ac-
curate device estimation can be accomplished by developing
a real-world application for human-computer communi-
cation. Poria et al. [18] use the convolutional learning ap-
proach to tackle the problem of extracting emotions from
the media content, specifically text, audio, and video. In
comparison to the baseline work, the inner layer of the
network used an activation feature and achieved an accuracy
of 96.55 percent for theMOUD dataset and 76.85 percent for
the IEMOCAP dataset. To conduct microblog sentiment
analysis, Severyn and Moschitti [19] proposed a deep
learning-based Convolutional Neural Network (CNN). (e
input to his proposed model is seed words that have been
correctly trained using a deep learning model. (e key
advantage of the framework is that it does not need support
attributes to train the model on Twitter data records. (e
proposed model achieved the best results at the sentence and
phrase stages, according to the results of the experiments.
Gupta et al. [20] present a new profound learning approach
to emotion identification in textual conversations, namely,
sentiment and semanticized LSTM (SS-LSTM). Two data-
sets, ISEAR and SemEval2007 Affective Text, were used in
the experiments. (e experimental results show that the
proposed method outperformed state-of-the-art machine
learning as well as other deep learning approaches, with an
average F1-score of 71.34 percent. However, the technique
can be improved by using a context-sensitive framework to
train amodel. Cambria [21] uses effective computer methods
to investigate the problem of the identification of feelings
and emotional predictions. Text classification is carried out
in the positive and negative sense module, and emotional
clues are identified in the emotional prediction system. First,
feelings are found in the proposed approach, and then a
certain type of emotion is assigned to the unwanted feeling.
To define and classify emotions from textual material, a
number of research works are categorized as emotions, as
seen in the literature review above.

2.1. Research Gap. To resolve the limitations of the afore-
mentioned recent emotion-based sentiment classification
techniques, it is necessary to detect and identify emotions
from textual material. To close this void, we propose a
comprehensive emotion-based sentiment system for emo-
tion classification expressed in online social media. As a
result, for emotion classification, we used automated feature
engineering techniques followed by a deep neural network
called Bi-LSTM.

3. Proposed Methodology

(e current section presents the proposed method for
emotion classification’s comprehensive architecture.

3.1.AcquiringData. We have obtained a benchmark data set
called “ISEAR” [8] containing 5474 records. Each input
review is tagged with a separate class of three emotion class
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sets such as J-S, F-S, and F-G.(is work employs the Python
language [1], and the library used is Keras, which is based on
the TensorFlow deep learning framework [1]. Figure 1
provides a description of the dataset.

3.1.1. Training Set. (e model has been trained using the
training dataset, with 80 percent of the data used for model
training [1]. Figure 2 shows an exemplary review of training
examples.

3.1.2. Validation Set. In the training phase, the model is
typically accurate, but in the testing phase, the model’s
performance declines. As a result, in order to overcome the
model’s performance error in terms of underfitting and
overfitting, the validation set must be used [22]. Keras has
two methods for determining the optimum model param-
eters: manual data validation and automatic data validation
[3]. We are currently employing manual data validation in
our current project.

3.1.3. Testing Set. Based on new/unseen cases, the testing set
is used to evaluate the performance of the model. It is used
once the model has been trained properly using both the
train and validation sets. (e test set is responsible for the
model’s ultimate prediction [23]. Table 1 contains test set
samples for emotions classification.

3.2. Main Modules of the Proposed System. (e proposed
method consists of three main modules: I Embedding Layer-
based Word Representation, (ii) Bi-LSTM-based Forward
and Backward Context Information Saving, and (iii) Sig-
moid Layer-based Classification.(e first module’s goal is to
obtain a numeric representation of the terms, which will be
fed into the second module, which will produce an encoded
representation of features. Bi-LSTM is used to create this
encoded representation, which keeps track of both the
forward and backward contextual details of the word within
a series. Finally, a sigmoid activation mechanism is used to
perform classification in the final module (see Figure 3). (e
following is a breakdown of each module:

3.2.1. Words Representation Exploiting Embedding Layer.
(e emotion dataset is represented as a set of more than one
user review and an individual review E “I felt very happy
when I won the soccer pool” involving a series of r words, i.e.,
w1, w2, w3, and wr. A single term wi “felt” represents an
embedding vector wi-Rn that includes real values [0.6, 0.9,
0.2]. An embedding matrix is made up of the embedding
vectors of each term. During this project, the kera em-
bedding layer was used. (e embedding matrix is a two-
dimensional matrix denoted byDR (rn), where r denotes the
length of the input review and n denotes the embedding
dimension. After that, the next layer receives an embedding
matrix D, also known as a sentence/input matrix.

3.2.2. Bi-LSTM Layer. (e Bi-LSTM layer is responsible for
learning long dependencies. It aids in the saving of the two
preceding and succeeding contexts in the form of an
encoded user analysis. A unidirectional LSTM, on the other
hand, saves only the information from the previous context,
leaving out the information from the subsequent context. As
a result, Bi-LSTM gathers even more information for
encoded review processing. To learn past and future
meaning knowledge of tokens (words), Bi-LSTM employs
forward and backward LSTM [2]. Forward LSTM. During
forward LSTM, the processing of the sequence is done from
the left toward right through the concatenation of binary
inputs.(e first one is present (current) input “x1,” while the
second one is prior input/hidden state “ht−1.” Forward
LSTM generates a certain outcome “h

←
” regarding a provided

sequence of input: x1, x2, x3, . . ., xy−1. Backward LSTM. For
backward LSTM, the processing of the sequence is done
right toward the left through the concatenation of two in-
puts, the first one is the current input “x1,” and the second
one is the next input/future hidden state “ht+1.” Forward
LSTM generates a certain outcome “h

←
” regarding a provided

sequence of input: xz+1,. . ., x3, x2, x1.
(e integration of forward h

→
and backward h

←
context

representations is done to generate different sentence ma-
trices H� [h1, h2, h3, . . . , hy], while H ε Ry×m. (e inte-
gration of forward and backward output is conducted
through the computation of an element-wise sum (see (1)).

Task

Emotion 
Classification

Dataset with 
title

ISEAR

Number of 
Review Text 

5474

Labels

Joy (1094), Fear (1095), 
Sadness (1096), Shame (1096), 

Guilt (1093)

Figure 1: (e dataset’s description.

Review 
Text ID

1.

2.

3.

4.

6.

7.

9.

10.

Review Text

When I was involved in a traffic accident.

When I lost the person who meant the most to me. 

When I did not speak the truth.

When my uncle and my neighbour came
home under police escort.

Label

F-G

J-S

F-S

F-G

J-S

F-G

J-S

F-G

When I caused problems for somebody because
he could not keep the appointed time and

this led to various consequences.

When I got a letter offering me the Summer
job that I had applied for.

When I was going home alone one night in Paris and
a man came up behind me and asked me if I was

not afraid to be out alone so late at night.

When my friends did not ask me to go
to a New Year's party with them. 

Figure 2: Train set examples for emotion classification.
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h � h
→
⊕ h
←

, (1)

Lastly, the new representation of a sentence matrix (1) is
fed into a classification layer regarding final classification
work.

(e equations ((2)–(7)) used for forward LSTM [24] are
given as follows:

ft � σ Wfxt + Ufht−1 + bf , (2)

it � σ Wixt + Uiht−1 + bi( , (3)

ot � σ Woxt + Uoht−1 + bo( , (4)

c ∼ t � tanh Wcxt + Ucht−1 + bc( , (5)

ct � ft ⊙ ct−1 + it ⊙ c ∼ t, (6)

ht � ot ⊙ tanh ct( . (7)

(e equations ((8)–(13)) used for backward LSTM [24]
are given as follows:

ft � σ Wfxt + Ufht+1 + bf , (8)

it � σ Wixt + Uiht+1 + bi( , (9)

Table 1: Test set examples for emotion classification.

Review text
ID Review text Label

5. When I realise that I value material possessions more than the well-being of my family, I feel a pang of guilt wash
over me. I’m feeling quite self-obsessed at the moment. F-G

8. When my child was born. J-S

Embedding Layer FLSTM BLSTM

Concatenate

Output Layer

F-GF-S

Sigmoid

I

Felt

Very

Happy

…Pools

Input Text

0.2
1

0.4
3

0.6
5

0.8
7

0.3
2

0.6 0.7 0.5

0.5 0.7 0.4 0.3

0.9
8

0.8 0.3 0.5

0.8 0.2 0.4 0.5

Bidirectional LSTM

J-S

Figure 3: (e Bi-LSTM model architecture concerning emotion classification.
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ot � σ Woxt + Uoht+1 + bo( , (10)

c ∼ t � tanh Wcxt + Ucht+1 + bc( , (11)

ct � ft ⊙ ct+1 + it ⊙ c ∼ t, (12)

ht � ot ⊙ tanh ct( , (13)

where n represents the size of the input,m represents the size
of the cell state, xt depicts the vector of input with n× 1 size,
ft depicts the vector of forget gate with m× 1 size, it depicts
the vector of input gate with m× 1 size, ot depicts the vector
of output gate withm× 1 size, ht depicts the vector of output
withm× 1 size, and ct depicts a vector of cell state withm× 1
size.

(e output gate weight matrices are represented as Wc,
Wo, Wi, and Wf with size m× n. Weight matrices of the
output gate are represented as Uc, Uo, Ui, and Uf with size
m×m. (e bias vector is represented by bc, bo, bi, and bf

with sizem× 1.(e tangent function is denoted by tanh, and
the logistics sigmoid function is denoted by σ.

Every gate in Bi-LSTM performs its own function. (e
function of the forget gate ft is to delete useless information.
(e input gate it takes a decision about storing which in-
formation. Lastly, the output gate ot calculates the final
output ht .

(e notations used during forward and backward LSTM
are listed in Table 2.

3.2.3. Feature Classification Using Sigmoid Layer. (is layer
performs the classification of input features (final repre-
sentation) obtained from the previous module. We add a
dense layer with two neurons that have a sigmoid function
for this purpose. (e sigmoid activation function performed
a nonlinear operation, and its task was to calculate the
probability of various emotion classes. It converts the
weighted sum into a number between 0 and 1. (erefore,
after the output layer passes the review text “I felt very happy
when I won the football pool,” it is tagged with one of the
three binary classes “J-S,” “F-S,” or “F-G.”

(e probability of each of the emotion classes is cal-
culated using a softmax activation function. (e net input
for classifying the final emotion representation (equation
(14)) can be approximated as follows:

uj � 
l

i
wixi + b, (14)

where “w” denotes a weight vector, “x” denotes a vector of
inputs, and “b” denotes a bias factor.

(e phases of the Bi-LSTM system for emotion cate-
gorization are depicted in Algorithm 1.

4. Results and Discussion

(e experiments in this work are implemented in Python
using the Keras library (All things Keras, n.d.) which is based
on the TensorFlow deep learning framework [25]. (e

machines utilized for testing are Intel Core i7 with a 64 bit
OS and 8GB internal storage. (e original dataset is divided
into three sets: training, testing, and validation.

4.1. Answer to RQ1. To answer RQ1, “How can textual
content be identified and classified into different emotion
groups using BILSTM, a deep learning technique?,” Different
experiments are carried out with respect to different emotion
cues such as Joy (J), Sadness (S), Fear (F), Shame (S), and
Guilt (S) for the output assessment of the proposed deep
learning model (G). We created three binary classifiers for
this experiment: Joy-Sadness, Fear-Shame, and Fear-Guilt.

4.1.1. Experiment #1: Joy-Sadness. Experiment #1 was per-
formed to determine the efficiency of the proposed BILSTM
model with respect to Joy-Sadness emotion signals, as shown
in Table 3. According to the experimental findings, the
BILSTM model performed better for the emotion clue “joy”
with an F1-score of 0.89 and recall of 0.91, while both
emotion clues “joy” and “sadness” performed best in terms
of precision (0.88). (e overall precision is 0.88 percent.

4.1.2. Experiment #2: Fear-Shame. Experiment #2 was
performed to determine the efficacy of the proposed
BILSTM model regarding Fear-Shame emotion clues, as
shown in Table 4. (e BILSTM model had the best per-
formance for the “Shame” emotion hint, with precision
(0.89), recall (0.91), F1-score (0.89), and overall accuracy of
0.86 percent, according to the results.

4.1.3. Experiment #3: Fear-Guilt. Experiment #3 was per-
formed to determine the efficacy of the proposed BILSTM
model regarding Fear-Guilt emotion signals, and the find-
ings are summarized in Table 5. According to the findings,
the BILSTM model performed well for both “Fear” and
“Shame” emotion clues, with accuracy (0.89), recall (0.89),
and F1-score (0.89). (e overall precision is 0.89 percent.

4.2. Answer to RQ2. To find the answer to RQ2, “What is the
efficiency of the proposed technique in relation to other
machine learning and deep learning techniques?”, we con-
ducted experiments to compare the efficiency of a word
embedding scheme trained using the BILSTM method to
machine learning classifiers that use traditional feature
representation schemes such as the TF-IDF and Count-
Vectorizer. (e assessment results are presented in Tables 6
and 7.

4.2.1. BILSTM and Machine Learning Approaches
Attempting to Exploit Traditional Features in Comparative
Study. (e proposed BILSTM model’s output is compared
with that of various machine learning approaches using
classical feature representation schemes, as shown by the
following experiments:
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Data: Emotion dataset “M”, Train Set “TAS”, Test Set “TSS”
Result: Review Text Label: “J-S”, “F-S”, “F-G”
Start
// Review Text Encoding toward machine understandable word vectors (real valued)
while each review text R ε M do
while each word T ε M do

(1) Word(token) indices allocation
End while

End while
Initializing Hyperparameter
(2) embed_dim� 100, 128,300, max_features� 2000, epochs� 7, batch_size� 32, train set� 90%, test size� 10%
//Deep Learning model training
while each review text R ε MTAS do
(3) Generate all word embedding vectors in R� [r1, r2, r3, . . .., rn]
(4) Implement Bi-LSTM operation exploiting equations (1)–(13)
End while
// Allocating a label to Review Text final depiction
while each Review Text R ε MTSS do
(5) Trained(learned) model is built
(6) Employ a softmax classifier using Eq. 14, for the classification of output obtained from the Bi-LSTM into “J-S”, “F-S”, “F-G”
End while
End

ALGORITHM 1: Emotion classification through Bi-LSTM neural network.

Table 2: Notations used during forward and backward LSTM.

Notation Depiction
Wc, Wo, Wi, Wf Weight matrices of the input gate
Uc, Uo, Ui, Uf Weight matrices of the output gate
bc, bo, bi, bf Biases
ht−1 Prior cell output
ht Hidden state
h (e output obtained from element-wise sum regarding prior cell output and subsequent cell output
ht+1 subsequent(future) cell output
ct Current state cell memory
it Gate of input
ft Gate of forget
ot Gate of output
xt Current input
σ Sigmoid operation
tanh Hyperbolic tangent function
H Sentence matrix obtained through Bi-LSTM

Table 3: Proposed BILSTM model performance evaluation results.

Emotion cues F1-score Recall Precision Accuracy (%)
Joy 0.89 0.91 0.88 0.88Sadness 0.86 0.83 0.88

Table 4: Proposed BILSTM model performance evaluation results.

Emotion cues F1-score Recall Precision Accuracy (%)
Fear 0.84 0.85 0.83 0.86Shame 0.88 0.86 0.89

Table 5: Proposed BILSTM model performance evaluation results.

Emotion cues F1-score Recall Precision Accuracy (%)
Fear 0.89 0.89 0.89 0.89Guilt 0.89 0.89 0.89
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ML Driven.We estimate the output of different classical
feature representation strategies for machine learning
classifiers, such as Countvectorizer and TF-IDF, in these
experiments. (e method used in Countvectorizer is
called count-of-words, and the text is converted into a
feature vector using the TF-IDF scheme. Many classi-
fiers are employed by Countvectorizer, TF, and TF x IDF
feature encoding techniques, with KNN achieving the
best accuracy score of 80.82 percent and XGBoost
achieving the worst accuracy score of 71.23 percent.
Proposed BILSTM Model. We used the BISLTM model
over a word embedding feature representation scheme
to perform an emotion classification task in this ex-
periment. (e main advantage of using a word em-
bedding over the traditional BOW system is that the
BOW model’s output degraded as the vocabulary grew
larger, while deep neural network models yielded more
successful results.

Table 8 shows that the BILSTM (proposed method)
exploits a word embedding scheme to generate more effi-
cient findings than traditional feature representation
methods such as Countvectorizer and TF-IDF.

4.2.2. Comparison of Proposed BILSTM with Variants of
Deep Learning Models. Different studies are carried out to
assess the efficacy of the proposed BILSTM model in
comparison to various DL models.

(1) DL Driven. Individual CNN, Individual LSTM, Indi-
vidual BILSTM, and Individual RNN with an advanced
feature representation scheme were used to test various deep
learning models (word embedding). (e Individual GRU
model achieves the highest accuracy of 82 percent among all
DL classifiers, while the Individual RNN model achieves the
lowest accuracy of 66 percent.

(is segment uses two datasets to compare our approach
with different deep learning approaches such as Individual
BILSTM, Individual LSTM, Individual CNN, and Individual

RNN. (e results of the experiments in Tables 8 and 9 are
summarized as follows.

(2) Comparing Proposed BILSTM with Individual CNN. In the
initial experiments for the emotion classification task, the
proposed BILSTM model is compared to the individual CNN.
In terms of accuracy, precision, recall, and F1-score, the
proposed model outperformed the individual CNN model
(accuracy� 88 percent, precision� 88 percent, recall� 88
percent, and F1-score� 88 percent). (e decrease in CNN
performance is due to the fact that the text classification task
requires the preservation of sequential data, which a single
CNN cannot help with. In addition, a large dataset must be
given to the CNNmodel in order for it to enhance its accuracy.

(3) Comparing Proposed BILSTM with Individual LSTM. In
the second experiment, an Individual LSTM is compared to
the proposed model in an emotion classification task. (e
downside of the unidirectional LSTM is that it only retains
previous information and not subsequent information.
Maintaining information on both sides of words (previous
and subsequent) helps in a greater understanding of sen-
tence context. As a result, when compared to the proposed
deep neural network model, an Individual LSTM layer will
reduce the performance by up to 10% for J-S, 2% for F-G,
and 1% for F-S, as shown in Table 8.

(4) Comparing Proposed BILSTM with Individual GRU. For
the classification of emotions, a performance comparison
between the proposed BILSTM model and an Individual
GRU is performed in the third experiment. (e main dis-
advantage of GRU is that it does not perform feature ex-
traction and instead focuses on preserving contextual details.
In comparison with the proposed BILSTM model, GRU’s
output dropped by up to 6% for J-S, 3% for F-G, and 4% for
F-S, as shown in Table 8.

(5) Comparing Proposed BILSTM with Individual RNN. A
comparison of the proposed model and the RNN model is
carried out in the final experiment. (e RNN’s output is

Table 6: Comparative results of the proposed method with the baseline studies for emotion classification.

Models
Metrics results

Emotion classes Avg. acc
(%)

Avg.
pre (%)

Avg.
rec (%)

Avg. F1-
score (%)

Baseline Study: Neural
Network Technique

Back propagation neural
Classifier (BPN) [8]

Joy (J), Sadness (S), Fear (F),
Shame (S), Guilt (G) 71.27 0.67 0.66 0.67

Proposed Study: Deep
Learning Technique BISLTM Joy (J), Sadness (S), Fear (F),

Shame (S), Guilt (G) 87.66 87.66 87.66 87.66

Table 7: J-S emotion class significance.

Proposed BILSTM correct classification Proposed BILSTM misclassification Total
KNN correct classification 165 11 176
KNN misclassification 26 17 43
Total 191 28 219
When we ran a McNemar-type of the test, we found that the chi-squared statistic was 5.5.3, and a 1 represents the degree of freedom, which means that the 2-
tailed p value is 0.021. Consequently, the null hypothesis is deemed to be false, and an alternative hypothesis is adopted.
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degraded because it is unable to manipulate additional broad
sequences, demonstrating the RNN’s inability to monitor
long-range relationships. It is necessary to retain the details
for a long time in order to maintain the context, which an
Individual RNN cannot do because it just keeps track of
short-term memory sequences.

In comparison to the BILSTM, RNN resulted in a
performance decline of up to 22% for J-S, 11% for F-G, and
6% for F-S, as shown in Table 8.

4.2.3. Why the Proposed BILSTM Model Is Better? As we
employed “Bidirectional” LSTM (BILSTM) on the sup-
plied datasets, the findings outperform other deep
learning approaches. (e purpose of the BILSTMmodel is
to retain background data from both sides of an ex-
pression, i.e., the left and right sides, within a phrase. After
receiving data from the embedding layer, the BILSTM
generates an enhanced encoding of the data that takes into
consideration both the current and earlier input infor-
mation. As a consequence, it is obvious that the BILSTM

deep learning model can successfully collect current and
past background information through time and produce
predictions. (e suggested deep learning model per-
formed well on the dataset in categorizing the input text
into various emotions such as Pleasure, Sadness, Fear,
Guilt, and Shame.

4.3. Answer to RQ.3. To answer RQ3, “How to estimate the
efficiency of the proposed technique regarding emotion clas-
sification with regard to baseline studies?”, we ran an ex-
periment to see how well the proposed BISLTM model
performed in comparison to the baseline sample. (e ex-
perimental results are mentioned in Table 6.

4.3.1. Proposed (BILSTM) Compared with Baseline (BPN).
In this experiment, we compared the output of the proposed
BILSTM approach with that of [8], who used a back-
propagation neural classifier to classify emotions. With an
accuracy of 87.66 percent, the proposed method out-
performed the current state-of-the-art analysis, as shown in

Table 8: Evaluation results of variant deep learning and the proposed technique.

Classifier/model
Accuracy (%) Precision (%) Recall (%) F1-score (%)

J-S
F-S F-G J-S

F-S F-G J-S
F-S F-G J-S

F-S F-G

Individual CNN [26] 74
76 75 74

76 75 74
76 75 74

76 75

Individual LSTM [20] 78
85 87 78

85 87 78
85 87 78

85 87

Individual GRU 82
82 86 82

82 86 82
82 86 82

82 86

Individual RNN 66
80 78 74

83 83 73
83 83 72

83 83

Proposed (BILSTM) 88
86 89 88

86 89 88
86 89 88

86 89

Table 9: Evaluation results of machine learning and the proposed technique.

Classifier/model
Accuracy (%) Precision (%) Recall (%) F1-score (%)

J-S
F-S F-G J-S

F-S F-G J-S
F-S F-G J-S

F-S F-G

SVM [8] 79
67.73 81.74 79

75 82 79
68 82 79

82 67

KNN 80.82
79.55 79 81

79 79 81
79 79 81

79 79

LR 78.08
81.36 82.19 78

81 82 78
82 82 78

81 82

RF 73.52
72.27 67.12 73

72 67 73
72 67 73

72 67

MNB [27] 74.89
84.09 85.84 77

84 86 76
84 86 75

84 86

DT [27] 76.71
76.82 73.52 77

76 74 77
76 73 77

76 73

XGBoost 71.23
73.18 72.15 80

73 72 71
73 72 67

73 72

Proposed (BILSTM) 88
86 89 88

86 89 88
86 89 88

86 89
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Table 6. (e following are the reasons for our model’s
improved performance: (e reason for our improved model
output is that we used a “bidirectional” LSTM model that is
effective at maintaining both the left and right contextual
details of the series. Furthermore, BILSTM is good at storing
knowledge over a long period of time. As a result, keeping
information for a long time is very useful for text classifi-
cation and prediction tasks. BPN, on the other hand, is not
suitable for classification issues [1]. In addition, the BPN
classifier has issues with delay convergence, neural network
weights declining over local optima, and network insensi-
bility [28].

4.3.2. Significance Test. We also ran experiments to see
whether the proposed BILSTM classifier, which uses the
word embedding function, is statistically different from
KNN for J-S and MNB for F-G and F-S, to perform a
significance test for the “emotion classification task.” (e
findings suggest that our proposed BILSTM model’s efficacy
in the emotion classification task for J-S, F-G, and F-S was
greatly enhanced by innovative features (word encoding), as
seen in Tables 7, 10, and 11.

5. Conclusion

We further analyzed why and how users react in different
emotional states. To carry out the research task, we proposed
applying a Bi-LSTM technique. (e study will include the
following modules: (i) take the data, (ii) prepare the data,
and (iii) apply the deep learning algorithm. For the emotion
classifier task, we used a deep learning model, namely, Bi-
LSTM. Bi-LSTM performs two tasks at once; i.e., it can
remember both the forward and backward sequence of the
previous time sequence [8]. After using numerous other
programs to encode the text, the decoded text is manually
classified as J, F, and G. Experiments to apply different
machine learning and deep learning algorithms to emotion
datasets were also conducted. (e results show that the
proposed Bi-LSTM model produced improved results in
terms of improved accuracy (87.66%), precision (87.66%),

recall (87.66%), and F1-score (87.66%) with respect to the
compared studies.

(e following are some potential constraints on the
proposed work:

(1) We perform the emotional classification of text
content

(2) (e research is limited to random word embedding,
with no use of word representation models such as
Glove, FastText, or word2vec

(3) Emotions are not classified using other configura-
tions of deep learning techniques

(4) (e current study’s content is solely focused on the
ISEAR and Twitter emotion datasets

(5) In the work, limited emotion clues are exploited
(6) (e current research does not mention emotion

intensities such as strong negative, strong positive,
weak negative, and weak positive, which must be
discussed to make the system more effective

(7) (e research is limited to texts written in English
(8) AUC, density, and error rate can be used to better

estimate the classifier’s performance; however, the
proposed study topic is confined to performance
metrics like accuracy, preciseness, recall, and F1-
score

(9) A modest number of machine learning models are
currently being used for testing, but that can be
extended

6. Future Directions

(e following is a list of probable future options for the
research work:

(1) Photographs and videos may be used to expand the
work

(2) Other previously trained schemes such as Glove,
word2vec, and FastText can be used for word
embedding layer in future work

Table 10: F-G emotion class significance.

Proposed BILSTM correct classification Proposed BILSTM misclassification Total
MNB correct classification 150 10 160
MNB misclassification 19 40 59
Total 169 50 219
With one degree of freedom, we observed that the 2-tailed p value was 0.137 with a chi-square statistic of 2.22. As a result, the null hypothesis is discarded in
favor of an alternative hypothesis.

Table 11: F-S emotion class significance.

Proposed BILSTM correct classification Proposed BILSTM misclassification Total
MNB correct classification 145 20 165
MNB misclassification 29 25 54
Total 174 45 219
A chi-square statistic a� 1.3 gives us a p value of 0.253 for the two-tailed McNemar’s test, and a degree of freedom of 1. An alternate hypothesis is therefore
accepted, and the null hypothesis is rejected.
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(3) For emotional classification, we will investigate the
various combinations of deep neural networks

(4) Exploring additional emotional classification tasks
in different data sets

(5) One potential plan in the future is to increase the
performance of the research project by extending
the different emotion clues

(6) (e research will be expanded to include other
languages to test the efficacy of the proposed model
in other languages

(7) (e problem of long computation times can be
addressed using GPU, which allows for large-scale
dataset experiments

(8) Using a combination of deep neural network sys-
tems to solve the problem of emotion classification
would be more efficient. As a result, we will use
other neural networks in the future

(9) In the future, we will put more emphasis on using
ensemble approaches to improve device efficiency

(10) We will focus on adding more base models and
looking for other criteria that might further im-
prove the overall accuracy of the proposed work

(11) In future studies, we will look at combining our
proposed approach with other NLP strategies such
as part of speech and marking to achieve better
results for NLP problems
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Autism spectrum disorder is an inherited long-living and neurological disorder that starts in the early age of childhood with
complicated causes. Autism spectrum disorder can lead to mental disorders such as anxiety, miscommunication, and limited
repetitive interest. If the autism spectrum disorder is detected in the early childhood, it will be very beneficial for children to
enhance their mental health level. In this study, different machine and deep learning algorithms were applied to classify the
severity of autism spectrum disorder. Moreover, different optimization techniques were employed to enhance the performance.
)e deep neural network performed better when compared with other approaches.

1. Introduction

Autism spectrum disorder (ASD) is an inherited long-living
and neurological disorder that starts in the early age of
childhood with complicated causes [1].)e person with ASD
can have mental disorders such as anxiety, miscommuni-
cation, and limited repetitive interest. ASD can affect the
person ability to perform the function properly in the dif-
ferent stages of life. )erefore, initial diagnosis and treat-
ment are tremendously important [2]. One of the most
important symptoms of ASD is the behaviour of the affected
person with others [3]. Normally, children with autism
speak very little and stay quiet. )ey can adopt specific
behaviour from movies and cartoons. For this reason, they
can show a risky unexpected behaviour [4].

According to the World Health Organization, ASD af-
fects about 1% population of worldwide [5] and the ratio
around the world is increasing very rapidly [1, 6]. According
to the Centers for Disease Control and Prevention, the
prevalence of ASD has risen to approximately 1 in 68. )e
frequency of occurrence of ASD in males is approximately

four times higher than that in females [7]. ASD can be
present in ethnic, racial, and economic groups. In the United
States, most children are not diagnosed with ASD until they
reach four years [8]. ASD affects about 1.4% population in
the region of South Asia [9].

)ere exists no biological test to diagnose ASD. Current
practices to diagnose ASD rely on behavioural patterns [10].
Autism detection in the earlier stage can prevent the patient
situation from more deteriorating and also help to decrease
the costs that are linked with overdue diagnosis [1].
According to the Diagnostic and Statistical Manual of
Mental Disorders, 5th Edition (DSM-5), the severity of ASD
can be determined on a spectrum, which has three levels of
severity ranging from mild to severe symptoms: Level 1:
needs support, Level 2: needs substantial support, and Level
3: needs very substantial support [11, 12].

Machine learning is a growing field, which uses math-
ematical learning, statistical estimation, and information
theories to find useful patterns in the large amount of data
[13–16]. Recently, deep learning is the most trending area of
research, which is the subset of machine learning and uses
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the neural network architectures to model the high-level
abstraction in data [17]. )ese structures contain several
layers with processing units that apply linear or nonlinear
transformations to the input data [17]. In recent years,
different types of deep learning architectures have been
already applied to the supervised and unsupervised datasets
in the medical field [18–20].

Different studies have employed machine learning and
deep learning techniques to predict, diagnose, and classify
ASD [21]. )e objective of this study was to apply machine
learning and deep learning techniques to classify the severity
of ASD. )e proposed techniques employ cross-validation
with hyperparameter tuning. Furthermore, this study per-
forms statistical analysis to compare the models. )e ex-
perimental results depict that DNN outperforms other
methods.

)e next section presents the related work. )en, the
proposed methodology is discussed. Afterwards, the results
are presented. )e last section concludes the outcomes.

2. Review of Literature

Researchers have applied different techniques to diagnose
the ASD. Dvornek et al. [22] applied the recurrent neural
networks with long short-termmemory for the classification
of individuals with ASD and typical controls for the Autism
Brain Imaging Data Exchange (ABIDE) dataset and attained
68.5% accuracy. Van den Bekerom [23] used the NSCH
dataset and applied the four machine learning classification
algorithms to classify the severity of ASD. )e result to
classify the severity of ASD attained the accuracy of 0.50% to
0.54% and also used the one-way method, which improved
the prediction accuracy of the severity of ASD of 54.1% to
90.2%.

Heinsfeld et al. [24] used the machine learning tech-
niques such as SVM, RF, and DNN in the ABIDE dataset,
and the result showed the accuracy of 0.65% to 0.70%. Bi
et al. [25] used the multiple SVM to classify the patients and
normal controls. Altay and Ulas [26] applied the linear
discriminant analysis (LDA) and K-nearest neighbor (KNN)
to diagnose the ASD and attained 90.8% and 88.5% accuracy,
respectively. Mohammadian Rad and Furlanello [27] applied
deep learning to the automatic detection of stereotypical
motor movements. )ey used the convolutional neural
network (CNN) to learn a discriminative feature space from
raw data. )ey also combined the long short-term memory
with CNN to model the temporal patterns in a sequence of
multi-axis.

Kong et al. [28] used the DNN for ASD classification.
)ey extracted the features for each subject and ranked
them, and the top 3000 features were used as input to DNN
for classification. )e proposed method attained 90.39%
accuracy. Eslami and Saeed [29] proposed the Auto-ASD-
Network model and classified the subjects of ASD from
healthy subjects. )ey used the deep learning to find the
useful patterns from the dataset. )ey applied the auto-tune
model to optimize the hyperparameters of SVM and
achieved 70% accuracy for the fMRI dataset. Wilson and
Rajan [30] applied the deep learning algorithm to detect the

ASD from the brain imaging dataset and attained 70% ac-
curacy in the detection of ASD. Pream et al. [31] used the
supervised machine learning techniques to identify the
syndromic ASD. )ey attained 98% and 94% accuracy using
SVM and decision tree, respectively. Nasser et al. [32] build
the artificial neural network model to diagnose the ASD.)e
data were gathered from the ASD screening application that
contains ASD test outcomes based on queries from users.
Table 1 provides the summary of the related work.

3. Methodology

)e classification of severity of ASD is difficult due to de-
pendence on different features. )is study proposes the
machine learning models to classify the severity of ASD
(Figure 1). In this work, the survey-based national survey of
children’s health dataset is used, which was collected from
2011 to 2012. )e survey was conducted in the United States
[23]. )e participants of survey were children of age 2 to 17
years in the United States. )e dataset consists of 95 677
records.

Next, the dataset is preprocessed to clean the data and
remove the irrelevant parts of dataset. First, the columns that
have a single value or few unique values were identified.
Variance)reshold class was used to remove these columns.
Next, the duplicate rows were identified and removed. )e
rows having null values in most of the columns were re-
moved. Moreover, the imputation technique with mean
value was employed to handle the remaining missing values.
Label encoding was used to encode the target label into
numeric values.)e dataset has imbalance classes (Figure 2).
)e classes in dataset were encoded to 0, 1, 2, and 3, which
corresponds to no ASD, Level 1 ASD, Level 2 ASD, and Level
3 ASD, respectively.

Most of the machine learning algorithms are sensitive to
the data scaling. For this reason, it is good practice to adjust
the data representation [33]. In this study, different scaling
techniques were used and StandardScaler technique showed
better performance. )erefore, this data transformation
technique was used for machine learning pipeline.

Furthermore, different dimensionality reduction tech-
niques were considered [34, 35]. We employed principal
component analysis (PCA) for this study. PCA rotates the
dataset in a way such that features are statistically uncor-
related. )en, the subset of the rotated features are used
based on their importance [33]. For the sake of model
development, we used 70% of total dataset as training and
the remaining 30% dataset as testing.

In this study, we considered random forest (RF), support
vector machine (SVM), naive Bayes (NB), K-nearest
neighbor (KNN), and deep neural network algorithms to
predict and classify the severity of ASD. We also applied
hyperparameter tuning with stratified k-fold cross-valida-
tion for each machine and deep learning model to obtain the
best parameters for each model. Stratified k-fold cross-
validation was used to attain more reliable estimate of
generalization of performance [33].

Cross-validation was used to estimate the performance
for each parameter combination. For this purpose, the
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Table 1: Summary of related work.

Sr.
No. Authors Objectives Method Dataset Accuracy

1 Dvornek et al
[22]

Used the long short-term
memory network to identify the
autism from resting-state fMRI.

Recurrent neural networks
(long short-term memory) ABIDE 68.5%

2
Van den
Bekerom
[23]

To use the machine learning to
predict the ASD.

Machine learning
algorithms (SVM, RF, and
NB) and 1-way method

National Survey of
Children’s Health
(NSCH) data

0.49% to 0.54% in 4 classes
using machine learning and
54.1% to 90.2% using the 1-

way method

3 Heinsfeld
et al [24]

To apply the deep learning
algorithm to identify the ASD. SVM, RF, DNN ABIDE 65%, 63%, 70%

4 Bi et al [25] To apply the random SVM to
classify the ASD.

Random support vector
cluster ABIDE 96.15%

5 Altay and
Ulas (2018)

To use the classification method
to identify the children who

have ASD or not.

Discriminant analysis,
KNN 292 samples 91%, 89%

6 Kong et al
[28] To identify the ASD using DNN. DNN ABIDE 90.39%

7 Eslami and
saeed [29]

To diagnose the ASD using the
Auto-ASD-Network based on
the deep learning and SVM.

DNN, SVM, state-of-the-
art classifier 4 fMRI datasets 80%

8 Wilson and
rajan [30]

To use the brain imaging dataset
to identify the ASD. DL algorithms ABIDE 70%

9 Sudha and
Vijaya [31]

To identify the ASD by
supervised algorithms. Decision tree, SVM, MLP 98%, 96%, 95%

10 Nasser et al
[32]

To identify the ASD by artificial
neural network. ANN

Dataset collected
from the ASD
screening app

100%

Raw Data
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Data Cleaning

Feature Extraction

Test
Data
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Data

Training
Data
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Data

Parameter Grid

Best Parameter
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Evaluation

RESULTS
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Figure 1: Proposed methodology.
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training and validation data are split for each parameter
setting. )e accuracy values were computed for each pa-
rameter setting for each split in the cross-validation. )e
mean validation accuracy is calculated for each parameter
setting [33]. )e best parameters for each model were ob-
tained using the best cross-validation performance [33]. )e
model was retrained using these best parameters to attain the
best performance. )en, the model was evaluated using test
data.

For each classifier, we used the pipeline function of
Sklearn library and employed standard scalar, PCA, and
classifier in this order. For each classifier, PCA parameter
n_components having range (2, 10, 5) is used. RF is the
combination of many trees and one of the most successful
ensemble learning methods [36]. )e different values of
n_estimators, min_samples_split, min_samples_leaf, and
max_features parameters for RF classifier were considered.
To obtain the best parameters for RF using grid search,
parameter values of n_estimators, min_samples_split,
min_samples_leaf, and max_features [50, 150, 200], [2, 5,
10], [1, 2, 4], and [“auto,” “rbf”] were considered, respec-
tively. After that, we applied the fivefold cross-validation
with grid search for the training and validation datasets.
After applying the fivefold cross-validation with grid search,
the best parameter value obtained for n_estimators is 200,
min_samples_split is 5, min_samples_leaf is 4, max_features
is auto, and n_components of PCA is 7. )en, the RF
classifier was retrained using these best parameters.

SVM is one of the best classification methods that can
handle multiple variables. Kernel, gamma, and C parameters
were considered for SVM classifier. )e different parameter
values of kernel, gamma, and C used were [“linear,” “rbf”],
[0.001, 0.01, 0.1], and [0.001, 0.01, 0.1], respectively. After
applying cross-validation with grid search, the best pa-
rameters obtained for kernel, gamma, and C were “linear,”
0.001, and 0.001, respectively. For PCA, n_components value
is 2. )en, the SVM is retrained with these best parameters.
For NB, var_smoothing parameter containing the np.log-
space (0, −9, num� 20) is used and value 1.0 is obtained as
the best value using cross-validation and hyperparameter
tuning. )e best parameter of n_components for PCA is 2.
KNN is a nonparametric method and is based on the
proximity of the sample feature and the training set [37].)e

n_neighbors and p parameters of KNNwith values [1–7] and
[1, 2, 5] were used, respectively. After that, we applied the
fivefold cross-validation in combination with grid search for
the training dataset and validation dataset. )e best pa-
rameter value for n_neighbors is 7, p is 1, and n_components
of PCA is 7.

Moreover, cross-validation and grid search were applied
to DNN to find the best parameters. )e parameters con-
sidered for DNN were activation, batch_size, epochs, op-
timizer, learn_rate, momentum, init_mode, dropout_rate,
and weight_constraint.)e parameter values and best values
for each parameter are listed in Table 2.

4. Results and Discussion

)e objective of this work was to classify the severity of ASD.
)is section describes the results of different machine and
deep learning models considered to classify the severity of
ASD. For the model development, we used different func-
tions of Keras and Scikit-learn libraries. Keras is easy to use,
fast, and open-source neural network library that runs on
top of )eano or TensorFlow. It provides the easy workflow
to train and define the neural network in just a few lines of
code, but Keras does not handle the low-level computation.
To build the DNN model, we adapted the sequential model.
Scikit-learn library was used to design SVM, NB, RF, and
KNN models. It is the library of machine learning that is
written in Python programming language. For visualization
of results, matplotlib, seaborn, and PyCaret libraries were
used. Moreover, the Google Colab platform was used to
create models and obtain the results.

To evaluate the performance of these machine and deep
learning models, learning curves and precision-recall curves
were used. A learning curve is used to show the performance
when there is change in the training set or time. In this study,
we used model performance on x-axis and training set on y-
axis for learning curve. It can detect high variance or high
bias in the model. )e dataset considered in this work has
class imbalance. For this reason, we used the precision-recall
curve to check the performance of different models [38].
Machine and deep learning models were trained on dataset
using different parameters. Table 2 lists the best parameters
obtained for each model using grid search with cross-
validation.

Figure 3 summarizes the learning curves of different
parameters for DNN model and also shows the loss and
accuracy on training sets and test sets. DNN parameters
considered were batch_size, epochs (Figure 3(a)), optimi-
zation algorithm (Figure 3(b)), learn_rate and momentum
(Figure 3(c)), weight initialization (Figure 3(d)), activation
function (Figure 3(e)), and dropout regularization
(Figure 3(f)). For each case considered, the train and test loss
is decreasing in second epochs and these losses converge.
)e accuracy of train and test is almost the same.)is means
the model is neither underfitting nor overfitting. Moreover,
this shows that model does not have high variance or high
bias.)e reason for better performance of model is the use of
stratified cross-validation.

32.59%

9.26%

11.25%

46.90%

Level 1

Level 2

Level 3

No ASD

Figure 2: Class distribution.
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Table 2: Parameters considered for different machine and deep learning models.

Model Parameters Best Parameters

RF

(i) n_estimator� [50, 150, 200] (i) n_estimator� 200
(ii) min_samples_split� [2, 5, 10] (ii) min_samples_split� 5
(iii) min_samples_leaf� [1, 2, 4] (iii) min_samples_leaf� 4
(iv) max_features� [auto, rbf] (iv) max_features� auto

(v) PCA n_components� 7

SVM

(i) kernel� [linear, rbf] (i) kernel� linear
(ii) gamma� [0.001, 0.01, 0.1] (ii) gamma� 0.001
(iii) C� [0.001, 0.01, 0.1] (iii) C� 0.001

(iv) PCA n_components� 2

NB (i) var_smoothing� np.logspace (0, 9, num� 20) (i) var_smoothing� 1.0
(ii) PCA n_components� 2

KNN
(i) n_neighbors� [1–7] (i) n_neighbors� 7
(ii) p� [1, 2, 5] (ii) p� 1

(iii) PCA n_components� 7

DNN

(i) activation function� [softplus, softmax, softsign, relu, tanh,
sigmoid, hard_sigmoid, linear] (i) activation function� relu

(ii) batch_size� [10, 50, 100] (ii) batch_size� 10
(iii) epochs� [10, 20, 40, 50, 80, 100] (iii) epochs� 10
(iv) optimizer� [RMSprop, SGD, Adagrad, Adadelta, Adam, Adamax, Nadam] (iv) optimizer� SGD
(v) learn_rate� [0.001, 0.01, 0.1, 0.2, 0.3] (v) learn_rate� 0.001
(vi) momentum� [0.0, 0.2, 0.4, 0.6, 0.8, 0.9] (vi) momentum� 0.0
(vii) init_mode� [uniform, lecun_uniform, normal, zero, glorot_normal,
glorot_uniform, he_normal, he_uniform] (vii) init_mode� uniform

(viii) dropout_rate� [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9] (viii) dropout_rate� 0.0
(ix) weight_constraint� [1–5] (ix) weight_constraint� 1
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Next, the learning curves for different machine and deep
learning models were computed (Figure 4). )e best pa-
rameters were obtained for KNN, NB, SVM, RF, and DNN
models using cross-validation and hyperparameter tuning.
)ese models were retrained using these best parameters.
)e learning curves for these models have score on x-axis
and training examples on y-axis. Here, higher score means
better performance of themodel.)ese learning curves show
that training and cross-validation scores are almost the
same. )e score for training and cross-validation remains
almost the same with an increase in training examples.)ese
models attained score in the range of 72% to 80%. )e DNN
model is good fit as training loss and validation loss grad-
ually decrease and reach a point of stability. Moreover, the
gap between training loss and validation loss is small, which
means the model has low variance (Figure 4(e)).

Furthermore, confusion matrices were used to visualize
the performance for different classes (Figure 5). Most of the
classification algorithms correctly classified the data. Class 1
has large number of records in dataset, and most of the
algorithms correctly classify data belonging to this class.
However, the NB algorithm does not perform well for data
belonging to class 3. )e reason is distribution of majority
class in the training dataset.

Finally, the precision-recall curves were computed
(Figure 6). )e precision-recall curve has precision on the y-
axis and recall on the x-axis. )ere is trade-off between
precision and recall values for different thresholds. For low
recall values, the precision value is high. For recall value
greater than 0.8, KNN shows a stair step area. )is means
that a small change in threshold reduces the precision with
minor gain in recall value. DNN algorithm attains better
average precision compared with other machine learning
algorithms. )e average precision values are different in the
precision-recall curve (Figure 6) and classification algorithm

performance (Table 3).)e reason is that the precision-recall
curve computes the precision of one class with all other
classes in the multi-class dataset.

Table 3 shows the performance of all the machine
learning and deep learning algorithms for the NSCH dataset.
Accuracy is one of the most used metrics to evaluate clas-
sification models. DNN exhibits better performance com-
pared with other approaches and attained the highest
accuracy result of 87% in the NSCH dataset. )e previous
study for this dataset attained 50% to 54% accuracy [23].

)ese algorithms can be evaluated using a statistical test
to check whether they have the same performance. )e
performance comparison of all the supervised classification
models together is difficult. Moreover, the quality and
performance of a supervised classification model should be
evaluated on independent data [39]. For this reason, 5× 2 cv
paired t-test was employed to compare the performance of
two models [39, 40]. In this work, a level of significance α �

0.05 is used for 5× 2 cv paired t-test. For comparison of
performance of classification models, this method divides
the dataset five times into 50% training data and 50% test
data. Two models were fit on the training data and evaluated
on the test data for each of the 5 iterations in 5× 2 cv paired
t-test. Moreover, training data and test data are rotated to
compute the performance again [40]. Table 4 shows pairwise
performance comparison of classification algorithms. For all
cases, p≤ α. )is means that the performance of these al-
gorithms is significantly different for this dataset.

Furthermore, the Kruskal–Wallis and Friedman tests
were applied to compare the performance of all models
together (Table 5). Table 5 shows the resultant p value after
applying the tests. )e null hypothesis for these tests is that
the performance of all classifiers is the same. In this case, the
null hypothesis is rejected, which means that the perfor-
mance of classifiers is not the same.
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Figure 3: Impact of different hyperparameters on the performance of DNN. (a) Epochs and batch_size. (b) Optimization algorithms. (c)
Learning rate and momentum. (d) Weight initialization. (e) Activation function. (f ) Dropout regularization.
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Figure 4: Learning curves for different models. (a) KNN. (b) NB. (c) SVM. (d) RF. (e) DNN.
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Figure 5: Confusion matrix for different models. (a) KNN. (b) NB. (c) SVM. (d) RF. (e) DNN.
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Figure 6: Precision-recall curve for different models. (a) KNN. (b) NB. (c) SVM. (d) RF. (e) DNN.
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5. Conclusion

)e early detection of ASD can help to improve the learning
capabilities. )is study presents different machine and deep
learning techniques to classify the severity of ASD. Different
experiments were conducted using stratified k-fold cross-
validation and hyperparameter tuning. )e objective was to
attain the best parameters for each machine and deep
learningmodel and retrain themodel using these parameters
to obtain better performance. )e results depict that DNN
has better performance when compared with other models.
In the future work, we will apply these techniques to dif-
ferent datasets and modalities.
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Asian citrus psyllid, Diaphorina citri Kuwayama (Liviidae: Hemiptera) is a menacing and notorious pest of citrus plants. It vectors
a phloem vessel-dwelling bacterium Candidatus Liberibacter asiaticus, which is a causative pathogen of the serious citrus disease
known as Huanglongbing. Huanglongbing disease is a major bottleneck in the export of citrus fruits from Pakistan. It is being
responsible for huge citrus economic losses globally. In the current study, several prediction models were developed based on
regression algorithms of machine learning to monitor different phenological stages of Asian citrus psyllid to predict its population
about different abiotic variables (average maximum temperature, average minimum temperature, average weekly temperature,
average weekly relative humidity, and average weekly rainfall) and biotic variable (host plant phenological patterns) in citrus-
growing regions of Pakistan. 'e pest prediction models can be used for proper applications of pesticides only when needed for
reducing the environmental and cost impacts of pesticides. Pearson’s correlation analysis was performed to find the relationship
between different predictor (abiotic and biotic) variables and pest infestation rate on citrus plants. Multiple linear regression,
random forest regressor, and deep neural network approaches were compared to predict population dynamics of Asian citrus
psyllid. In comparison with other regression techniques, a deep neural network-based prediction model resulted in the least root
mean squared error values while predicting egg, nymph, and adult populations.

1. Introduction

'e citrus greening disease, which is also known as
Huanglongbing, is a severe affliction to citrus plants that
causes significant losses to the citrus economy, caused by a
phloem-dwelling bacterium Candidatus Liberibacter asiat-
icus. 'is incurable and economically damaging disease is
transmitted by infection of a sucking pest, Asian citrus
psyllid (ACP), which is a transmitting vector agent of
Candidatus Liberibacter asiaticus phloem-inhabiting bac-
terium. Effective management of ACP is crucial for pre-
venting the losses caused by Huanglongbing and ACP

complex [1]. 'ere are three types of bacteria, Candidatus
Liberibacter asiaticus, Candidatus Liberibacter americanus,
and Candidatus Liberibacter africanus, associated with the
spreading of Huanglongbing throughout the citrus-growing
areas worldwide [2]. Huanglongbing is a vector-borne
disease, and its causative agents grow and transmit through
ACP [3].

Psyllid population growth rate is directly associated with
the flush phenology (biotic factor) of host plants because
female adults are only able to lay eggs on young, tender, and
succulent plant leaves, and resultantly, the nymphs are more
likely to hatch and grow during the season of abundant flush
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growth on citrus plants. Availability of flush growth and
optimum meteorological conditions leads to large infesta-
tions of ACP on citrus plants. Different meteorological
conditions such as relative humidity, temperature, and
rainfall in the study area are important factors influencing
the existence of ACP stages in the field. Citrus host plant
phenological characteristics have the tremendous ability to
influence psyllid biology, survival, and resultant pest out-
breaks under optimum environmental conditions [4–6].

Entomologists carried out various trials previously re-
garding population change of psyllid over time and these
types of studies are significantly useful in future pest pre-
diction and forecasting. Keeping in view, the significant
effect of weather factors on insect populations and natural
enemies’ existence can be correlated with the changing pest-
natural enemies’ populations, which will better explain the
density curves of both psyllid and associated insect enemies
[7–9].

'e science of ecology in natural sciences studies the
mutual relationships among the biotic and abiotic compo-
nents of the ecosystem to understand ecological processes
and make predictions about future trends. Machine learning
(ML) techniques have advantages over typical statistical
approaches because these techniques are modeling ecolog-
ical processes in a better way by allowing better decision-
making and informed actions in the real world without (or
with minimal) human involvement. ML techniques not only
provide a flexible framework for the execution of data-
driven tasks but also help for the integration of expert
knowledge into the system [10].

'e abilities of ML algorithms to model high-dimen-
sional and nonlinear data with complex interactions,
missing values, and identification of complicated structures
from more complex datasets are defeating typical statistical
approaches in population modeling [11]. Recent advance-
ments in ML are deep learning (DL) techniques [12].'e DL
approaches have the potential of automated feature learning,
and the complex structures allow to solve more complex
problems faster and accurately and reduce error while
modeling regression problems and increasing accuracy in
classification problems analysis in the presence of large
dataset availability [13].

Machine learning techniques have been used in several
studies related to pest’s population prediction such as mod-
eling the population dynamics of paddy stem borer (Scirpo-
phaga incertulas) [14], the population density of Scirtothrips
dorsalis Hood [15], risk of Melon thrip (T. palmi), dia-
mondback moth (P. xylostella) [16], fluctuating trends of
Dendrolimus superans population [17], population phenology
of Black Planthopper (Nilaparvata lugens) [18], population
occurrence of mosquitoes in correlation with different so-
cioeconomic factors and landscape variables [19], Prostepha-
nus truncatus infestation and accompanying damages tomaize
grain storage in correlation with abiotic factors [20], fluctu-
ating trends of cotton’s pest population (:rips tabaci linde)
[21], and the effect of temperature and rainfall monitored by
Watts and Worner [22] to the establishment of mealybug
(Planococcus citri) and aphid (Myzus Persicae, Aphis gossypii,
Eriosoma lanigerum, and Brevicoryne brassicae).

'e random forest regressor (RFR) model has been
employed by researchers in various fields related to pre-
diction and classification problems; for example, the authors
of [23–25] used this ensemble learning approach prediction
of dengue, citrus flatid planthopper, and sunn pest’s
nymphal stage, respectively. For earlier prediction of pest’s
risk, the multiple linear regression (MLR) model was
adopted by numerous researchers. 'e authors of [26, 27]
implementedMLR approach to model potential risk of black
planthopper and oriental fruit fly (Bactrocera dorsalis)
population, respectively.

Deep neural network (DNN) has broader applicability in
the following agricultural domains in general. Chlingaryan
et al. [10] used DNN for estimation of crop yield prediction.
'e authors of [28, 29] deployed DNN for the prediction of
soil moisture contents, and Scher [30] used DNN for
weather conditions’ prediction. DNN has been also used for
land cover and crop type classification, image identification,
and classification of plants and weeds [31–34]. Rammer and
Seidl [35] deployed DNN and RFR to predict damages that
will occur in the future through bark beetle population
outbreak using pest’s historical data and concluded that
DNN has the tremendous power to model bark beetle
outbreaks’ dynamics and other ecological prediction prob-
lems. 'is review of previous studies shows a research gap
concerning the use of ML and DL models in the prediction
of phenological stages of insects-pests. Keeping in view the
literatures, the present study was conducted to (a) make
comparative analysis of different machine and deep learning
techniques to predict phenological stages of ACP and (b)
monitor the cumulative effect of different weather factors
and host plant phenology on psyllid phenological stages.

In present research, we made a comparative analysis of
different regression-based approaches, i.e., DNN, MLR, and
RFR models, to predict the population of different ACP-
phenological stages using environmental variables and host-
plant phenology variables as independent variables. By using
the abovementioned regression approaches, we evaluated
the combined effect of different independent variables on
three ACP-phenological stages, i.e., eggs, nymphs, and
adults separately.

2. Materials and Methods

2.1. Study Site and Data Collection. For data collection to
monitor population dynamics of Asian Citrus Psyllid, two
study locations, Square No.9 (31° 25′50.4″ N; 73° 03′40.2″ E;
elevation 190m) and PARS (N31o23’35.20”; E73o01’27.0”;
elevation 210m), were selected from University of Agri-
culture Faisalabad (UAF), Pakistan. From both study lo-
cations, 15 trees of two citrus species, sweet orange (Citrus
sinensis sensu latu), and kinnow (Citrus reticulata) were
randomly selected and tagged properly to monitor pop-
ulation fluctuations of ACP on weekly basis from a time
course, 26 March 2011 to 20 April 2013. A detailed de-
scription of both study sites and ACP-phenological stages’
data collection is given in [36]. We used datasets spanning
25months to reduce experimental errors and to confirm the
psyllid response in different weather conditions in different
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seasons. If psyllid population increases in spring, then we
repeated this for next spring to see if psyllid responds
similarly.

Meteorological data during the experimental period
regarding daily temperature (maximum, minimum, and
average temperature), rainfall, and relative humidity on
daily basis were documented from the meteorological ob-
servatory of the Crop Physiology (CP) department in the
Agricultural faculty of UAF. 'e effect of meteorological
(abiotic) factors was also monitored by calculating the
percentage of branches infected with different life stages of
ACP, i.e., eggs, nymphs, and adults individually and
collectively.

2.2. Model Development. In this study, three models, i.e.,
RFR, DNN, and MLR, were employed to model population
dynamics of ACP.'eGoogle Collaboratory was used, and it
is an effective cloud computing environment for developing
python-based applications.

2.3. Random Forest Regressor. Random forest is an ensem-
bled learning approach proposed in [36] and used both for
regression and classification problems’ analysis [37]. Each
random forest is composed of a specified number of decision
trees, and each decision tree trains on samples of training
data by following a randomized approach called Bagging
(Bootstrap aggregating). Random forest regressor returns
the output in the form of the mean value calculated from the
results of the prediction of all decision trees. It minimizes the
effect of model overfitting by introducing randomness in
variables and data instances’ selection. RFRs have the ca-
pability of efficient training and testing. As each prediction is
made by random forests (RFs), a built-in mechanism is
usually found in RF to calculate test errors, e.g., root mean
squared error (RMSE), mean absolute error (MAE), and
confidence [38]. Hyperparameter tuning is an important
step in the development of models. In order to train the RF,
we set the value of n_estimators (number of decision trees)
as 20 and random_state� 42, while keeping other hyper-
parameters with their default values.We used RMSE as a loss
function to calculate test errors. 'e mathematical formu-
lation of RMSE is given as follows:

RMSE �
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where yi and yi are the actual and predicted values, re-
spectively, and n is the number of observations. For eval-
uating the accuracies of the forecasting models, RMSE is a
common indicator used in regression problems analysis
[39].

2.4. Deep Neural Network. Artificial neural networks
(ANNs) were developed in the middle of the nineteenth
century. 'e term “deep learning” refers to training of
deeper and larger ANNs. Here, deeper and larger are

concerned with more layers and more neurons as compared
to ANNs [12]. DNNs are the result of recently developed
improved algorithms which are optimizing the weights of
the connections [40].

For predicting the population phenology of ACP, we
developed a DNN comprised of one input layer consisting of
six input neurons/nodes and two hidden layers with six and
eight neurons, respectively. 'e activation function and
optimizer used are ReLu and Adam, respectively. DNN
architecture also consisted of one output layer with a single
neuron to predict each ACP life stage, i.e., eggs, nymphs, and
adults separately. We used dense layers to make the model
more stable for prediction (Figure 1).

2.5. Multiple Linear Regression. To quantify the relationship
between different input variables (Average Max Temp,
Average Min Temp, AverageWeekly Temp, AverageWeekly
RH, Average Weekly Rainfall, and Branches with Flush) and
ACP phenological stages, Pearson correlation analysis was
performed. We used Pearson correlation coefficient (R)
values as criteria to select suitable input variables for de-
veloping the MLR model. 'e MLR model was deployed
with a stepwise selection method to monitor the fluctuating
trends of ACP population occurrence. Equation (2) for MLR
is given below:

y � β0 + β1x1 + β2x2 + · · · + βkxk + ε, (2)

where y refers to predicted or response variable.'e range of
predictors or controlled variables starts from x1 to xk. β0 is
called the intercept or constant variable and β1 to βk are the
regression coefficients of controlled variables. ε is fitted or
residual error to indicate the uncertainty in the model [41].
We normalized the dataset before fitting the MLR model on
the respective dataset to monitor the population growth of
ACP in relation to host plant phenology and different abiotic
factors.

2.6. Feature Importance. To measure the importance of
different input variables for predicting different ACP-phe-
nological stages, we used a feature importance graph using
RFR. 'e feature importance graphs for eggs and nymphs
reveal that “branches with flush” is one of the most im-
portant variables for ACP egg and nymph growth (Figure 2).

3. Results

3.1. Effect of Abiotic Factors on Population Fluctuations of
ACP. To study the impact of various abiotic factors on the
population phenology of D. citri during the experimental
time duration of 25 months on an individual and cumulative
basis for different citrus species, correlation coefficient
values by using Minitab software were calculated (Table 1).
In the case of the ACP-eggs’ population, host plant flush
growth patterns and average weekly relative humidity have a
significant and positive relationship with ACP-eggs’ pro-
duction and growth as R� 0.44 and 0.247 and p≤ 0.05).
ACP-nymphs’ growth was found to be positively correlated
with input variable branches with flush as R� 0.48 and
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Figure 1: Deep neural network architecture for predicting ACP population dynamics.
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Figure 2: Feature importance graphs for different ACP phenological stages. (a) Input variables importance for ACP-egg’s growth. (b) Input
variables importance for ACP-nymph’s growth. (c) Input variables importance for ACP-adult’s growth.
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p≤ 0.05. Average weekly rainfall and relative humidity were
nonsignificant and negatively correlated with ACP-nymphs’
abundance.

It is clear from the results that average minimum
temperature, average maximum temperature, and average
weekly temperature showed positive and significant impact
on the population of ACP-adults (R� 0.233, 0.25, and 0.244
and p≤ 0.05). Cumulatively, from the time course of March
2011 to April 2013, rainfall and relative humidity exerted a
significant but negative impact on the ACP population.
Meanwhile, all three temperatures exerted a positive but not
nonsignificant correlation with population of ACP (Table 1).

3.2. Comparison of Different Regression Approaches to Predict
ACP-Eggs’ Population. To predict ACP-eggs’ population, all
three employed models were fitted using training data. We
experimented with these regression-based approaches on
eight types of datasets (Figure 3). Figure 3 shows a com-
parison of actual and predicted values. We have categorized
models from best to worst in the context of their perfor-
mance in ACP-eggs’ population. In most cases, the DNN
model resulted in the least RMSE value of 0.63925 while
predicting the ACP-eggs’ population. 'e RMSE value was
computed by taking the mean of RMSE values obtained
from results of eight datasets. 'e RFR model was the other
best regression approach which resulted in the second least
RMSE value of 0.70375. RFR is an ensemble method which
is much efficient in extracting meaningful information
from the given data. It was found to be true in previous
studies [18, 35]. 'e MLR model resulted in the RMSE
value of 0.7935 as it could not perform well in comparison
with other approaches deployed for ACP-eggs’ population
prediction. 'ese findings are consistent with result of
[19, 42, 43].

In the case of ACP-nymphs’ population prediction, the
DNN model performed better when compared with the

other competitive approaches (Figure 4). DNN has the least
RMSE value. Before the training of a prediction model,
hyperparameter tuning was performed to attain the best
parameters for each model. 'en, models were retrained
using these best parameters to obtain minimum the loss
function’s values. 'e residuals calculated by DNN, RFR,
and MLR models were 1.1875, 1.38775, and 1.2715, re-
spectively (Table 2).

ACP-adult stage considers to be more threatening for all
ornamental and citrus plants. Timely identification and
removal from citrus cultivars is a matter of great interest for
citrus growers. While predicting the ACP-adults’ population
in relation to different abiotic variables (Table 1) and flush
growth patterns, the DNNmodel resulted in an RMSE value
of 3.6776 which was the least RMSE value as compared to
residuals computed by RFR and MLR models (Figure 5).
RFR and MLR models resulted in 6.0553 and 8.6883 re-
siduals while predicting ACP-adults’ population’s fluctuat-
ing trends, respectively (Table 2).

4. Discussion and Conclusion

Pest’s population prediction can be used as a tool for area-
wide integrated pest management programs as it will help to
reduce the applications of agrochemicals in fields [27]. Dif-
ferent abiotic factors can be used as independent variables for
building a pest’s population prediction model [44]. Along
with abiotic factors, there are also some biotic factors that can
be used for predicting pest population abundance, e.g., host
plant phenology [27, 45]. It was found that, during seasons of
abundant flush growth, more infestation of ACP-eggs and
ACP-nymphs were observed in citrus orchards, and the same
effects were observed in [1, 8, 46]. Proper pest management
strategies will help to conserve psyllid-natural enemies by
minimizing pesticides applications in fields so that they can
play their role as a biocontrol agent against ACP effectively.
Optimum climatic conditions and host plant phenological

Table 1: Pearson’s correlation coefficient values between different ACP phenological stages and different abiotic variables and host plant
flush growth patterns.

Predictor variables Phonological stage Correlation coefficient (R) Sig.
Average Max Temp Eggs −0.052 0.663
Average Min Temp 0.011 0.929
Average Weekly Temp −0.019 0.871
Average Weekly RH 0.247 0.035∗∗

Average Weekly Rainfall 0.121 0.308
Branches with flush 0.44 0.000∗∗

Average Max Temp Nymphs 0.065 0.583
Average Min Temp 0.043 0.715
Average Weekly Temp 0.053 0.654
Average Weekly RH −0.028 0.817
Average Weekly Rainfall −0.036 0.762
Branches with flush 0.48 0.000∗∗

Average Max Temp Adults 0.233 0.047∗∗

Average Min Temp 0.25 0.033∗∗

Average Weekly Temp 0.244 0.038∗∗

Average Weekly RH −0.013 0.914
Average Weekly Rainfall 0.051 0.667
Branches with flush −0.053 0.655
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patterns have a great impact on ACP’s survival, biology, and
resultant pest abundance. 'e findings of this work are
consistent with studies of [4, 5, 47]. ACP’s population was
found to decrease significantly with rainfall and relative
humidity and increased with temperature. 'e ACP-
adults’ population was seen at its peak from March to
April and September to October where maximum ACP-
adults’ population was observed in former study duration.

DNN is an appropriate choice for modeling the ACP
population dynamics prediction problems as it has the
potential to model complex data [35]. DL, an emerging and
powerful evolution in ML, can become a powerful tool for
ecologists because of its quantitative and predictive nature
[48–50]. Because of generalizability of DL algorithms, they
are competent models for prediction problems specifically in
ecology and generally in all domains of research related to

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Time (Weeks)

0.00
0.50
1.00
1.50
2.00
2.50
3.00
3.50

A
CP

-E
gg

s G
ro

w
th

Actual
DNN

(a)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Time (Weeks)

0.0000

0.5000

1.0000

1.5000

2.0000

2.5000

3.0000

3.5000

A
CP

-E
gg

s G
ro

w
th

Actual
RFR

(b)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Time (Weeks)

-0.50

0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

A
CP

-E
gg

s G
ro

w
th

Actual
MLR

(c)

Figure 3: A comparison of actual and predicted ACP-eggs’ values using different models. (a) DNN, (b) RFR, and (c) MLR comparison of
different regression approaches to predict ACP-nymphs’ population.
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forecasting problems. It was concluded here that DNN
outperformed other classical and statistical regression
techniques while modeling ACP population fluctuating
trends, and we can deploy it in the future for modeling
complex forecasting problems. 'e RFR techniques also

performed better than the statistical model MLR while
predicting ACP-egg and ACP-adult population. According
to [18], RFR can be more robust for prediction by acting
upon some factors such as proper adjustment of hyper-
parameter values and larger datasets.

In this study, various regression-based models, ranging
from classical regression to deep learning-based regression,
were employed for predicting the population dynamics of
ACP. Current study compared predicting of the perfor-
mance of various models by comparing and evaluating their
resultant RMSE values. Different input variables, i.e., Av-
erage Max Temp, Average Min Temp, Average Weekly
Temp, Average Weekly RH, Average Weekly Rainfall, and
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Figure 4: A comparison of actual and predicted ACP-nymphs’ values using different models. (a) DNN, (b) RFR, and (c)MLR comparison of
different regression approaches to predict ACP-adults’ population.

Table 2: A comparison of RMSE values computed by different
regression techniques for ACP-egg, ACP-nymph, and ACP-adult
populations.
Models RMSE-eggs RMSE-nymphs RMSE-adults
RFR 0.7037 1.3877 6.0553
MLR 0.7935 1.2715 8.6883
DNN 0.63925 1.1875 3.6776
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Branches with flush, were used in present regression-based
models.'e key findings of this research can be summarized
as follows. (1) 'e DNN model with differently tuned
hyperparameters (Input, hidden, output layers, activation
functions, and optimizer) is best suited for predicting
population phenology of ACP. (2) A comparison of RMSE
values computed by different regression-based models
depicted that the DNN-based model has the potential to

model time-series forecasting problems. (3) 'e RFR model
was another effective regression-based model and a good
choice for predicting ACP-population dynamics as it
resulted in the second least RMSE values for different ACP-
phenological stages’ population prediction. (4) For reliable
predictions and optimization of different regression-based
models, configurations are also crucial. (5) 'e model which
resulted in the smallest mean-RMSE value for the
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Figure 5: A comparison of actual and predicted ACP-adults’ values computed by different regression techniques. (a) DNN. (b) RFR.
(c) MLR.
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corresponding ACP-phenological stage was considered as
the best prediction model.
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'e data used to support the findings of this study are in-
cluded within the article.
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Bulletin of Entomological Research, vol. 101, no. 2, pp. 187–
199, 2011.

[46] H. A. Narouei-Khandan, S. E. Halbert, S. P. Worner, and
A. H. van Bruggen, “Global climate suitability of citrus
huanglongbing and its vector, the Asian citrus psyllid, using
two correlative species distribution modeling approaches,
with emphasis on the USA,” European Journal of Plant Pa-
thology, vol. 144, no. 3, pp. 655–670, 2016.

[47] M. Fiaz, M. Afzal, and M. Z. Majeed, “Influence of abiotic
weather factors on population dynamics of asian citrus
psyllid, diaphoria citri Kuwayama (Hemiptera: psyllidae) in
central Punjab,” Pakistan Journal of Agricultural Research,
vol. 56, no. 1, pp. 35–40, 2018.

[48] M. R. Evans, K. J. Norris, and T. G. Benton, “Predictive
ecology: systems approaches,” Philosophical Transactions of
the Royal Society of London B Biological Sciences, vol. 367,
pp. 163–169, 2012.

[49] J. S. Clark, S. R. Carpenter, and M. Barber, S. Collins,
A. Dobson, J. A. Foley et al., Ecological Forecasts: An Emerging
Imperative. Science, Beck-Johns, Cumbria, England GB, 2001.

[50] M. Reichstein, G. Camps-Valls, B. Stevens, J. Denzler, and
N. Carvalhais Prabhat, “Deep learning and process under-
standing for data-driven Earth system science,” Nature
vo.vol. 566, pp. 195–204, 2019.

10 Complexity



Research Article
Price Risk Measurement of China’s Soybean Futures Market
Based on the VAR-GJR-GARCH Model

Chuan-hui Wang ,1 Li-ping Wang,1 Wei-feng Gong ,1,2 Hai-xia Zhang ,1 and Xia Liu 1

1School of Economics, QuFu Normal University, Rizhao 276826, China
2School of Economics and Management, Nanjing University of Aeronautics and Astronautics, Nanjing 211006, China

Correspondence should be addressed to Wei-feng Gong; gongweifeng0539@163.com

Received 25 June 2021; Revised 10 October 2021; Accepted 8 November 2021; Published 10 December 2021

Academic Editor: Shahzad Sarfraz

Copyright © 2021 Chuan-hui Wang et al. /is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

As one of the main forces in the futures market, agricultural product futures occupy an important position in China’s market. As
China’s futures market started late and its maturity was low, there are many risks./is study focuses on the Dalian soybean futures
market. Dynamic risk measurement models were established to empirically analyze risk measurement problems under different
confidence levels. /en, the conditional variance calculated by the volatility model was introduced into the value-at-risk model,
and the accuracy of the risk measurement was tested using the failure rate test model. /e empirical results show that the risk
values calculated by the established models at the 99% and 95% confidence levels are more valuable through the failure rate test,
and the risk of China’s soybean futures market can be measured more accurately. /e characteristics of “peak thick tail” and
“leverage effect” are added to the combination model to calculate the conditional variance more accurately. /e failure rate test
method is used to test the model, which enriches the research problem of risk measurement.

1. Introduction

In the bulk commodity trade, soybeans, as an agricultural
product with a large demand in China, have a prominent
price fluctuation problem. In addition, China’s soybean
imports are at a disadvantage. China has become the world’s
largest importer. China’s soybean futures market started
late, the maturity was low, and the degree of risk was high, so
the risk problem was a concern. Since 1992, the import of
soybeans in China has been increasing greatly, accelerating
even more in 1995. Since 1996, China has become a major
net importer of soybeans worldwide. To optimize the soy-
bean supply structure, China has implemented the agri-
cultural policy of “reducing corn and increasing soybeans”
since 2016. When trade frictions between China and the
United States intensified in 2018, the United States increased
import tariffs by 25%, increasing import costs, and Russia
and Canada increased exports to China. In 2019, the
Ministry of Agriculture and Rural Affairs of China decided
to implement the Soybean Revitalisation Plan and put

forward six subsidy policies to support soybean develop-
ment. In 2020, the central government of China stated that
China should increase its support for the promotion of high-
yield soybean varieties and the new agronomic promotion of
maize and soybean intercropping. Agricultural futures oc-
cupy an important position in China’s market as one of the
main forces of the futures market. In the early days, agri-
cultural products were traded on the spot, with extremely
violent price fluctuations. Later, futures were adopted to
regulate the market system and avoid risks to a certain
extent. /e Chicago Board of Trade was formally established
in 1848. Standard futures contracts replaced forward con-
tracts./emargin systemwas implemented, and agricultural
product trading entered the era of standardized futures
trading. In 1993, China established the Dalian Commodity
Exchange (DCE). As the main force of agricultural products,
soybean futures are listed in China’s first batch. Agricultural
futures not only affect the development of the national
economy but also have a decisive significance in downstream
futures./ematurity of the soybean futures market in China
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is not very high, and many problems still exist. /e factors
affecting the fluctuation of soybean futures prices should be
comprehensively discussed, and the risk measurement of the
soybean futures market in China should be systematically
studied. All countries have taken effective measures to
protect the soybean industry to solve the problem of food
security. /is approach avoids system risk to a certain extent
while alleviating the Chinese economic changes caused by
international soybean price changes. /e research on
China’s soybean futures market can not only deeply analyze
the problems existing in the soybean futures market but also
adopt the corresponding control policies in a timely manner
to avoid certain risks. /e research presented in this paper
has great practical significance for solving the problem of
soybean futures risk measurement.

With the continuous development of economic inte-
gration, the scale of the financial market continues to ex-
pand, and its risk increases. Some foreign financial markets
have matured earlier. In the early stage, qualitative analysis
was mainly used to study risk measurement from a macro-
perspective, and in the 1930s, models were adopted to carry
out quantitative research. Markowitz first proposed a
method of sample variance to measure risks. With the rapid
development of financial derivatives, the value-at-risk
(VAR) model has become one of the main models for
measuring risks [1]. /e main methods to measure the VAR
value include the covariance method, the historical simu-
lation method, and the Monte Carlo method.

/e variance-covariance method is a risk-metrics model
proposed by the J.P. Morgan Group. /e basic idea is to
assign different weights according to the distance between
the time series and the current time. /e closer the distance
is to the current event, the richer themarket information will
be, the greater the weight will be, and the greater the impact
on the current price will be./is model assumes that the rate
of return must follow a normal distribution, whereas in
practical applications, the rate of return often has the
characteristics of sharp peaks and thick tails. If there is a
significant increase or decrease in the value of the VAR, the
current risk level will be underestimated. To remedy this
defect, Bollerslev used the generalized autoregressive con-
ditional heteroskedasticity (GARCH) model to calculate the
value of VAR [2]. All suchmethods use variance to represent
the volatility of the market, and they are collectively known
as the variance-covariance method.

In recent years, the VAR combination model has been
greatly developed. Many scholars have applied this model to
securities, funds, futures, and other fields. Zou et al. showed
that the VAR-GARCH (1,1) model can be used to accurately
estimate the risk of the Shanghai stock market [3]. Liu and
Yu concluded that China can effectively avoid risks by
learning from the price avoidance methods of the American
agricultural futures market when studying the risk avoidance
measures of foreign futures markets [4]. Jiang and Qu used
the VAR and GARCH models to study the trading data of
simulated stock index futures and showed that this method
could effectively estimate the value of risk, with only a small
error between the method and the actual risk [5]. Based on
the GARCH model, Yang discussed the VAR calculation

method of logarithmic return under generalized error dis-
tribution (GED), t-distribution, and normal distribution,
and the research results showed that the VAR value of the
GARCH model under GED-distribution reflects the fund
risk more accurately [6]. Zhang et al. compared the different
performance of risk measurement of the conditional
autoregressive value at risk (CAVIAR) and GARCH-GED
models under different prediction intervals and confidence
levels, indicating that the combined extreme value theory
(EVT)-CAVIAR model is more robust and accurate for
carbon market risk prediction [7]. Tao and Chen built a
VAR-GARCHmodel to explore the pressure degree of RMB
currency on foreign exchange in different states [8]. Yang
and Yang conducted an empirical analysis of the relationship
between the interest rate of net loans, Shibor, and private
lending rates by constructing the VAR-GARCH-BEKK
(BEKK is named after Baba, Engle, Kraft, and Kroner) model
to provide suggestions for financial risk prevention [9].
Karmakar and Paul predicted the VAR and conditional VAR
(CVAR) of three market portfolios using the CGARCH-
EVT-copula model to determine the optimal portfolio
model [10]. Lin et al. made risk measurement more accurate
based on the VAR-GARCH model family [11]. Gong et al.
studied the tail dependence of VAR and portfolio risk for the
crude oil futures market [12]. Liu and Liu studied the tail risk
spillover effect of different types of financial institutions [13].
Liang introduced the GJRmodel with a negative information
correction term to fit the expected volatility and expected
drift of the historical return rates of rebar spot and futures,
used the Monte Carlo method to calculate the VAR value of
the hedging portfolio, and established the hedging ratio VAR
value surface model to solve the optimal hedging ratio in
reverse [14]. Alexander et al. believe that when the prediction
range is larger than the frequency of the GARCH model, it
usually requires a time-consuming simulation of summary
income distribution, which can be achieved quickly based on
the new GARCH-VAR formula, and the data from different
financial assets can be accurately analyzed using the analysis
moments of symmetric and asymmetric GJR-GARCH
processes to obtain accurate GARCH-VAR predictions at
multiple significance levels [15].

According to the above analysis, domestic and foreign
scholars have mainly studied the risk measurement VAR
model of the soybean futures market in recent years and
have achieved rich research results. /e risk research of the
soybean futures market has focused on qualitative analysis,
but now it begins to change to quantitative analysis. GARCH
models with different distributions are mostly used to
measure conditional standard deviations without consid-
ering the characteristics of price fluctuations. However, the
VARmeasurement using combined models will improve the
accuracy. /e use of the model is relatively simple and
requires less analysis, which is not currently involved in
innovative methods at the present stage. However, using a
combined model to measure the VAR will improve the
accuracy. In this study, the quantitative analysis method was
adopted, considering the characteristics of price volatility
clustering, leverage effect, peak, and thick tail; the combined
VAR-GARCH model and VAR-GJR-GARCH model were
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constructed under different confidence levels for risk
measurement research, and the accuracy of the model using
the failure rate test method was verified.

2. Statistical Analysis of Basic Characteristics of
Chinese Soybean Futures Market

2.1. Data Collection and Selection. In recent years, China’s
soybean futures contracts have become more active on the
DCE, so this study chooses those contracts for research. /e
volatility and risks in China’s soybean futures market are
mainly caused by fluctuations in price and yield rate, so price
is selected as the research object. Because several contracts
with different delivery months will participate in trading on
the same trading day, the same futures product will have
different trading prices on the same trading day. /erefore,
in the selection of data, both the discontinuity of futures
market prices and the price of futures contracts should be
considered.

To make the trading data more representative and the
research on the problem more convincing, this study
chooses contracts with large settlement prices, trading
volumes, and open positions in trading contracts, among
which the contract data of A1505, A1605, A1705, A1805,
A1905, and A2005 are selected. If there are two contracts in a
day at the same time, according to the above choices, the
paper chooses a contract with a large trading volume and
open position to constitute the main contract in China’s
soybean futures market. /e settlement price of the contract
as transaction data was selected to form a continuous time
series. /e soybean futures available for delivery on the DCE
of China include Yellow Soybean No. 1 and Soybean No. 2.
As a non-GM soybean, Yellow Soybean No. 1 has a good
representation in studying the price fluctuation of China’s
soybean futures market, so the main contract of Yellow
Soybean No. 1 is chosen as the research object. In this study,
a total of 1,219 sample data were selected from 31 December
2014 to 31 December 2019. A model was established and
analyzed for the above data. Descriptive statistical analysis
was conducted on the time-series data of the Chinese
soybean futures yield. /e return rate series data were ob-
tained by logarithmic processing of the soybean futures’
settlement price data in China./e formula used to calculate
the rate of return was as follows:

Rt � ln Pt − ln Pt−1, (1)

where Rt represents the yield of the day, Pt represents the
settlement price of the day, and Pt−1 represents the settle-
ment price of the previous day. /e time series of the rate of
return was obtained and analyzed.

2.2. Statistical Characteristics of Yield Rate. /rough loga-
rithmic processing of the sample data, basic statistical results
were obtained. Figure 1 shows a line graph of the daily return
rate fluctuation of the main soybean futures contract in
China.

As shown in Figure 1, the yield series of the soybean
futures market in China has a fluctuation agglomeration

effect, which usually means that the yield series will have an
autoregressive conditional heteroscedasticity (ARCH) effect.

/e statistics of the daily return series of China’s soybean
futures contracts are obtained by a statistical test of the
return series of China’s soybean futures market. /is is
shown in Table 1.

As shown in Table 1, the skewness of the daily return
series of Chinese soybean futures is S� 1.436> 0 and kur-
tosis K� 14.74> 3. /is skewness is skewed to the right,
relative to the normal distribution. /erefore, the yield
sequence of Chinese soybean futures shows the character-
istics of “sharp peak and thick tail.” In addition, the Jar-
que–Bera statistic was 7417, and the corresponding P value
was 0. /erefore, the null hypothesis is rejected, indicating
that the return rate series does not follow a standard normal
distribution. /erefore, the t-test, F-test, and other tests
suitable for normal distribution cannot be used to test the
rate of return.

/e futures market is a financial market, and the vola-
tility of the financial market is relatively complex. /e time
series of the financial market is independent, and the var-
iance is a fixed constant series. Volatility persistence is also
known as the long-term memory of volatility. It refers to a
long-term financial time series that has a special non-linear
relationship. /e longer the time interval, the stronger the
correlation between the numerical values./is characteristic
makes continuous movement of the sequence in the same
direction, through a waning change direction./e long-term
accumulation of time is caused by fluctuations in sustain-
ability. /erefore, in the financial market, transaction in-
formation in the past period will have a long-term and
lasting impact on information in the future. /e financial
time series is characterized by sharp peaks and thick tails and
does not obey the standard normal distribution./erefore, t-
tests, F-tests, and other tests suitable for normal distribution
cannot be used to carry out relevant tests, meaning that the
traditional linear regression method cannot be used to solve
this problem. As financial time series generally have het-
eroscedasticity, the ARCH model is considered for analysis.
/erefore, stationarity tests and autocorrelation tests are also
required for the sample time return series.

2.3. Test of Yield Series. Before establishing the model for the
return rate data, it is necessary to conduct stationarity,
autocorrelation, partial autocorrelation, and ARCH effect
tests to confirm the practical significance of the subsequent
model.

2.3.1. Rate of Return Stability Test. If the sample sequence
data are non-stationary, even if there is no correlation be-
tween variables, the regression results will have a high degree
of fit and even lead to pseudo-regression. /erefore, a sta-
tionarity test should be conducted before establishing the
model. /ere are many methods for the sequence statio-
narity test; the Dickey–Fuller (DF) and augmented Dick-
ey–Fuller (ADF) tests are widely used. When the sequence
has a high-order lag correlation, the DF test violates the
assumption that the random disturbance terms are
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independently and identically distributed. /erefore, the
ADF unit root test was used to test the stationarity of high-
order sequences. According to the critical value of the
t-statistic at the confidence levels of 1%, 5%, and 10%, if the
test t-statistic is less than the critical value, the null hy-
pothesis is rejected, and the sample sequence does not have a
unit root and is stable. Otherwise, the null hypothesis is
accepted, and the sample has a non-stationary sequence.
Simultaneously, the size of the P value in the ADF test can be
analyzed. When P is greater than 0.05, the null hypothesis is
accepted, which means that the sample sequence has a unit
root and a non-stationary sequence. Otherwise, it is a sta-
tionary sequence, and the closer the P value is to zero, the
higher the data stationarity is, and the more accurate the
result is.

/e unit root test was performed on the time-series data,
and the results are shown in Table 2.

As shown in Table 2, the t-statistic value of the ADF test
is −30.923, which is far less than the critical value at the
significance level of 1%, 5%, and 10%. /e P value corre-
sponding to the yield series is 0, so the null hypothesis is
rejected. /ere is no unit root in the daily yield series of
Chinese soybean futures, which is a stationary series that is
suitable for empirical research.

2.3.2. Test of Autocorrelation and Partial Autocorrelation of
Return Rate. /e series of returns changes with time, pre-
senting kurtosis and skewness. /e returns of successive
adjacent periods are not independently and identically
distributed, which is called the autocorrelation of returns. If
the rate of return is autocorrelated, residual autocorrelation
will result in inaccurate empirical results. /erefore, it is
necessary to conduct an autocorrelation test on the rate of
return series. If the autocorrelation and partial

autocorrelation graphs have no obvious truncation or
trailing phenomena, there will be no autocorrelation or
partial autocorrelation.

Autocorrelation and partial autocorrelation tests were
carried out on the yield data of the Chinese soybean futures
market. /e results show that there is high-order non-au-
tocorrelation in the daily yield series, and there is no obvious
truncation or trailing phenomenon in the selected yield
series. /erefore, there is no autocorrelation or partial au-
tocorrelation in the yield series of the Chinese soybean
futures market.

2.3.3. ARCH Effect Test. To test whether the residual series of
return rate has an ARCH effect, that is, to test whether the
residual has conditional heteroscedasticity, this study chose
the commonly used Lagrange multiplier (LM) test. Engel
proposed the LM test to test whether the ARCH effect exists
in residual sequences. /e original hypothesis of the test was
that there was no ARCH effect in residual sequences up to
order Q, and the regression equation was expressed as
follows:

VaR � −Zcσρ
��
Δt

√
. (2)

Two statistics are output through this test: the F statistic
is used to test the joint significance for all lagging residual

Table 1: Daily yield series of China’s soybean futures’ main continuous contracts.

Statistic Standard deviations Skewness Kurtosis Jarque–Bera statistics P value
Soybean futures daily return series 0.0086258 1.436 14.74 7417 ≤0.0000
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Figure 1: /e daily yield fluctuation of China’s soybean futures market.

Table 2: Stability test of China’s soybean futures yield series.

t-statistic Prob.∗

Augmented Dickey–Fuller test
statistic −30.923 ≤0.0000

Test critical values

1% level −3.430
5% level −2.860
10%
level −2.570
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square terms; the T × R2 statistic represents the product of
sample size and goodness of fit of the test regression
equation. Under the condition that the null hypothesis
holds, the sample distribution of the F statistic is not clear,
but the LM test statistic asymptotically obeys the distribution
χ2(q). /e ARCH-LM test results of the residual sequences
are shown in Table 3.

As shown in Table 3, the P value corresponding to each
statistic of the residual squared lag of order 1–5 is 0, indi-
cating that all the lagging residual squares are jointly sig-
nificant. /e P value of the ARCH effect test is 0, so the null
hypothesis is rejected. /e residual sequence has conditional
heteroscedasticity and an ARCH effect.

3. Empirical Study on the Price Risk
Measurement of China’s Soybean
Futures Market

/e price of China’s soybean futures fluctuated greatly, the
uncertaintywas strong, and the riskwas high./erefore, the risk
measurement of the Chinese soybean futures market prices was
studied by establishing VAR-GARCH and VAR-GJR-GARCH
portfolio models. First, the GARCH and GJR-GARCH models
were constructed to measure the conditional variance. /en, a
dynamic risk measurement model was constructed, and the
variance values calculated by the GARCH and GJR-GARCH
models were introduced into the VAR model to measure the
risk value. Finally, the failure rate test of theVARwas conducted
to observe whether the risk value was effective mainly through
the failure rate. /e main process is illustrated in Figure 2.

3.1. Empirical Analysis of Yield Characteristics Based on
GARCH Model. To reduce the error and variability of the
data, the yield series is standardized, and the GARCHmodel
is constructed to depict the volatility of soybean futures
prices in China.

3.1.1. GARCH Model Construction. In the GARCH (p, q)
model, P is the order of the autoregressive GARCH term and
q is the order of the ARCH term, in which GARCH (1, 1) has
the highest frequency of application, mainly because
GARCH (1, 1) is relatively simple and has a great advantage
in calculating the conditional variance and conditional mean
of the time series. In the process of practical application, it is
found that GARCH (1, 1) does not exhibit high-order risks,
so GARCH (1, 1) is selected as the return rate sequence (Lin
et al.). /e regression equation is expressed as follows:

σ2t � α0 + α1ε
2
t−1 + β1σ

2
t−1. (3)

3.1.2. Empirical Results and Analysis of Yield Characteristics
of GARCH Model. /e GARCH (1, 1) model is constructed
for China’s soybean futures price, and the results are shown
in Table 4.

/e variance of the conditional equation in the GARCH
(1, 1) model is

σ2t � 0.0001624 + 0.1424091ε2t−1 + 0.8435093σ2t−1. (4)

/eAkaike information criterion (AIC) value is −3217.4,
the Bayesian information criterion (BIC) value is −3197, and
the logarithmic likelihood value is 1612.7.

As can be seen from Tables 3 and 4, the parameter es-
timates of ARCH and GARCH terms in the conditional
variance equation are highly significant at the 5% signifi-
cance level; the parameter estimates are all greater than zero,
which meets the requirement of non-negative conditional
variance, indicating that the price fluctuations in China’s
soybean futures market are characterized by volatility ag-
gregation; the estimated coefficients of the ARCH and
GARCH terms are 0.1424091 and 0.8435093, respectively,
and the sum of coefficients is less than 1, which satisfies the
constraint conditions of model parameters. /is indicates
that the conditional variance of the random error term can
converge to unconditional variance, and the fluctuation
process is stationary; as the sum of the coefficients is very
close to 1, it indicates that the impact of the early shock on
the subsequent conditional variance is lasting and will affect
future fluctuations for a long time./erefore, we believe that
China’s soybean futures market has high volatility and high
market risk. /is also describes the current situation of
China’s soybean futures: China’s soybeans are mainly

Table 3: ARCH-LM test results of residual series.

Lags (P) Chi2 df Prob> chi2

1 24.996 1 ≤0.0000
2 25.293 2 ≤0.0000
3 26.459 3 ≤0.0000
4 26.457 4 ≤0.0000
5 28.198 5 ≤0.0000

GARCH (1,1) model

Test whether the failure rate of VAR model is passed

actual loss

Determine the number of days

Calculate the VaR value

GJR-GARCH (2,1) model

σp σp

Zα, Δt

Figure 2: Process chart of dynamic risk measurement of China’s
soybean futures price.

Table 4: Estimation of GARCH (1, 1) model.

α0 α1 β1 α1 + β1
Coefficient
estimation 0.0001624 0.1424091 0.8435093 0.9859184

Z value 8.37 15.71 110.39
P value 0.000 0.000 0.000
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imported, and the change of international political situation
will cause a huge impact on China’s soybean futures market.

/e ARCH-LM test was performed on the GARCH (1,1)
model with a lag of 10 orders, and the results are shown in
Table 5.

As can be seen from Table 5, the R-squared equals
14.58331. /e P value of the 10-order residual lag is 0.1479
and is greater than 0.05. /is means that the ARCH effect
does not exist in the conditional variance. /e model passed
the test, so the conditional heteroscedasticity of the daily
return series of soybean futures contracts was eliminated
after the application of the GARCH model.

3.2. Empirical Analysis of Yield Characteristics Based on GJR-
GARCH Model. /e leverage effect is common in financial
time series, so the asymmetric ARCH model and GJR-
GARCH model are constructed to describe the fluctuation
characteristics of soybean futures prices.

3.2.1. GJR-GARCH Model Construction. As financial time
series are prone to leverage effect, this study selects the GJR-
GARCH model with asymmetry to measure the advantages
and disadvantages of the model according to AIC and BIC
and maximum likelihood value. /e commonly used GJR-
GARCH model is GJR-GARCH (1,1). /e smaller the value
of GJR-GARCH (1,2), GJR-GARCH (2,1), and GJR-GARCH
(2,2), the smaller the model error. /e fitting effect of the
model is better when the maximum likelihood value is
larger, and the results of the GJR-GARCH (p, q) model are
shown in Table 6.

As shown in Table 6, the GJR-GARCH (2,1) model has
the smallest AIC and BIC values, and the GJR-GARCH (2,1)
model has the largest maximum likelihood value. /erefore,
it is believed that the GJR-GARCH (2,1) model has the
advantages of small error and good fitting effect.

3.2.2. Empirical Results and Analysis of Yield Characteristics
of GJR-GARCH Model. /e GJR-GARCH (2,1) model was
constructed to estimate Chinese soybean futures price. /e
regression equation is expressed as follows:

σ2t � α0 + α1ε
2
t−1 + α2ε

2
t−1 + β1σ

2
t−1 + cε2t−1It−1, (5)

where It−1 is the dummy variable.

It−1 �
1, εt−1 ≥ 0,

0, εt−1 < 0.
 (6)

In (6), good news or positive shock is εt−1 > 0, and bad
news or negative shock is εt−1 < 0. It has different impact on
conditional variance σ2t , the impact of the front is α1ε2t−1, and
the impact of the latter is (α1 + c)ε2t−1. When c< 0, it in-
dicates the existence of asymmetric effect. When c � 0, it
indicates that there is no asymmetric effect.

/e results of estimation of the GJR-GARCH (2,1)
model are shown in Table 7.

By constructing the GARCH and GJR-GARCH models,
the price fluctuation of China’s soybean futures market has

the characteristics of fluctuation aggregation and persis-
tence. Both models can describe these two characteristics of
price fluctuation well, indicating that the two models have
the same information-fitting ability. Compared with the
GARCH model, the GJR-GARCH model shows that neg-
ative information has a stronger impact on price fluctua-
tions. /e GJR-GARCH model has a stronger ability to
capture information. /e fitting ability of the two models is
similar, and the GJR-GARCHmodel has a stronger ability to
capture information. /erefore, the GJR-GARCH model is
more suitable for depicting the price volatility characteristics
of China’s soybean futures market.

3.3. Empirical Study onDynamic Risk Based onVAR-GARCH
Measure Model. According to the above research, the var-
iance-covariance method was adopted to measure risk. First,
it is assumed that the series of return rates on assets obey a
certain distribution, such as a normal distribution. /en, the
parameter value of the return rate distribution is calculated
by using the data of a certain period in the past, and finally,
the asset value of the quantile is calculated at a certain
confidence level. /e calculation formula is as follows:

VAR � −Zcσρ
��
Δt

√
, (7)

where Zc represents the quantile of confidence level C, σρ
represents the standard deviation of assets, and t represents
the holding period (i.e., the daily rate of return, Δt � 1).
When calculating the VAR value, we should first determine
the σρ value. Owing to the characteristics of financial return
series, such as sharp peaks and thick tails, volatility ag-
glomeration, persistence, and leverage effect, we only pro-
cess the mean value of the time series in the process of
general simple model data processing and ignore the
characteristics of the return series. /erefore, the GARCH
(1,1) model was selected according to the AIC and BIC after
calculating the yield rate of the soybean futures A1505
contract, and the estimated σρ value in the model was put
into the calculation formula of the VAR model. At this time,
the σρ value can better reflect the characteristics of futures
return rate, and the empirical analysis results are more
reasonable and accurate.

According to the above analysis, the quantile, probability
distribution, and conditional standard deviation under
confidence must be obtained before calculating the value of
VAR. /e quantiles under 99%, 95%, and 90% confidence
were selected to calculate the risk value of the VAR-GARCH
based on normal distribution. Under normal distribution,
the daily yield sequences of China’s soybean futures market
are 2.3263, 1.6449, and 2.3263 with 99%, 95%, and 90%
confidence levels, respectively.

σρ of the GARCH (1,1) model and the quantile of
different confidence degrees were put into the VAR

Table 5: ARCH-LM test of GARCH (1, 1).

F value 1.462706 P value 0.1479
Obs∗R-squared 14.58331 Prob. chi-square (10) 0.148
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calculation formula to calculate the risk value. /e results
are presented in Table 8.

According to Table 8, the mean, maximum, and mini-
mum values of risks of different confidence levels in the two
models can achieve a quantitative analysis of risks. In the
GARCH (1,1) model, at the 99% confidence level, the av-
erage risk is −1.91%, the maximum daily loss is not more
than −0.90%, and the minimum loss is not less than
−11.20%. At the 95% confidence level, the average risk is
−1.35%, the maximum daily loss is not more than −0.64%,
and the minimum daily loss is not less than −7.92%. At the
90% confidence level, the average risk is −1.05%, with a
maximum daily loss of −0.50% and a minimum daily loss of
−6.17%. /e following comparison diagram of VAR and
return rate under different confidence levels of different
models shows the comparison between VAR and actual
returns more intuitively and clearly (Figure 3).

In Figure 3, k99 represents the VAR-GARCH model
under 99% confidence, k95 represents the VAR-GARCH
model under 95% confidence, k90 represents the VAR-
GARCHmodel under 99% confidence, and r represents the
yield rate of China’s soybean futures market. /e com-
parison between risk volatility and the return rate at
different confidence levels is shown in Figure 3. /e risk
value at the 90% confidence level was greater than that at
the 95% confidence level and at the 99% confidence level.
/erefore, the failure rate was highest at the 90% confi-
dence level. At the same time, the VAR value of China’s

soybean futures market also has a continuity and fluctu-
ation agglomeration effect.

3.4. Empirical Study on Dynamic Risk Based on VAR-GJR-
GARCHMeasureModel. /e GJR-GARCH (2,1) model was
selected based on the AIC and BIC. /e σP value estimated
in the model was incorporated into the calculation formula
of the VAR model. /e σP value can better reflect the
characteristics of the futures return rate, and the empirical
analysis results are more reasonable and accurate.

According to the above analysis, the quantile, probability
distribution, and conditional standard deviation under
confidence should be obtained before calculating the value of
VAR. /e quantiles under 99%, 95%, and 90% confidence,
respectively, were selected to calculate the risk value of VAR-
GJR-GARCH based on the normal distribution. σP calcu-
lated by the GJR-GARCH (2, 1) model and the quantile
under different confidence degrees were put into the VAR
calculation formula to calculate the risk value./e results are
presented in Table 9.

According to Table 9, we can see the mean value,
maximum value, and minimum value of risks under dif-
ferent confidence levels in the two models, in order to
achieve quantitative analysis of risks. In the GJR-GARCH
(2, 1) model, at the 99% confidence level, the average risk is
−1.97%, the maximum daily loss is not more than −0.99%,
and the minimum loss is not less than −7.39%. At the 95%

Table 7: Estimation of GJR-GARCH (2, 1) model.

α0 α1 α2 β1 c

Coefficient estimation 0.0000252 0.4193364 −0.3562949 0.9615618 −0.0453458
Z value 3.05 13.24 −10.82 153.91 −5.38
P value 0.002 0.000 0.000 0.000 0.000

Table 6: Comparison of GJR-GARCH (p, q) model.

GJR-GARCH (1, 1) GJR-GARCH (1, 2) GJR-GARCH (2, 1) GJR-GARCH (2, 2)

r 0.371∗∗∗ 0.371∗∗∗ 0.369∗∗∗ 0.371∗∗∗
(192.62) (192.95) (246.26) (196.42)

ARCH

L.arch 0.378∗∗∗ 0.378∗ 0.419∗∗∗ 0.364∗∗
(10.33) (10.31) (13.24) (9.31)

L2.arch 0.356∗∗∗ 0.234∗∗
(−10.82) (5.12)

L.gjr-garch −0.0841 −0.0788 0.0453∗∗∗ −0.0529
(−1.38) (−1.28) (−5.38) (−0.84)

L2.gjr-garch 0.0133 −0.0107
(0.59) (−0.20)

L.garch −0.0237 −0.0663 0.962∗∗∗ −0.759∗∗∗
(−0.81) (−0.92) (153.91) (−10.14)

Cons 0.00345∗∗∗ 0.00361∗∗∗ 0.00000252∗∗∗ 0.00592∗∗∗
(22.61) (13.52) (3.05) (16.89)

N 1219 1219 1219 1219
Log likelihood 1589.9 1590.1 1646.4 1595.4
AIC −3169.7 −3168.1 −3280.9 −3176.8
BIC −3144.2 −3137.5 −3250.3 −3141.1
t-statistics are given in parentheses. ∗P< 0.05, ∗∗P< 0.01, and ∗∗∗P< 0.001.
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confidence level, the average risk is −1.35%, the maximum
daily loss is not more than −0.64%, and the minimum daily
loss is not less than −7.92%. At the 90% confidence level, the
average risk is −1.08%, with a maximum daily loss of no
more than −0.54% and a minimum daily loss of no less than
−4.07%. To observe the comparison between VAR and actual
returns more intuitively and clearly, a comparison diagram
of VAR and return rate under different models and different
confidence levels was drawn (Figure 4).

In Figure 4, h99 represents the VAR of the VAR-GJR-
GARCH model with 99% confidence. H95 represents the
VAR of the VAR-GJR-GARCHmodel with 95% confidence.
H90 represents the VAR of the VAR-GJR-GARCH model
with 99% confidence. r represents the rate of return on
China’s soybean futures market. A comparison between risk
volatility and return rate at different confidence levels is
clearly shown. /e risk value at the 90% confidence level is
greater than that at the 95% confidence level and at the 99%

Table 8: Risk value calculation of the two models at different confidence levels.

Model Degree of confidence (%) Mean Standard deviations Minimum Maximum

VAR-GARCH
99 −0.0190769 0.0077497 −0.111965 −0.0090189
95 −0.013489 0.0054798 −0.0791691 −0.0063772
90 −0.0105098 0.0042695 −0.0616835 −0.0049687
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Figure 3: Comparison of VAR-GARCH model risk value and return rate at different confidence levels.

Table 9: Risk value calculation of the two models at different confidence levels.

Model Degree of confidence (%) Mean Standard deviations Minimum Maximum

VAR-GJR-GARCH
99 −0.0196874 0.0080489 −0.0738947 −0.0098829
95 −0.0139207 0.0056913 −0.0522501 −0.0069881
90 −0.0108461 0.0044343 −0.0407099 −0.0054447
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Figure 4: Comparison of VAR-GJR-GARCH model risk value and return rate at different confidence levels.
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confidence level./erefore, the failure rate was the highest at
a 90% confidence level. However, the failure rate cannot
directly reflect the rationality of the model, and the failure
days under the condition of the confidence level should be
measured. /erefore, the failure rate test of the VAR model
was used to verify the rationality of the model.

3.5. Dynamic Risk Model Measure Effect. Many risk assess-
ment methods have been developed. /e failure rate test
method, which mainly tests the probability that the actual
loss exceeds the VAR, was adopted. Kupiec proposed the
failure rate test method. Its main idea is to record days in
which the actual loss value exceeds the VAR estimate as
failure days and then calculate the failure rate [16]. Because
the estimation is assumed to be time-independent, the test of
the binomial result under the failure condition can be

regarded as an independent Bernoulli experiment; therefore,
the expected failure probability is denoted as P∗./e interval
of failure days is different at different confidence levels, and
the failure days within the interval of failure days at a given
confidence level indicate that the VAR value is valid. If the
observation days in the model are T and the failure days are
N, then the failure rate is p � N/T, and the null hypothesis is
p � p∗. /e most appropriate method for testing A is the
maximum likelihood ratio test. /e formula is as follows:

LR � −2ln 1 − p
∗

( 
T− N

p
∗

( 
N

  + 2ln 1 −
N

T
 

T− N N

T
 

N

 .

(8)

Under the null hypothesis, the statistic obeys
LR ∼ χ2(1). /is test method tends to underestimate po-
tential risks in small sample data. /erefore, this study
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Figure 5: Interval chart of risk days at 99% confidence level.
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Figure 6: Interval chart of risk days at 95% confidence level.
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adopts a large sample of data, which can effectively avoid
this situation.

According to the failure rate test formula and method,
the failure day intervals were calculated at 99%, 95%, and
90% confidence levels. /e corresponding graphs of the
failure days M and LR were drawn. /e interval at which
the curve intersects the line is the confidence interval of the
number of failure days. When the failure days are within
the interval under a certain confidence degree, the null
hypothesis is accepted, indicating that the risk measure is
reasonable. If the number of failure days is lower than the
minimum value of the interval, the model estimate is too
conservative. If the number of failure days is greater than
the maximum value of the model, the model underesti-
mates the risk. /e results are shown in Figures 5–7.

In Figures 5–7, the days of risk represent the days of risk
under 99%, 95%, and 90% confidence, respectively. /e
dynamic VAR values obtained by the two models at different
confidence levels were compared with the daily actual return
rate. /e part where the daily real return rate is lower than
the VAR value is recorded as the actual failure days. /e
accuracy of the model was judged according to the interval
values under different degrees of confidence. /e results are
presented in Table 10.

According to Table 10, the following conclusions can be
drawn:

(1) At the 99% confidence level, the actual failure days of
the VAR-GARCH model and the VAR-GJR-

GARCH model both fall within the range of the
failure days estimated by the model, and the failure
rates pass the test, indicating that the two models can
better measure the risk at the 99% confidence level.

(2) At the 95% confidence level, the actual failure days of
the VAR-GARCH model and the VAR-GJR-
GARCH model both fall within the range of the
failure days estimated by the model, and the failure
rates pass the test, indicating that the two models can
better measure the risk at the 95% confidence level.
/ere is little difference between the two models in
the measurement of risk, and at the 90% confidence
level, the failure rates of the two models are the same,
so neither model can estimate the value of risk.
/erefore, participants in China’s soybean futures
market can conduct risk measurement research at
99% and 95% confidence levels according to the two
models to estimate the value of risk and effectively
avoid non-systemic risks.

4. Conclusions

China’s soybean futures market started late, and the price
fluctuated violently, so there was a large risk. In this study,
the VAR-GARCH and VAR-GJR-GARCHmodels were first
constructed to measure the risk value at 99%, 95%, and 90%
confidence levels, and then the risk was measured by
quantitative analysis. Next, the accuracy and rationality of

Table 10: Failure rate test of the two models at different confidence levels.

Degree of confidence (%) Failure day interval Model Actual failure days Failure rate Whether it passes the test

99 [4, 22]
VAR-GARCH 17 0.013945857 Yes

VAR-GJR-GARCH 14 0.011484824 Yes

95 [48, 77]
VAR-GARCH 52 0.042657916 Yes

VAR-GJR-GARCH 55 0.04511895 Yes

90 [106, 139]
VAR-GARCH 100 0.082034454 Yes

VAR-GJR-GARCH 100 0.082034454 Yes
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Figure 7: Interval chart of risk days at 90% confidence level.
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the model estimation were measured using the failure rate
test method. Finally, the risk value calculated by the two
constructed models at 99% and 95% confidence levels is
more valuable, which can better measure the risk of the
Chinese soybean futures market. For futures markets with
higher risk tolerance or when the risk-bearing ability is low
for participants, the combined model can undertake the risk
measure to avoid risks, to some extent, for futures market
participants. Empirical research on the two types of com-
bination models can be better applied to calculate risk
measures in the soybean futures market. At the same time,
the government can formulate corresponding counter-
measures according to risk value to effectively avoid risks
and promote the stable development of China’s soybean
futures market.

Although this paper studies the price risk measurement
of China’s soybean futures from a variety of perspectives and
has made some achievements, there is still a lot of work to be
done to further understand the price risk. /e specific
shortcomings and prospects are as follows:

(1) Although compared with other risk measurement
models, the VARmethod can better measure the risk
value, this paper describes more accurately through
the GARCH class model, but there exit still short-
comings. Compared with futures markets with
greater risks, extreme situations occur in a high
frequency. It is difficult to calculate the future VAT
risk by using the VAR method in advance and
predict the future VAT risk by using the historical
rate of return, which cannot reflect the mood
changes of market traders. /erefore, in our next
step of research, macro-environmental changes will
be taken into account in time, and the model
established above should be adjusted in time.
Traders’ emotions should be taken into account in
order to carry out more accurate risk measurement.

(2) /e daily high-frequency data selected in this paper
can better reflect the volatility. For in-sample data,
the prediction accuracy is high. For out-of-sample
prediction, only a few data can be predicted to ensure
the data accuracy, and the daily high-frequency data
can only be predicted for a few days. /erefore,
monthly data and quarterly data will be considered
in the future research, compared with daily data for
comparative analysis. /is work will characterize
price risk more comprehensively and profoundly.

Appendix

R programming:
n<−1219; m<−seq (from� 1, to� 100, length� 100);

p<−0.01; #/e probability of exceptions occurring.
conf<−0.99; # /e confidence level of the chi ∧ 2

distribution.
LR� −2∗log(((1−p)∧(n−m))∗ (p∧m)) + 2∗log(((1−(m/

n))∧(n−m))∗((m/n)∧m)); critical_value<−qchisq (conf, 1);

plot (m, LR, type� “l,” col� “blue,” lwd� 2, main� “Kupiec
Test (1995),” xlab� “/e number of times a risk occurs m”)

abline (h� critical_value, col� “red,” lwd� 3).
LR_C<−which (LR≤ critical_value).
abline (v � c(LR_C [1], LR_C [length (LR_C)]),

lty� “dashed”)
LR_C.
n<−1219; m<−seq (from� 1, to� 100, length� 100);

P<−0.05; # /e probability of exceptions occurring.
conf<−0.95; # /e confidence level of the chi ∧2

distribution.
LR� −2∗log(((1−p)∧(n−m))∗ (p∧m)) + 2∗log(((1−(m/

n))∧(n−m))∗((m/n)∧m)); critical_value<−qchisq (conf, 1);
plot (m, LR, type� “l,” col� “blue,” lwd� 2, main� “Kupiec
Test (1995),” xlab� “/e number of times a risk occurs m”)

abline (h� critical_value, col� “red,” lwd� 3).
LR_C<−which(LR≤ critical_value).
abline (v � c (LR_C[1], LR_C[length(LR_C)]),

lty� “dashed”)
LR_C.
n<−1219; m<−seq (from� 1, to� 150, length� 150);

P<−0.10; # /e probability of exceptions occurring.
conf<−0.90; # /e confidence level of the chi ∧2

distribution.
LR� −2∗log(((1−p)∧(n−m))∗(p∧m)) + 2∗log(((1−(m/

n))∧(n−m))∗((m/n)∧m)); critical_value<−qchisq (conf, 1);
plot (m, LR, type� “l,” col� “blue,” lwd� 2, main� “Kupiec
Test (1995),” xlab� “/e number of times a risk occurs m”)

abline (h� critical_value, col� “red,” lwd� 3).
LR_C<−which(LR≤ critical_value).
abline (v � c(LR_C[1], LR_C[length(LR_C)]),

lty� “dashed”)
LR_C.

Data Availability

/e data used to support the findings of this study are
available at https://www.gtarsc.com/.

Conflicts of Interest

/e authors declare that they have no conflicts of interest.

Acknowledgments

/is research was funded and supported by the Science
Foundation of Ministry of Education of China (grant no.
19YJC790128). /e authors are grateful to all the individuals
who conducted data collection and data entry. /e authors
would like to thank Editage (http://www.editage.cn) for
English language editing.

References

[1] H. Markowitz, “Portfolio selection,” Ae Journal of Finance,
vol. 7, no. 1, pp. 77–91, 1952.

[2] T. Bolleslev, “Generalized autoregressive conditional heter-
oskedasticity,” Journal of Econometrics, vol. 31, no. 3,
pp. 307–327, 1986.

Complexity 11

https://www.gtarsc.com/
http://www.editage.cn


[3] J. J. Zou, Z. Y. Zhang, and Z. Qin, “Research on the application
of GARCHmodel to calculate the value at risk of stock market
in China,” Systems Engineering Aeory and Practice, vol. 05,
pp. 20–25+135, 2003.

[4] Y. Liu and Z. Yu, “Experience and reference of agricultural
product price risk management using futures market in the
United States,” Chinese Rural Economy, vol. 05, pp. 65–72,
2008.

[5] H. Jiang and D. D. Qu, “An empirical study on risk man-
agement of CSI 300 stock index futures based on VaR,”
Economic Problems, vol. 12, pp. 119–122, 2008.

[6] F. L Yang, “An empirical study on VaR calculation of secu-
rities Investment fund based on GARCH Model,” Economic
Problems, vol. 394, no. 6, pp. 87–91, 2012.

[7] C. Zhang, Y. Ding, and W. J. Wang, “An innovation of es-
timating value at risk of international carbon market: con-
ditional autoregressive value at risk model with refinements
from extreme value theory,” Chinese Journal of Management
Science, vol. 23, no. 11, pp. 12–20, 2015.

[8] S. G. Tao and J. Y. Chen, “China’s Foreign exchange reserve
safety management stress test and Empirical Analysis,” Fi-
nance and Economics, vol. 346, no. 1, pp. 1–11, 2017.

[9] Q. Yang and J. J. Yang, “/e ripple spillover effect between
Shibor online lending rate and private lending rate,” Research
in Financial Economics, vol. 33, no. 4, pp. 14–23, 2018.

[10] M. Karmakar and S. Paul, “Intraday portfolio risk manage-
ment using VaR and CVaR:A CGARCH-EVT-Copula ap-
proach,” International Journal of Forecasting, vol. 35, no. 2,
pp. 699–709, 2019.

[11] W. H. Lin, M. Q. Chen, L. G. Zhou, and X. X. Meng, “Analysis
of risk prediction ability of Chinese stock market based on
Var-GARCH model family,” Statistics & Decisions, vol. 35,
no. 21, pp. 151–155, 2019.

[12] X.-L. Gong, X.-H. Liu, and X. Xiong, “Measuring tail risk with
GAS time varying copula, fat tailed GARCH model and
hedging for crude oil futures,” Pacific-Basin Finance Journal,
vol. 55, no. 55, pp. 95–109, 2019.

[13] C. Liu and B. B. Liu, “Spillover effects of financial institutions’
tail risks: an improved asymmetric CoVaR model,” Statistical
Research, vol. 37, no. 12, pp. 58–74, 2020.

[14] Y. Liang, “Innovation and application of rebar futures hedging
method -- analysis based on GJR-GARCH-VARmodel,” Price
Aeory and Practice, vol. 434, no. 8, pp. 108–111, 2020.

[15] C. Alexander, E. Lazar, and S. Stanescu, “Forecasting VaR
using analytic higher moments for GARCH processes,” In-
ternational Review of Financial Analysis, vol. 30, no. 30,
pp. 36–45, 2013.

[16] P. H. Kupiec, “Techniques for verifying the accuracy of risk
measurement models,” Journal of Derivatives, vol. 3, no. 2,
pp. 73–84, 1995.

12 Complexity



Research Article
Using Proximity Graph Cut for Fast and Robust Instance-Based
Classification in Large Datasets

Stanislav Protasov and Adil Mehmood Khan

Machine Learning and Knowledge Representation Lab, Innopolis University, Innopolis 420500, Innopolis, Russia

Correspondence should be addressed to Stanislav Protasov; s.protasov@innopolis.ru

Received 17 May 2021; Accepted 29 October 2021; Published 29 November 2021

Academic Editor: Siew Ann Cheong

Copyright © 2021 Stanislav Protasov and Adil Mehmood Khan. (is is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

K-nearest neighbours (kNN) is a very popular instance-based classifier due to its simplicity and good empirical performance.
However, large-scale datasets are a big problem for building fast and compact neighbourhood-based classifiers.(is work presents
the design and implementation of a classification algorithm with index data structures, which would allow us to build fast and
scalable solutions for large multidimensional datasets. We propose a novel approach that uses navigable small-world (NSW)
proximity graph representation of large-scale datasets. Our approach shows 2–4 times classification speedup for both average and
99th percentile time with asymptotically close classification accuracy compared to the 1-NN method. We observe two orders of
magnitude better classification time in cases when method uses swap memory. We show that NSW graph used in our method
outperforms other proximity graphs in classification accuracy. Our results suggest that the algorithm can be used in large-scale
applications for fast and robust classification, especially when the search index is already constructed for the data.

1. Introduction

Proximity graphs are a practical class of graphs with ap-
plications in multiple areas. For example, they are used for
motion planning, as rapidly exploring random trees in [1, 2]
and minimum spanning trees in clustering [3]. Most im-
portantly, they lay in the core of log(|V|) search time data
structures for large-scale multidimensional data indexing,
where |V| stands for dataset cardinality.

Instance-based classification (IbC) methods store items
(instances) from the training dataset as part of the classifier.
Unlike other methods such as decision trees and artificial
neural networks, the IbC algorithms do not estimate the
classifier function from the training data in advance; instead,
they store training data and derive a class label from an
examination of the unseen sample’s nearest neighbours at
test time [4]. Such methods easily adopt to unseen data by
extending the list of stored samples.

Among pure IbC methods, we can identify k-nearest
neighbours (kNN) with different variations [5–7], piecewise
functions (e.g., splines [8]), and kernel approximators, such as

radial basis function (RBF) interpolation methods. Splines and
kernel approximation are frequently used in numericalmethods
for equation solving. At the same time, kNN is considered both
a good basis for novel machine learning approaches [5] and
useful tool for complex applied machine learning tasks [9].

Decision trees, support vector machines (SVM), self-
organizing maps [10], learning vector quantization [11], and
RBF networks [12] can also be attributed to instance-based
methods. However, we avoid such wide interpretation, as
these methods do not require storing original samples for
classification.

In this paper, we address the problem of classification
speed in the context of IbC using proximity graphs. Large
datasets often appear in content recommendation tasks of
internet services: search, online shops, streaming, or social
networks. Classification accompanies recommendations in
such tasks as sentiment analysis [13] or auto-labelling [14].
As such systems serve millions or even billions of requests
per day, this makes a millisecond algorithm overhead scale
into hours and days of CPU time every day. (is is a notable
financial load.
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(e K-nearest neighbours method estimates the class
label of a test sample based on the labels of its closest
neighbours from the training set. Distance is defined with
some metric function. To avoid computing the distance of
the test sample to every item in the training data, indexing is
employed.(is allows achieving sublinear classification time
with various data structures such as trees, graphs, and
inverted indices.

Graph-based indexing utilizes the idea that a dataset can
often be represented in ametric space.(us, adding a distance
metric for nodes and requiring edges to represent close
neighbourhoods, we can benefit from greedy-like search al-
gorithms, traversing the graph with preliminary knowledge
about the desired direction towards a query sample.

In instance-based methods, algorithm execution time
depends on the number of stored instances, while model-
based methods depend on the number of model parameters.
(us, IbC should offer both asymptotically and practically fast
methods even for very large datasets, which requires con-
structing additional structures to navigate the data, such as
search indices. We consider the case where index creation is
indispensable and try to reduce the classification wall time.
More specifically, we show how navigable small-world (NSW)
[15] and hierarchical navigable small-world (HNSW) graphs
[16] properties can be utilized in machine learning. We
propose an improvement to NSW and HNSW index data
structures, which results in 2–4 times sustainable speedup on
average compared to 1-NN classification baseline.

(e contribution of this work can be summarized as
follows:

(i) We propose a new instance-based classification
approach, which utilizes properties of NSW and
HNSW index data structures to achieve 2–4 times 1-
NN classification speedup.

(ii) Our proposed methods show a 2-order time im-
provement when used with a memory swap file.

(e rest of the paper is organized as follows. Section 2
discusses different indexing strategies for large multidimen-
sional datasets. Section 3 covers both algorithm construction
and theoretical justification of the proposed idea. Section 4
describes the experimental setup, datasets, hardware, and
ways of comparison of our method to other approaches.
Section 5 is devoted to the numerical results of our experi-
ments. In this section, a proposed classifier is assessed in terms
of speed and accuracy, and the NSW graph is compared to
other proximity graphs. Section 6 analyses obtained numbers
and state conditions in which using our method is beneficial
and discusses interesting properties. Section 7 closes the paper
with a highlight of major outcomes.

Our experiments, results, and code are available in the
GitHub repository (https://github.com/IUCVLab/proximity-
cut).

2. Related Work

(is section overviews how a problem of large dataset
indexing is solved in the industry right now and considers
indexing application to instance-based learning.

(e problem of large-scale indexing for multidimensional
data arose together with efficient methods of document em-
bedding using artificial neural networks [17–19]. (e Internet
became an endless source of data, including web pages,
Wikipedia articles (https://dumps.wikimedia.org/), scientific
papers (https://en.wikipedia.org/wiki/Web_of_Science) and
images (https://en.wikipedia.org/wiki/Google_Photos) which
form collections with 105 to 1010 items in each. Contemporary
research in natural language processing also requires bigger
datasets to prove robustness [20]. As there is no exact bor-
derline, we address these sizes as large. Search on such a scale
can no longer be exhaustive. To be practical, it requires
sublinear time. For an unsorted collection, this means that, on
classical computers, we need to use approximate methods, also
known as approximate nearest neighbour search (ANNS).
Exact and approximate nearest neighbour searches are the
core tool of many metric-based machine learning algorithms,
including kNN classification, k-means, k-centroids, and
DBSCAN clustering. We discuss three approaches to building
large dataset indices to guarantee fast ANNS. In this paper, we
assume that the data can be represented in a metric or in a
vector space depending on indexing method.

2.1. Tree Based. (e invention of AVL-trees and B-trees
made search trees a powerful tool to build O(log(|V|))

indices for numerical data. Quad-trees [21] and KD-trees
[22] have been used for indexing multidimensional vector
data. Unfortunately, their usage is limited to low dimensions
because they suffer from the curse of dimensionality. For
example, indexing 109 items with KD-tree will utilize at most
log2(109) ≈ 30 first dimensions of the vector, while con-
temporary deep models produce 100–1000 dimensional
vectors, such as 768-dimensional BERT embeddings as in
[17]. For such big vectors, the search procedure will not
account the majority of dimensions. (us, it cannot guar-
antee a low distance from the query to the obtained
“neighbours.” To solve this problem, authors of annoy
(https://github.com/spotify/annoy) apply random projec-
tions instead of predefined vector dimensions and multiple
search trees, which is proven an efficient way of reducing
data dimensions for large datasets [23]. A collection of trees
can achieve high ANNS accuracy with a small search time.
However, it comes with a significant memory overhead as
each tree consumes memory proportional to dataset size.

2.2. Inverted Index Based. An inverted index file (IVF) is an
efficient method for text indexing, as it utilizes statistical
properties of human language and discrete word repre-
sentation. Since multidimensional vector data is continuous,
various metric-based discretization approaches, such as
vector quantization and vector clustering, are used to pre-
pare the so-called vocabularies—finite collections of vectors,
representing data clusters [24, 25]. Current works discuss
methods to avoid the problem from which IVF suffers in
natural language processing. Word frequencies in natural
language are different, leading to a skewed index. (e
proposed methods include different k-means implementa-
tions to form a vocabulary and product quantization
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technique for a better space partitioning as in [24]. (ough
IVF is a fast and scalable method with promising search
speed and ANNS accuracy, it requires significant additional
memory [26].

2.2.1. Proximity Graph-Based. A proximity graph is a graph
with a distance metric defined for vertices [27]. In practice,
the metric can be defined not for all pairs of vertices, and
edge in such a graph exists if and only if (or with higher
probability if ) its vertices satisfy particular geometric re-
quirements; for example, if they are close in metric space.
Building a proximity graph with dataset items as vertices can
be understood as building a road network. It allows the
search algorithm to travel starting from the arbitrary vertex
in the direction of the search query by following some greedy
strategy.

(ere are multiple types of deterministic and probabi-
listic proximity graphs, including minimum spanning trees
(MST), relative neighbourhood graphs (RNG), Gabriel
graphs, and Delaunay triangulations [28]. Among them,
there are a group of data structures based on the idea of
small-world graphs. A major feature of small-world (SW)
networks [29] compared to other graphs is that together with
edges connecting tight neighbourhoods (compare with local
roads), they also include “distant” edges (compare with
flights). In this example, “distant” means the edge which
connects near-clique clusters which do not share any nodes.
(e existence of such “distant” edges leads to E(log(|V|))

expected shortest path length (edges count) between arbi-
trary pair of vertices which was proven in [30]. NSW and
HNSW graphs [16] place graph vertices into a metric space,
introducing a highly efficient greedy-like algorithm to tra-
verse the graph. (e authors claim that their data structure
approximates Delaunay triangulations in high dimensions
and propose a novel method of constructing SW graphs in
metric space, which has O(|V|log|V|) construction time
complexity and |V|∗ d memory overhead, where d repre-
sents the number of dimensions in data vectors.

3. Methodology

(is work is dedicated to an improvement of the IbC
methods. Given a big multidimensional dataset, we can
achieve good results with the kNN classifier: using existing
search indices, we can guarantee log(|V|) search time
without sacrificing accuracy. (ese methods are competitive
and are used in recent applied research as in [5, 9]. Still, we
must consider speed in terms of both theoretical complexity
and wall time, as large-scale services are sensitive to even a
millisecond overhead in a single function. Proximity graphs
(NSW and HNSW in our case) built upon the unlabelled
collection achieve expected logarithmic nearest neighbours
search time with a greedy-like algorithm. (erefore using a
graph-based index, the kNN classifier can run in logarithmic
time, which can hardly be improved in terms of theoretical
complexity. On the contrary, we concentrate our efforts on
utilizing label information to reduce practical computation
time and preserve classification accuracy.

Our work is limited to the assumption that the dataset
has a property of a metric space, with high probability
nearest neighbours (in terms of the metric) of an item
belonging to the same class as the item. (is assumption is
sometimes called the compactness hypothesis [31]. (is
assumption is general for all metric-based machine learning
methods, including both unsupervised (e.g., k-means and
DBSCAN) and supervised (e.g., kNN and linear models)
approaches.

(e core theoretical idea of the proposed method lies in
the fact that a proximity graph cut can be used to ap-
proximate the class boundaries. A graph cut is a set of edges
where the source and destination vertices belong to different
classes. A graph cut example is given in Figure 1.

(e outline of our methodology is the following:

(i) (e same as in kNN classification, we accept the
compactness hypothesis. (is allows making an
assumption that classes are closed volumes in Rn.

(ii) kNN classifier assigns a class to an unseen sample
based on implicit class border estimation with
neighbours voting. Border estimation can be
replaced with faster border crossing detection,
based on (e Jordan Curve theorem [32] and its
extension [33].

(iii) (e proposed border crossing detection technique is
based on traversing NSW and HNSW graphs with a
greedy algorithm (beam search). (is algorithm
produces the near-shortest path between the
starting point and unseen sample, which is shown to
be log(|V|) long [30].

Further paragraphs expand the listed ideas.
(e Jordan curve theorem guarantees that if there are

two classes in R2 where one class is surrounded by a closed
curve, then an arbitrary path between two points belonging
to different classes intersects this border an odd number of
times and at least once. We apply multidimensional con-
sequence [33] of the theorem following the compactness
hypothesis: for an arbitrary path (edges sequence) in
proximity graph, single class border crossing can be used to
indicate class change. An exact crossing point location is not
needed. It is enough to account edges where vertices have
different labels, that is, which belong to the graph cut. (e
method also works even if the class is not a single cluster but
a set of disconnected clusters.

Speed characteristics of our implementation are derived
from two properties of NSW and HNSW graphs. Firstly, in
small-world graphs (by definition), the shortest path be-
tween two arbitrary vertices has expected logarithmic length.
(us, any query search algorithm can start from a random
graph node and find the nodes closest to the query node in
log(|V|) time on average if the shortest path is known.
Secondly, the greedy beam search algorithm in a dense
enough NSW graph produces a path with O(log(|V|)) edges
with a probability of 1 − o(1), which is shown by the ex-
periments in [15] and theoretical proof in [30]. Greediness
here is defined as selecting the next vertex from the
neighbours, such that it is the closest (in metric space) to the
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destination. Euclidean and angular metrics are the most
popular for vector space datasets. In other words, if algo-
rithms search for query node q starting in node n, at each
step, it should move to such a neighbor n′ of n, which has the
smallest distance to q in terms of metric. (e aforemen-
tioned properties guarantee that this search, on average, will
successfully converge in log(|V|) time.

To sum up, for a classification task, class boundary es-
timation is not needed. Instead, it is enough to detect the
event of boundary-crossing. (is useful observation allows
reducing computational overhead, which is valuable for
large systems. For implementation, we use both properties of
NSW graphs to efficiently obtain a path in a graph and
combine them with the Jordan curve theorem.

A formal description of our method is as follows: let a
class be a set of volumes in a multidimensional metric space.
As we mentioned earlier, we approximate class boundaries
with a graph cut. Boundary-crossing occurs if an edge in a
path belongs to a cut. (us, we propose the following al-
gorithm of classification. Given a sample vector that needs to
be classified, a search is started from a graph vertex with a
random index taken from a uniform distribution. A vertex
choice procedure does not influence the result as any shorted
path in the NSW graph has a logarithmic length.(en, graph
nodes are greedily traversed towards the given vector, and
the algorithm stops if it cannot find a closer neighbour. If
class labels are available for all vertices, only the last border
crossing is needed (if any happened) to assign a class to the
sample.

(e algorithm works for both binary and multiclass
problems. Generalization to multiclass comes from applying
the one-vs-all technique: the last border crossing can be
considered as moving from the united “all” class to “one” class.

(e proposed approach for NSW graphs is summarized in
algorithm 1, which is an approximate equivalent to 1-NN
classification. (e only difference for HNSW implementation
requires to start at the top level of the graph and repeat the same
algorithm at the lower levels until 0th convergence. (is also
means that the choice of vertex v for HNSW graphs is
deterministic.

(e Euclidean distance for normalized features is used as a
metric in tests if other is not mentioned explicitly.(is choice
is reasonable in many practical applications as it captures the
human perception of “closeness”: a significant change in the
value of one feature or insignificant changes in multiple
features should not dramatically influence the distancemetric.

NSW graph allows using the proposed algorithm to-
gether with the kNN voting procedure. (at is, classification
can be run multiple times to achieve better accuracy. In the
case of the HNSW graph, the search procedure always uses a
predefined starting point. (us applying voting will not
bring any benefit.

4. Experiments

We implement our method to improve the original NSW
and HNSW graph search procedure. Our experiments study
our method from three points of view:

(i) NSW graph ANNS quality compared to other
proximity graphs,

(ii) Classification accuracy compared to 1-NN,
(iii) Time improvement compared to baseline 1-NN

classification with HNSW.

We understand graph quality criterion as an ability to
provide a better approximation for the ANNS problem.
Application of proximity graphs is always a trade-off be-
tween speed of neighbourhood exploration and percentage
of actual neighbours retrieved (which can be referred to as
recall metric). Experiments show that graph choice is good.
(e other two criteria are devoted to the method assessment
for both accuracy and time. 1-NN classification is used as a
baseline. (e first reason is that a proposed method is an
approximation for this classification technique, so we assess
our solution compared to the best achievable nonexhaustive
1-NN classification method done with NHSW. Our target is
to achieve better practical time with acceptable accuracy loss.
(e second reason is that based on 1-NN results, one can
easily extrapolate the time cost for an arbitrary kNN clas-
sification method.

To compare a graph type used in our method with all graph
types presented in survey [28], we run experiments with 3 UCI
datasetsmentioned in a paper: Dermatology (https://archive.ics.
uci.edu/ml/datasets/dermatology), Isolet (https://archive.ics.uci.
edu/ml/datasets/isolet), and Image Segmentation (https://
archive.ics.uci.edu/ml/datasets/Image+Segmentation). Non-
normalized Euclidean distance is used for Isolet and Image
Segmentation to reproduce original accuracy results. For the
Dermatology dataset, as it contains both categorical and nu-
merical features, we implement and use the Heterogeneous
Value Difference Metric (HVDM) defined in [34] (imple-
mented in https://github.com/IUCVLab/proximity-cut/blob/
master/modules/tools/hvdm.py). For this set of experiments,
NSW implementation from our repository was used.

By construction, the HNSW graph contains the NSW
graph as a subset on level 0. (us, all remaining experiments
are conducted with hnswlib implementation where NSW
graphs are extracted from the parent HNSW graph.

Figure 1: NSW index graph is built on 2 data classes (circles and
triangles) in metric space. Black edges represent graph cut. (ey
have source and destination vertices in different classes.
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(e speed and accuracy of classification are compared to
the 1-NN classifier on the medium-size road signs dataset
[35] with 43 classes (images are resized to 256-dimensional
representation, 10% test set) and two large binary classifi-
cation datasets HIGGS (1.1∗ 107 items) and SUSY (5∗ 106
items) [36] (5% test set). Detailed speedup statistics are
measured using another medium-size Cover Type dataset
[37].

In this work, we do not claim to invent or improve
existing classification algorithm(s). (ese types of work
require exhaustive testing for all marginal cases. We aim to
apply state-of-the-art indexing infrastructure and show what
can we gain from it (in speedup) and at what cost (in ac-
curacy). As NSW and HNSW’s time complexity charac-
teristics have already been studied [15, 16] and proven [30],
in this paper, we focus on practical improvement. Since
algorithm time is shown to depend on dataset dimension-
ality and size, we cover both aspects.

All experiments were conducted at a 64-bit Windows 10
laptop using a single CPU core.(e laptop has AMD Rizen 3
3200U chip with 2.6 GHz frequency and 2 physical cores.
6GB RAM is installed in the machine with 3.5GB available
for experiments. Python implementations were launched at
Jupyter notebooks with Python 3.7.4. C++ implementation
was compiled with GCC 7.4.0 usingWindows Subsystem for
Linux (Ubuntu 18.04).

5. Results

5.1. Graphs Comparison. (e choice of NSW graph was
validated by comparing accuracy results with other prox-
imity graphs, namely, relative neighbourhood graphs
(RNG), Gabriel graphs, and minimum spanning trees
(MST). We compare our results against implementations
from [28] on UCI datasets proposed in the paper. (e
authors intentionally focused only on classification accuracy
and omitted speed comparison. (us, we can compare our
results by accuracy only. On Isolet, our method out-
performed RNG graphs classification with 88.5% accuracy
against 88.1%. With Dermatology data, it achieved the same
95.65% accuracy as RNG graphs, which can be the result of
very small dataset and almost complete graph. With Image
Segmentation data, our method achieved 87.5% accuracy
which is only slightly worse than 1-NN (90.3%) and RNG
(88.8%). Detailed results are given in Table 1.

5.2. Average Classification Accuracy and Time. In NSW and
HNSW graphs, the construction phase depends on hyper-
parameter M, which linearly influences the number of graph
edges. According to original papers, increasing this parameter
can bring better accuracy results paying with additional index
memory. We compared how this parameter influences
baseline 1-NN classification and the proposed method on two
large datasets. Results are provided in Figure 2.

We also studied how dataset size and graph edges density
controlled by NSW hyperparameter M influence average
classification time and accuracy. We compared baseline 1-
NN classification with the proposed method on three

datasets with different hyperparameter values. With com-
parable accuracy number, our method showed sustainable
speedup on both graphs. Time and accuracy results are given
in Table 2.

NSW and HNSW graphs are built by a deterministic
procedure, but their properties depend on the order of
inserting and the structure of the dataset itself. Search and
classification time for such graphs can only be estimated in
terms of expected values. We used a medium-size Cover
Type dataset to compare classification times distributions.
While both baseline 1-NN classification and NSW-based
proposed method show comparable time spread growth, the
HNSW-based method shows extremely good numbers. For
visual comparison, please refer to Figure 3.

5.3. Service Reliability Comparison. Indexing structures are
used in different search tasks to improve the quality of
service. Service reliability is frequently assessed in terms of
95th or 99th percentiles.(us, we prepared a percentile-based
comparison of the proposed method to the 1-NN baseline,
which shows 1.5–2 times speedup for NSW-based imple-
mentation and 4+ times comparison for NSW-based. (e
numbers are given in Table 3.

6. Discussion

(e experiments on graph comparison show that NSW-
based classification accuracy outperforms sparse Gabriel and
MST graphs in all experiments. Also, the resulting classifier
shows a behavior very similar to RNG-based implementa-
tion for each of the experiments. Considering this, we refer
to [38], which states that although 2-dimensional case RNG
construction requires Θ(|V|log|V|) operations, the k-di-
mensional and non-Euclidean metric spaces will require
O(|V|3) operations. NSW graphs are constructed in
E(|V|log|V|) which is a significant gain for large-scale
datasets.

Comparison of the proposed method accuracy to the
baseline 1-NN classifier shows that the proposed method is
slightly under the baseline, HNSW-based implementation in
all tests 0–7 percent points worse than 1-NN. But we also
observed that NSW-based implementation asymptotically
tends to the baseline (see Figure 2) with the growth of graph
density, defined by M hyperparameter. For the small size of
the dataset, the NSW-based implementation showed sig-
nificant speedup, thus using k–NN classifiers where
k< speedup built upon the proposed method will achieve
asymptotically better accuracy for the smaller time. HNSW-
based implementation at the same time shows consistent
speedup for all graph sizes and densities.(e loss in accuracy
can be explained by the fact that the final step of our method
returns only an approximation of the nearest neighbour.
(us, in future studies, improvement of the algorithm for a
better approximation at the last search iterations can be
addressed to compete with the baseline in accuracy while
preserving similar time. We can also say that speedup was
observed at all experiments for all sizes of the datasets and
graph densities. A general observation is that speedup tends
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to be bigger for smaller datasets, but for 107-scale datasets, it
remains on a significant level.

We separately stop on the speedup value for the SUSY
dataset with high density (M� 128), which shows 1.17 times
improvement for NSW and enormous 148.1 times im-
provement for HNSW (see Table 2). (e experiment was
conducted multiple times with different system parameters
showing the same result. We found out that this behavior
fully depends on using swap memory. For the small Road
Signs dataset, doubling graph density (parameter M) implies

linear absolute time growth for 1-NN classification, whereas
for SUSY, we observe 3-order time growth compared to 16
times density growth (M � 8, 128). We detected that, at the
test machine, the process could only allocate ∼ 3.5GB of
physical RAM, while the data structure required almost 5GB
of virtual memory. (us, a significant part of the data was
dumped into HDD. (is slowed down both the index
construction phase and classification. (e HNSW graph
architecture uses exponentially smaller parts of memory for
higher graph levels according to the construction process.

Input: NSW - dataset index; x - sample to be classified
Result: class label
v⟵ random vertex from NSW;
dnew⟵ distance(v, x);
classnew⟵ v.class

repeat
d⟵ dnew;
class⟵ classnew;
// closest to x neighbours of d
v⟵ closest(v.neighbours ∣ x);
dnew⟵ distance(v, x);
classnew⟵ v.class;
// until we can‘t get closer to x

until dnew >d;
return class

ALGORITHM 1: Greedy graph-based in NSW for multiclass classification.

Table 1: Comparison of classification accuracy for different proximity graphs against SVM classifier with polynomial kernel.

Dataset
Accuracy (%)

SVM kNN RNG MST Gabriel NSW
Dermatology (k� 10) 96.9 98.6 95.6 86.7 65.4 95.65
Isolet (k� 7) 96.0 91.9 88.1 N/A N/A 88.5
Image Segmentation (k� 1) 92.9 90.3 88.8 76.7 82.1 87.5
k refers to the best kNN hyperparameter. NSW is our choice. Bold shows our study implementations.
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Figure 2: Accuracy comparison of the proposed NSW-PATH and HNSW-PATH classifiers with 1-NN baseline at two large-scale datasets
SUSY (5M items) and HIGGS (11M items).
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(us, only the last steps of the algorithm require 0-level
graph traversal, while the level with higher numbers can

easily fit into physical RAM. (is makes HNSW-based
classification very promising in cases of low physical RAM.

Considering potential service quality, we state that both
NSW and HNSW-based implementations of the proposed
method show comparable speed improvement for the av-
erage and high-percentile classification time. We also ob-
serve that this speedup does not depend on graph density as
shown in Table 3.

To sum up, we define two potential applications for our
proposed method. Firstly, both NSW- and HNSW-based
algorithms can be used as dedicated classifiers for datasets of
all sizes to improve absolute classification time still sacri-
ficing a few percent points of accuracy. NSW-based clas-
sifier, in this case, will offer asymptotically growing accuracy
for denser graphs, HNSW-based version will be extremely
time-efficient when RAM does not fit the dataset, and a swap
file is used. Secondly, for small- and medium-sized datasets,
NSW-based kNN implementation can offer better accuracy
for the same classification time.

Wewant tomention that althoughwe discussed competing
indexing approaches (IVF, trees) in Section 2, we cannot
implement our methods with these data structures, as they do
not produce the graph cut we use in both our methods.

7. Conclusion

In this paper, we introduced the novel approach to instance-
based classification. (e approach improves existing NSW
and HNSW data structures for faster classification of unseen
items. It simplifies the original search algorithm and con-
nects it with the Jordan curve theorem.(emethod achieved
sustainable 4x speedup at real medium-scale datasets and
more than 2x speedup for a large dataset using production
hnswlib C++ library while preserving asymptotically close
accuracy. It also showed extremely good time improvement
if used with swap file.

We analysed our solution execution time, and we can say
that it provides significantly better reliability in terms of 95th

and 99th classification time percentile compared to the 1-NN
classification baseline.

Our future research can target improvement of nearest
neighbour estimation in the end of the proposed search
algorithm which will improve classification accuracy while
keeping time smaller.

Table 2: Time and accuracy comparison of a proposed graph-based method implemented with NSW and HNSW graphs. Graph parameters
are given as follows: dataset name (number of items, HNSW connectivity parameter M).

Graph parameters
Time (ms), accuracy (%)

Speedup NSW vs. 1-NN Speedup HNSW vs. 1-NN
1-NN NSW-PATH HNSW-PATH

Road signs (10K, M� 8) 209 92.57% 25.2 92.57% 72.4 92.57% 8.3 2.89
Road signs (10K, M� 64) 1615 82.57% 151 82.57% 186 82.57% 10.7 8.68
SUSY (5M, M� 4) 78.16 71.74% 22.41 62.74% 15.01 69.02% 3.49 5.21
SUSY (5M, M� 8) 89.5 71.87% 49.43 69.19% 21.43 70.58% 1.81 4.18
SUSY (5M, M� 128) 8538 71.86% 7271 71.12% 57.66 70.1% 1.17 148.1
HIGGS (11M, M� 32) 596.08 64.09% 253.61 62.27% 218.11 57.14% 2.35 2.73
Bold values refer to the best achieved speedup.
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Figure 3: Comparison of classification time distribution on me-
dium-size Cover Type dataset.

Table 3: Algorithm speedup comparison with respect to different
graph densities (tuned by NSW M hyperparameter) and percentile.
Speedup values compared to baseline HNSW-based 1-NN classi-
fication are provided for 99th percentile (p99), 95th percentile (p95),
and average classification time (Avg).

M
NSW-PATH HNSW-PATH

p99 p95 Avg p99 p95 Avg
4 2.44 2.17 2.85 5.59 4.55 4.16
8 1.56 1.71 2.12 4.07 4.36 4.34
16 1.47 1.42 1.84 4.31 4.18 4.45
32 1.55 1.55 2.10 4.51 4.14 4.62
64 1.32 1.26 1.61 6.44 6.50 7.10
128 1.45 1.42 1.82 4.11 3.18 5.30

Complexity 7



Data Availability

(e machine learning classification datasets (Dermatology,
Isolet, Image Segmentation, Cover Type, SUSY, and HIGGS)
used to support the findings of this study have been
deposited in the UCI repository (https://archive.ics.uci.edu/ml/
datasets/dermatology, https://archive.ics.uci.edu/ml/datasets/
isolet, archive.ics.uci.edu/ml/datasets/Image+Segmentation,
https://archive.ics.uci.edu/ml/datasets/HIGGS, https://archive.
ics.uci.edu/ml/datasets/SUSY, https://archive.ics.uci.edu/ml/
datasets/covertype). (ese prior studies (and datasets) are
cited at relevant places within the text as references [28, 36, 37].
(e machine learning classification dataset with road signs
used to support the findings of this study has been deposited in
the INI Benchmark Website https://benchmark.ini.rub.de.
(ese prior studies (and datasets) are cited at relevant places
within the text as references [35]. (e code related to synthetic
dataset generation used to support the findings of this study has
been deposited in the GitHub repository https://github.com/
IUCVLab/proximity-cut.
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Due to the lack of maintenance support samples, maintenance support effectiveness evaluation based on the deep neural network
often faces the problem of small sample overfitting and low generalization ability. In this paper, a neural network evaluationmodel
based on an improved generative adversarial network (GAN) and radial basis function (RBF) network is proposed to amplify
maintenance support samples. It adds category constraint based on category probability vector reordering function to GAN loss
function, avoids the simplification of generated sample categories, and enhances the quality of generated samples. It also designs a
parameter initialization method based on parameter components equidistant variation for RBF network, which enhances the
response of correct feature information and reduces the risk of training overfitting. +e comparison results show that the mean
square error (MSE) of the improved GAN-RBF model is 5.921 × 10− 4, which is approximately 1/2 of the RBF model, 1/3 of the
Elman model, and 1/5 of the BP model, while its complexity remains at a reasonable level. Compared with traditional neural
network evaluation methods, the improved GAN-RBF model has higher evaluation accuracy, better solves the problem of poor
generalization ability caused by insufficient training samples, and can be more effectively applied to maintenance support ef-
fectiveness evaluation. At the same time, it also provides a good reference for evaluation research in other fields.

1. Introduction

As an important part of equipment maintenance support
work, equipment maintenance support effectiveness
evaluation has always been the research focus in the field
of equipment support, which is mainly used to evaluate
maintenance support strength, find out weaknesses in
time, and formulate improvement plans, so as to improve
the maintenance support effectiveness. In recent years,
with the rapid development of machine learning tech-
nology, maintenance support effectiveness evaluation
based on the neural network has become a research
hotspot. +e neural network has good characteristics of
self-adaptive, self-learning, and strong fault tolerance,
which can recognize new samples by learning database
samples, and is widely used in prediction and evaluation
[1–3]. Some scholars have carried out relevant research on

this method. For example, Wang et al. [2] proposed the
joint operation effectiveness evaluation algorithm based
on an adaptive wavelet neural network in combination
with specific expert experience and an intelligent algo-
rithm, aiming at the problems of subjectivity and un-
certainty in joint operation effectiveness evaluation. To
solve the effectiveness evaluation problem of complex,
multifunctional, and poor samples, Liu et al. [4] con-
structed a system effectiveness evaluation model based on
grey RBF neural network according to the three-layer
structure of system effectiveness evaluation index system.
In order to effectively evaluate and predict combat ef-
fectiveness of surface to air missile weapon system, Qiao
and Zhao [5] reduced and decorrelated the original data
through the principal component analysis method and
then trained the BP neural network with the principal
component as the input.
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+ese researches based on a deep neural network greatly
enhance the diversity of equipment maintenance support
effectiveness evaluation methods and have foreseeable re-
search prospects, but there is always a pain point: due to
imperfect data collection system and nonstandard data
collection procedures in the army for a long time, the current
maintenance support data quality is generally poor and the
type is relatively single, so it is impossible to form complete
and sufficient training samples for neural network input
[6, 7]. For this reason, the neural network evaluation of
maintenance support effectiveness always faces problems
such as overfitting of small samples and low generalization
ability, which makes it difficult to achieve the ideal appli-
cation effect in the fields of data classification and pattern
recognition [8, 9]. +e insufficiency of maintenance support
training samples greatly limits the application of neural
networks in maintenance support effectiveness evaluation.

Generative adversarial network (GAN) is a popular
unsupervised learning algorithm in recent years. Compared
with other generation models, it can avoid complex calcu-
lations and generate better image quality. Some scholars use
its data generation characteristics to carry out relevant re-
search in combination with their own fields. For example,
Yin et al. [10] proposed a smoke feature extraction and
detection model combining deep convolution generative
adversarial network and convolution neural network to
effectively reduce the false alarm rate of smoke detection.
Yao et al. [11] put forward a fault diagnosis method based on
generative adversarial network and residual network, which
uses GAN to track the distribution of rail fastener failure
data, balancing and expanding the existing data set. Luo and
Wang [12] proposed a demosaicing image generation
method based on a generative adversarial network in order
to reduce noise and artifacts when reconstructing digital
camera color images, which effectively eliminated image
artifacts. +ese studies show that GAN can play a better role
in dealing with problems such as insufficient data, unbal-
anced data, and more noise in some fields. +erefore, it is
envisaged to apply the data generation characteristics of
GAN to the field of equipment maintenance support to solve
the problem of insufficient samples in neural network
evaluation of maintenance support effectiveness. Based on
the optimization of GAN and RBF, respectively, this paper
combines the data generation of GAN with the training of
RBF, constructs an improved GAN-RBF evaluation model,
and compares it with other common models to verify its
validity. In order to facilitate theoretical analysis and
practical operation, this paper does not use complex deep
convolution generative adversarial network and convolution
neural network but chooses original GAN and RBF network
with simple structure and concise training.

+e arrangement of this paper is as follows. In Section 2,
based on the brief introduction of GAN and RBF, the
improved GAN-RBF evaluation model is constructed; the
index system, data processing, evaluation criteria, and
evaluation steps of maintenance support effectiveness
evaluation are introduced in turn. In Section 3, the training
results of the improved GAN-RBF model and the other
three common models are shown in the form of graphs. In

Section 4, by analyzing the accuracy and complexity of four
models, and comparing them with similar research, the
validity of the improved model is verified. Finally, Section 5
concludes this paper with a discussion of future research
extensions.

2. Method

2.1. Main Algorithms

2.1.1. Generative Adversarial Network. GAN is a deep
learning model, which can automatically define potential
loss function and learn data distribution of original sample
set. It has become one of the most promising unsupervised
learning methods on complex distribution in recent years,
which has been successfully applied in image generation,
image inpainting, 3D object generation, and other fields.

(1) Basic Idea. Based on the idea of game theory, GAN
regards generative model and discriminative model as both
sides of the game and trains the generative model and
discriminative model alternately, so that the two models are
both optimized and finally reach the Nash equilibrium: the
samples generated by the generator are infinitely close to the
real sample distribution, while the discriminator cannot
distinguish the true from the false and predict the true
probability for a given sample is 0.5.

(2) Network Structure. GAN is mainly composed of a
generator and a discriminator. +e structure is shown in
Figure 1.

+e generator is actually a kind of maximum likelihood
estimation. After capturing the target sample distribution,
the generator converts the original input into target samples
of the specified distribution by converting the parameters.
+e discriminant is actually a dichotomy, which determines
whether the data generated by the generated model is a true
sample.

In practice, the fully connected neural network is gen-
erally used as a generator and discriminator.

(3) Objective Function. +e objective function of GAN is as
follows:

min
G

max
D

V(D, G) � Ex∼pdata(x)[logD(x)]

+ Ez∼pz(z)[log(1 − D(G(z)))].
(1)

where G is the generator and D is the discriminator; D(x) is
the probability that the discriminator judges that the sample
is true, which is a real number in the range of 0–1; G(z) is the
sample generated by the generator after receiving random
noise; pdata(x) is the real sample distribution and pz(z) is
the generated sample distribution.

Formula (1) is a minimax optimization problem, which
is essentially two optimization problems, respectively, cor-
responding to the minimization of the generative model and
the maximization of the discriminative model in the alter-
nating iterative training process [13]. +e minimax objective
function of GAN integrates the objective function of the
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generative model and discriminative model and describes
the alternating iterative training process, which achieves the
perfect unity of mathematical form.

2.1.2. Radial Basis Function Network. RBF network is a kind
of feedforward neural network with radial basis function as
activation function, which has the characteristics of data-
driven, independent data center searching and fast learning
speed. It has a uniform approximation to nonlinear con-
tinuous function and avoids the emergence of local min-
imum problem, which is widely used in time series analysis,
data classification, pattern recognition, and other fields
[1, 14].

(1) Basic Idea. By taking the radial basis function (such as
Gaussian function) as the base of the hidden unit to form the
hidden layer, RBF can directly map input vectors to the
hidden space without connecting by weight. +e hidden
layer transforms low-dimensional input into high-dimen-
sional space, which makes a linear nonseparable problem in
low-dimensional space linearly separable in high-dimen-
sional space. +e network output can be obtained by linear
weighted summation of hidden cell output.

(2) Network Structure. RBF network usually has three layers,
including the input layer, hidden layer, and output layer.+e
structure is shown in Figure 2.

+e number of input layers is n, which is composed of
signal source nodes and only transmits data information
without any transformation of input information; the
number of hidden layers is m, and the vector is mapped from
the low dimension n to the high dimension space m by using
radial basis function, so that linear separability in low di-
mension is transformed into linear separability in high di-
mension; the number of output layers is l, and the network
output is obtained by linear weighted summation of hidden
units outputs.

(3) Activation Function. +e hidden layer neurons of the
RBF network generally use the distance between the input
vector and central vector (such as Euclidean distance) as the
function independent variable and use radial basis function
(such as Gaussian function) as activation function.

+e activation function of the RBF network based on
Gaussian kernel is as follows:

hj(x) � exp −
1

2σj
2 X − cj

�����

�����
2

⎛⎝ ⎞⎠, (2)

where X � [x1, x2, · · · xi, · · · xn]; cj is the central parameter
of the j-th basis function, j � 1, 2, · · · , m; σj is the width
parameter of the j-th basis function, which is actually the
variance of Gaussian function; ‖X − cj‖ is the norm of vector
X − cj, which represents the distance between X and cj.

+e output of RBF network is as follows:

yk � 
m

j�1
ωjkhj(x), (3)

where ωjk is the weight of the basis function.

2.2. Construction of Improved GAN-RBF Evaluation Model.
In this compound model, the maintenance support training
samples are amplified by GAN, and then, the samples are
used as the input of the RBF network. It is not a simple
integration of the two but needs to increase relevant opti-
mization according to the characteristics of maintenance
support samples in order to ensure that GAN is suitable for
the expansion of maintenance support samples and ensure
that the RBF network can effectively train maintenance
support samples.
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Figure 1: +e topology of the generative adversarial network.
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Figure 2: RBF network topology based on Gaussian kernel.
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First of all, the optimization of GAN is discussed. +e
composition of maintenance support data is complex; for
example, it is divided by the functional system, including
maintenance support command system, maintenance
equipment support system, and maintenance equipment
transportation delivery system; divided by operational level,
including group army, integrated brigade, and integrated
battalion; and divided by equipment type, including vehicles,
ships, aircraft, ordnance, and armor. Complex categories
bring some difficulties to maintenance support samples
amplification based on GAN, so it is difficult to ensure the
consistency between generated sample category and original
category, which leads to the distortion of generated samples.
Zhu et al. [15] pointed out that the L2 loss function can
effectively improve the distortion of samples generated by
the generator due to the inaccurate gradient of GAN’s
discriminative model. +erefore, this paper introduces the
L2 loss function, defines a new class constraint on the basis
of original antagonism constraint to determine the loss
function of GAN synthetically, and ensures that GAN can
generate ideal class samples without obvious distortion.

Secondly, the optimization of RBF is discussed. +e
parameter initialization of the RBF network has a great
influence on its training.+e traditional methods include the
self-organizing selection center method and random se-
lection method, both of which have some limitations. +e
former is more complex in the calculation, while the latter is
generally applicable to the representative sample distribu-
tion [16]. +ey are not suitable for maintenance support
samples with large volumes and complex categories.
+erefore, aiming at the initialization of center parameter,

width parameter, and weight, an optimization method is
designed with parameter components changing at equal
intervals: define a center parameter Cj � [cj1, cj2,

· · · cji, · · · , cjn], width parameter σj � [σj1, σj2, · · ·

σji, · · · , σjn], and weight ωj � [ωj1,ωj2, · · ·ωjk, · · · ,ωjl]. +e
components of each center parameter are changed from
small to large with equal spacing, and the spacing is adjusted
by neurons number in the hidden layer so that weak input
information can produce a strong response near the smaller
center, and different input characteristics can be reflected
more clearly in different centers, so that the center initial-
ization is as reasonable as possible, reflecting the charac-
teristics of Gaussian kernel.

2.2.1. Amplification of Maintenance Support Samples.
+e determination of the loss function of GAN is the most
important work. Considering the optimization of GAN, two
kinds of constraints are determined, which make the loss
function of GAN more reasonable.

(1) Adversarial Constraint. Adversarial constraint refers to
the following: in the alternating iterative training, generative
model and discriminative model play games with each other,
confront each other, constrain each other, and finally reach
the state of mutual optimization where it contains the idea of
a zero-sum game between generative model and discrimi-
native model [17]. +e constraint is expressed as the ob-
jective function of GAN. According to the objective
function, the adversarial constraint is defined as follows [18]:

min
G

max
D

L
adv

� Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1 − D(G(z))]. (4)

According to formula (4), the adversarial loss function of
the discriminative model can be easily determined as

L
adv
G � −Ex∼pdata(x)[logD(x)] − Ez∼pz(z)[log(1 − D(G(z)))].

(5)

Correspondingly, the adversarial loss function of the
generative model is

L
adv
G � −Ez∼pz(z)[log(1 − D(G(z)))]. (6)

(2) Category Constraint. When the category of generated
samples deviates greatly from the original category, serious
distortion will occur to the generated samples, resulting in
convergence failure in the whole training process. +e ideal
representation of sample generation is that the sample has
the highest probability in the target category and the second
probability in a similar category [19]. +erefore, category
constraint is defined as follows:

min
G

L
cat

� Ex∼pdata(x) CE f(G(z)), hd(f(x))(  . (7)

where CE is the cross-entropy function, f is the depth neural
network to be attacked, whose output is the class probability
vector of the sample, and hd is the class probability vector
reordering function of the original sample and target class d.

According to formula (7), it is easy to determine the class
loss function of the generative model as follows:

L
cat
G � −Ex∼pdata(x) CE f(G(z)), hd(f(x))(  . (8)

+ere is no class constraint in the discriminative model,
so it has no class loss function.

Considering the above two constraints, the final loss
functions of discriminator and generator are as follows:

LD � −Ex ∼ Pdata(x)[logD(x)]

− Ez ∼ Pz(z)[log(1 − D(G(z)))],

LG � αL
adv
D + βL

cat
G ,

(9)

where α and β are balance factors to adjust the two
constraints.

When the loss function is determined, the GAN training
is started, and iteration number is set as K, original sample
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and generated sample set are X and Z respectively, the
sample size is p, and sample size taken out in a single time is
q. Usually, generator parameters are fixed first [20], the q

sample is taken from the sample set X and Z, respectively,
and discriminator parameter θd is updated by random
gradient rise:

∇θd

1
p



p

i�1
logD xi(  + log 1 − D G zi( ( (  . (10)

+en, fix the discriminator parameters, take the q sample
from the sample set Z, and use random gradient descent to
update generator parameter θg:

∇θg

1
p



p

i�1
αlog 1 − D G zi( ( (  + βCE f G zi( , hd f xi( ( ( (  .

(11)

Repeat the above process until the specified iteration
number is reached and the training is over [21]. +e am-
plified sample set R is obtained, whose sample number is a.

2.2.2. Training of EvaluationModel. +is paper uses the RBF
network model based on Gaussian kernel (Figure 2) to train
samples. +e amplified sample set generated by GAN is used
as the input, the input vector is X � [x1, x2, · · · xi, · · · , xn],
the output is y, and the expected output is y.

Firstly, three parameters of the RBF network are ini-
tialized by the optimization method. Calculated as follows:

cji � min i +
max i − min i

2m
+(j − 1)

max i − min i

m
, (12)

where min i and max i are the minimum and maximum
values of the samples received by the i-th neuron in the input
layer, respectively, and m is the total number of neurons in
the hidden layer.

σji � σf

������������

1
a



a

q�1
x

q
i − cji 




, (13)

where df is width adjustment coefficient, whose value is less
than 1; x

q

i − cji is the distance between the i-th sample re-
ceived by the q-th neuron in the input layer and the cor-
responding center.

ωjk � min k + j
max k − min k

l + 1
, (14)

where min k and max k are the minimum and maximum
values of all expected outputs in the k-th output neuron and l

is total neurons number in the output layer.
When the three parameters are initialized, the neural

network begins to train where the random gradient descent
method is used to update it iteratively [22]. +e iterative
calculation is as follows:

cji(t) � cji(t − 1) − η
zE

zcji(t − 1)

+ α cji(t − 1) − cji(t − 2) ,

σji(t) � σji(t − 1) − η
zE

zσji(t − 1)

+ α σji(t − 1) − σji(t − 2) ,

ωjk(t) � ωjk(t − 1) − η
zE

zωjk(t − 1)

+ α ωjk(t − 1) − ωjk(t − 2) ,

(15)

where cji(t) is the central component of the j-th hidden layer
neuron for the i-th input neuron in the t-th iteration, σji(t) is
the width component corresponding to the central component,
ωjk(t) is the adjustment weight of the j-th hidden layer neuron
for the k-th output neuron in the t-th iteration, η is the learning
factor, and α is the momentum factor.

+e loss function is defined as

E �
1
2



a

q�1
yq − yq 

2
, (16)

where yq is the actual output of the q-th sample of the neural
network, yq is the expected output of the corresponding
sample, and a is the total number of amplified samples.

Iteratively update center parameter, width parameter,
and weight, and then calculate the loss. When the loss is
within the acceptable range, stop training [23].

Summarize the operation process of the GAN-RBF
evaluation model, as shown in Figure 3.

2.3. Index System of Maintenance Support Effectiveness.
On the basis of field investigation and expert opinions [1, 2],
combined with the current operational development trend,
and considering main operation factors of equipment
maintenance support system, the evaluation index system of
equipment maintenance support effectiveness is established,
as shown in Table 1.

2.4. Data Processing. +e types and dimensions of main-
tenance support effectiveness evaluation indexes are dif-
ferent, so it will be difficult to balance the importance of
input components when inputting them into neural net-
works, which will not only reduce the training speed of GAN
and RBF networks but also affect the accuracy of sample
generation and weight iteration. [24]. +erefore, before
sample training, the data must be normalized and trans-
formed into a standardized interval [0,1]. +e maintenance
support effectiveness index is divided into benefit-index and

Complexity 5



cost-index, which have the characteristics of the bigger the
better and the smaller the better [25]. +is paper uses the
range method to normalize these two types of indexes.

Benefit-index:

Y �
X − Xmin

Xmax − Xmin
. (17)

Cost-index:

Y �
Xmax − X

Xmax − Xmin
. (18)

2.5. Evaluation Step

(1) Construct evaluation index system of equipment
maintenance support effectiveness

(2) Select original data and random noise of mainte-
nance support for GAN training, and normalize
them

(3) Sent original data and random noise into GAN for
training to generate amplified samples

(4) Train RBF network by amplified samples, and obtain
network output, that is, the predictive value of
maintenance support effectiveness

(5) Calculate the accuracy and complexity of the eval-
uation model and compare it with other evaluation
methods to verify its effectiveness

2.6. Model Evaluation Criteria. +e maintenance support
effectiveness evaluation is generally carried out by the test
base, aiming at accurately estimating the maintenance
support effectiveness of a certain support unit, so as to help
improve the maintenance support strength [1]. Obviously,
accuracy is the most important index of maintenance
support effectiveness evaluation, so this paper takes accuracy
as the primary evaluation criterion for models. Secondly, the
complexity of the general composite model is higher than
that of the previous single model. If the complexity of the
improved GAN-RBFmodel is too high, even if its accuracy is
high, its performance is still low, so the model complexity
should be taken as an auxiliary reference index. Because the
test equipment in the test base has sufficient memory and the
test time is relatively abundant, the evaluator is tolerant of
model complexity. If the complexity of the improved GAN-
RBF model is not much different from that of the common
model, it is completely acceptable.

2.6.1. Accuracy. Firstly, when the model output is obtained,
a set of real effectiveness sets is used as the baseline for
comparison, and the fitting effect of model-predicted values
to real values is observed from a macroperspective.

+en, the mean square error (MSE) of the models is
calculated, and the accuracy of eachmodel is compared from
amicroperspective. MSE is the square’s expected value of the
difference between the predicted value and real value for
evaluation models, which is used to measure data deviation
degree and reflect the actual situation of error. +e smaller
the value is, the higher the mode accuracy is [26]. MSE can
show the advantages and disadvantages of the four models
more clearly. +e calculation formula is as follows:

MSE �
1
n



n

i�1
yi − ri( 

2
, (19)

where yi is the model-predicted value and ri is the model real
value.

2.6.2. Complexity. +e algorithm complexity is an index to
measure the execution of the program, which consists of
time complexity and space complexity. Time complexity
determines the training/prediction time of the model, while
space complexity determines the number of the parameters
of models. Because algorithm design is more in pursuit of
high efficiency, and the increasing computer storage capacity
can basically meet algorithm space need, the algorithm
complexity is generally dominated by time complexity [27].
+ere are two methods to calculate the time complexity:
preanalysis method and poststatistics method. +e former
uses the big O notation method, which is suitable for pre-
dicting the complexity when the algorithm program is not
written. +e four models in this paper have corresponding
programs. It is obviously more convenient and quicker to

Whether the iteration
number K is reached 

Yes

No

Yes

No

Input sample set X, Z, set iteration
number K and batch size m

Take m samples from X and m
samples from Z 

Take m samples from Z

Update discriminator parameters
by stochastic gradient rise 

Update generator parameters with
Stochastic gradient descent 

Output amplified sample set R

Start

Determine the structure of neural
network 

Iterate through the parameters

Initialize center parameter, width
parameter, and weight 

Calculate the loss function

Whether the training
requirements are met 

Obtain the output of the neural
network 

End

Figure 3: Operation process of GAN-RBF evaluation model.
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estimate the algorithm complexity by directly measuring
running time by using the postevent statistics method.

3. Result

+e hardware configuration of this experiment is as follows:
the running environment is Windows 7 operating system,
the CPU is Intel (R) Core (TM) i7-4790k CPU @ 4.00 GHz
processor, the running memory is 16G, the graphics card is
NVIDIA GeForce RTX 2080Ti, and the programming en-
vironment is PyTorch 3.7.3.

Maintenance support data is usually collected at the
lowest level of indicators [28], and the data in this paper is
collected at the second-level index. According to the 14
second-level indexes of maintenance support effectiveness
index system (Table 1), 28 groups of 392 original samples
were selected from the database, and 100 groups of 1400
amplified samples were generated by GAN. +e original
sample set and amplification sample set are shown in Table 2.
After inputting these samples, the RBF network will output
five first-level indexes values, which are predicted values of
maintenance support effectiveness components. Compared
with the direct output of final effectiveness value, the former
method enriches the analysis at the level of effectiveness
components. If the final effectiveness value is wanted, it can
be realized by changing the activation function and units’
number in the output layer of the RBF network.

In order to verify the validity of the improved GAN-RBF
model, this paper compares three common neural network
evaluation models of Elman neural network, BP neural
network, and ordinary RBF network. To ensure the contrast
effect, the same general network parameters are set for the
four models. According to 14 second-level indexes and 5
effectiveness components, 14 nodes are set for the input layer
and 5 nodes for the output layer. According to experience,
the hidden layer is set to 75% of the nodes number in the
input layer and set to 10 nodes. +e maximum number of
iterations is 100, the learning rate is 0.1, and the allowable
error is 0.001. According to the requirement of the test base
for maintenance support effectiveness accuracy, the target
value of the iterative loss is set to 10–15.

+e original sample set is used to train four models. For
the improved GAN-RBF model, the input of the RBF net-
work is actually the amplified sample set generated by GAN.
Test results are as follows.

3.1. Iteration Curve of Models. +e iterative process of four
models is shown in Figure 4.

3.2. Predicted Value and MSE of Models. Twenty-eight
groups were randomly selected from the amplified sample
set as the test set to test the four trained models. +e output
of evaluation models is the predicted value of five effec-
tiveness components E1, E2, E3, E4, and E5. Taking a group
of real effectiveness sets as a baseline, we observe the fitting
effect of predicted values to real values, as shown in Figure 5.

According to formula (19), the single groupMSE and the
mean value of 28 MSEs are calculated. MSE mean values of
four models are shown in Figure 6.

In order to observe the fluctuations of four model MSEs,
a single group of MSE was made into a line chart, as shown
in Figure 7.

3.3. Running Time ofModels. +rough real-time calculation,
the training/prediction time of the four models is obtained,
as shown in Table 3.

4. Discussion

4.1. Model Iterative Analysis. Figure 4 shows that, in the
initial stage of iteration, the convergence speed of the im-
proved GAN-RBF model is faster than that of the BP model
and lower than that of the Elman model and RBF model.
However, after about 40 iterations, the BP model and Elman
model have fallen into local optimum, and the loss function
values are 103 and 10–5, respectively, which do not reach the
target value of the loss. At this time, the convergence speed
of the RBF model is obviously reduced to that of the im-
proved GAN-RBF model. It is surpassed by the improved
GAN-RBF model after about 70 iterations, and the target

Table 1: Index system of equipment maintenance support effectiveness.

First-level index Second-level index

Evaluation index system of equipment maintenance support
effectiveness

Mobility support effectiveness
Mobile arrival rate

Maneuvering average speed
Mobile consumption rate

Equipment repair effectiveness
Equipment repair rate
Equipment repair time

Equipment repair loss rate

Maintenance management
effectiveness

Maintenance pass rate
Maintenance safety rate

Management personnel matching
rate

Resource support effectiveness
Equipment matching rate

Funding availability
Completion rate of technical data

Personnel support effectiveness Personnel competence rate
Average delay time
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value of the loss is never reached in subsequent iterations.
+e improved GAN-RBF model always keeps a stable and
fast convergence speed, does not fall into local optimum, and
achieves the ideal loss value.

From the perspective of model iteration, the improved
GAN-RBF model can not only maintain a stable and fast
convergence speed but also achieve a minimum loss value,
with high prediction accuracy and no fitting problem.

Table 2: Normalized original sample set and amplified sample set.

Index
Group

Original samples Amplified samples
1 2 . . . 28 1 2 . . . 99 100

Index 1 0.6845 0.6329 . . . 0.7023 0.6522 0.6316 . . . 0.6473 0.6832
Index 2 0.9327 0.8719 . . . 0.9236 0.9176 0.9431 . . . 0.9418 0.9673
Index 3 0.4423 0.4226 . . . 0.4653 0.5031 0.4943 . . . 0.5186 0.4823
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Index 13 0.7032 0.7523 . . . 0.7421 0.6832 0.7186 . . . 0.7342 0.7143
Index 14 0.4232 0.4621 . . . 0.4312 0.4539 0.4622 . . . 0.4548 0.4463
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Figure 4: Comparison of four models’ iteration curve.
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Although the complexity of the improved GAN-RBF model
is increased after adding GAN, and the initial convergence
speed is slightly slower than the Elman model and RBF

model, it can always maintain a stable and fast convergence
speed and, finally, achieve convergence accuracy better than
other models.
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Figure 6: Comparison of MSE mean value.
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Figure 7: MSE Comparison of a single sample.

Table 3: Running times of four models.

Training time (s) Prediction time (s)
BP 639 9.45
Elman 325 4.59
GAN-RBF 142 2.01
RBF 118 2.37
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4.2.ModelAccuracyAnalysis. Firstly, the output fitting effect
of each model is discussed. Observing the position of ef-
fectiveness component predicted value relative to real value
in Figure 5, the improved GAN-RBF model is the closest
among the four models, whose prediction curve is obviously
more in line with effectiveness real value. From the per-
spective of the output fitting effect, the improved GAN-RBF
model is superior to the traditional three neural network
evaluation models. In addition, the E1 and E2 predicted
values of the four models are more aggregated and the
differences are smaller. It can be concluded that the pre-
diction effects of E1 and E2 are generally better than those of
E3, E4, and E5. As the two most basic and important
maintenance support effectiveness components, E1 (mo-
bility support effectiveness) and E2 (equipment repair ef-
fectiveness) are more complete than other effectiveness
components in data collection and processing equipment
and procedures, and the sample quality is relatively high [1].
+erefore, its prediction effect is relatively good. +is shows
the importance of sample quality for the neural network
evaluation model from another aspect.

Secondly, the MSE of each model is discussed. Figure 6
shows that MSE of Elman, BP, RBF, and improved GAN-
RBF models are, respectively, 1.585 × 10− 3, 2.645 × 10− 3,
1.211 × 10− 3, and 5.921 × 10− 4. MSE of the improved GAN-
RBF model is the smallest, and the prediction accuracy is
undoubtedly the best. +e height difference of the four bars
in Figure 6 is obvious. +e bar height of the improved GAN-
RBFmodel is approximately 1/2 of the RBFmodel, 1/3 of the
Elman model, and 1/5 of the BP model, and the prediction
accuracy is far superior to the other three evaluation models.
It can be roughly estimated from Figure 7 that the volatility
order of a single MSE is BP>Elman> improved GAN-
RBF≥RBF, and the volatility of the improved GAN-RBF
model can be called optimal together with the RBF model
after excluding some abnormal points.

It can be seen that the prediction accuracy of the im-
proved GAN-RBF model is the best whether it is evaluated
from the fitting effect of model output or the size and
fluctuation of model MSE.

4.3. Model Complexity Analysis. When the accuracy of the
improved GAN-RBFmodel is verified to be optimal, it is still
necessary to analyze its complexity. If its complexity is not
too high, and it is within the acceptance of maintenance
support effectiveness evaluators, it can be considered that the
performance of the improved model is really good. If its
complexity is too high, its performance cannot be consid-
ered as good.

Table 3 shows that the training time of the improvedGAN-
RBF model is 142 s, which is better than the BP model and
Elman model and weaker than the RBF model. Its prediction
time is 2.01 s, which is the best among the four models. After
adding GAN to RBF, the complexity of this composite model
has been improved to some extent, and training time has been
increased. However, this increase is relatively small and
completely within the acceptable range. On the other hand,
through the optimization of GAN and RBF, the prediction

efficiency of this composite model is improved, which is 0.36 s
faster than the fastest RBF model among the other three
models. Under the effect of optimal design, the complexity of
the improved GAN-RBF model has no negative effect and
even has higher efficiency in the prediction scenario.

On the whole, among four evaluation models, the im-
proved GAN-RBF model ranks first in the most important
index “accuracy”, and the model complexity is reasonable,
which achieves the ideal evaluation effect. Li et al. [24] also
used GAN to amplify the sample of the deep neural network
and applied it to evaluate weapon system effectiveness, whose
MSE is about 1.6 × 10− 3. Apart fromdifferent research objects,
the MSE of the GAN-RBF model in this paper reaches
5.921 × 10− 4, which has higher accuracy than that model from
the numerical point of view. +e above discussion illustrates
the following: (1) using amplified samples generated by GAN
to train the RBF network can alleviate the problem of poor
generalization ability caused by small training samples and
effectively improve the training effect. It is a feasible way to
combine GAN with a general neural network to solve the
problem of small sample size in effectiveness evaluation or
other research. (2) +e optimization of two key points, the
determination of GAN loss function and the initialization of
RBF parameters, is also very effective. +e category constraint
based on the category probability vector reordering function is
introduced to avoid the simplification of sample category and
enhance sample quality. +e parameter initialization method
based on parameter components equidistant variation is
simple to calculate, enhances the response of correct feature
information, and reduces the risk of training overfitting.

5. Conclusion

Small sample evaluation of equipment maintenance support
is a difficult problem in the equipment support field. +e
neural network evaluation model based on amplified sam-
ples proposed in this paper exploratively combines the
optimized GAN and RBF, respectively, to evaluate main-
tenance support effectiveness.+e experimental results show
that, compared with the traditional neural network evalu-
ation method, the improved GAN-RBF evaluation model
has higher evaluation accuracy and can evaluate effective-
ness value more accurately. +is method not only solves the
problem of insufficient maintenance support training
samples but also provides a good reference for evaluation
research in other fields. However, there are still some de-
ficiencies in this paper. For example, in the maintenance
support data, text data occupies a certain proportion. +e
quality of maintenance support data is not high because
GAN cannot directly backpropagate the discrete sequence
samples, which affects the training effect of the RBF network.
+erefore, how to improve generating quality of mainte-
nance support text data will be the focus of the next step.

Data Availability

+e datasets used and/or analyzed during the current study
are available from the corresponding author on reasonable
request.

10 Complexity



Conflicts of Interest

+e authors declare no potential conflicts of interest with
respect to the research, authorship, and/or publication of
this article.

Acknowledgments

+e authors thank Professor Xingxin Li for his help in
collecting experimental data. +is work was supported in
part by the National Defense Pre-Research Fund
(9140A27010215JB34422).

References

[1] X. Du, M. Zhou, and Y. Lv, “Effectiveness evaluation of
equipment support system based on optimized RBF neural
network,” Computer Engineering, pp. 1–8, 2020.

[2] L. Wang, D. Zhou, and Z. Yang, “Effectiveness evaluation of
joint operations based on adaptive wavelet neural network,”
Firepower and Command Control, vol. 45, no. 12, pp. 73–79,
2020.

[3] M. Zhu, Q. Lu, and Y. Ding, “Effectiveness evaluation of
underwater cluster operation based on GA Elman neural
network,” Firepower and Command Control, vol. 45, no. 7,
pp. 115–119, 2020.

[4] J. Liu, J. Liu, and L. Xiao, “A system effectiveness evaluation
method based on Grey RBF neural network,” Application of
Electronic Technology, vol. 46, no. 12, pp. 107–110, 2020.

[5] R. Qiao and F. Zhou, “Operational effectiveness evaluation of
surface to air missile weapon system based on PCA-BP neural
network,” Military Operations and Systems Engineering,
vol. 34, no. 04, pp. 38–43+67, 2020.

[6] L. Wang, K. Wang, S. Liu, Y. Liu, and J. Yuan, “Research on
evaluation model of wartime maintenance support capability
of vehicle equipment,” Journal of Military Transportation
Academy, vol. 21, no. 5, pp. 37–41, 2019.

[7] M. Chen, Y. Zhang, S. Ma, and Y. Chen, “Research on airport
support capability assessment method based on operation
data,” in proceedings of the 2019 International Conference on
Aviation Safety and Information Technology, Kunming, China,
October 2019.

[8] I. J. Goodfellow, J. Pouget-Abadie, M.Mirza et al., “Generative
adversarial networks,” 2014, https://arxiv.org/abs/1406.2661.

[9] J. Gui, Z. Sun, Y. Wen, D. Tao, and J. Ye, “A review on
generative adversarial networks: algorithms, theory, and ap-
plications,” 2020, https://arxiv.org/abs/2001.06937.

[10] H. Yin, Y. Wei, H. Liu, S. Liu, C. Liu, and Y. Gao, “Deep
convolutional generative adversarial network and convolu-
tional neural network for smoke detection,” Complexity,
vol. 2020, Article ID 6843869, 12 pages, 2020.

[11] D. Yao, Q. Sun, J. Yang, H. Liu, and J. Zhang, “Railway
fastener fault diagnosis based on generative adversarial net-
work and residual network model,” Shock and Vibration,
vol. 2020, Article ID 8823050, 15 pages, 2020.

[12] J. Luo and J. Wang, “Image demosaicing based on generative
adversarial network,” Mathematical Problems in Engineering,
vol. 2020, Article ID 7367608, 13 pages, 2020.

[13] T. Tsukahara, T. Hirakawa, T. Yamashita, and H. Fujiyoshi,
“Collaborative learning of generative adversarial networks,”
in Proceedings of the 16th International Conference on
Computer Vision Beory and Applications, Online, October
2021.

[14] A. Gholamzadeh Chitgar and J. Berenjian, “Performance
evaluation of RBF networks with various variables to forecast
the properties of SCCs,” Civil Engineering Infrastructures
Journal, 2020.

[15] J.-Y. Zhu, T. Park, P. Isola, and A. A. Efros, “Unpaired image-
to-image translation using cycle-consistent adversarial net-
works,” in Proceedings of the IEEE International Conference on
Computer Vision, pp. 2223–2232, Venice, Italy, October 2017.

[16] S. Xie, G. Ren, and J. Zhu, “Application of a new one-di-
mensional deep convolutional neural network for intelligent
fault diagnosis of rolling bearings,” Science Progress, vol. 103,
no. 3, 2020.

[17] A. R. Sittikova, A. M. Gusenkov, D. N. Galanin, and
N. R. Bukharaev, “Using generative adversarial networks for
relevance evaluation of search engine results,” in Proceedings
of the 2020 IEEE East-West Design &amp; Test Symposium
(EWDTS), Varna, Bulgaria, September 2020.

[18] H. Jo, J. E. Santos, and M. J. Pyrcz, “Conditioning well data to
rule-based lobe model by machine learning with a generative
adversarial network,” Energy Exploration & Exploitation,
vol. 38, no. 6, pp. 2558–2578, 2020.

[19] G. Hu, J. Huang, Q. Wang, J. Li, Z. Xu, and X. Huang,
“Unsupervised fabric defect detection based on a deep con-
volutional generative adversarial network,” Textile Research
Journal, vol. 90, no. 3–4, pp. 247–270, 2020.

[20] Q. Gao and Z. Jiang, “Amplification of small sample library
based on GAN equivalent model,” Electrical Measurement
and Instrument, vol. 56, no. 6, pp. 76–81, 2019.

[21] L. Cai and Q. Sun, “Multiautonomous underwater vehicle
consistent collaborative hunting method based on generative
adversarial network,” International Journal of Advanced Ro-
botic Systems, vol. 17, no. 3, Article ID 1729881420925233,
2020.

[22] N. Li, Y. Li, and G. Gong, “Intelligent evaluation and opti-
mization of system of systems combat effectiveness based on
deep learning,” Journal of System Simulation, vol. 32, no. 8,
pp. 1425–1435, 2020.

[23] J. Yin, J. Gu, Y. Chen, W. Tang, and F. Zhang, “Method for
determining load magnitude and location from the plastic
deformation of fixed beams using a neural network,” Science
Progress, vol. 104, no. 1, Article ID 00368504211003385, 2021.

[24] J. Li, H. Liu, and D. Hu, “Effectiveness evaluation of weapon
system based on generative countermeasure network and
deep neural network,” Computer Applications and Software,
vol. 37, no. 02, pp. 253–258, 2020.

[25] Y. He, F. Hu, L. Lv, C. Zhou, X. Xiao, and L. Wang, “Research
on effectiveness evaluation of equipment maintenance sup-
port based on simulation,” in Proceedings of the 2019 Inter-
national Conference on Intelligent Computing, Automation
and Systems (ICICAS), pp. 339–343, IEEE, Chongqing, China,
December 2019.

[26] J. Gu, G. Ding, and C. Liu, “Research on effectiveness eval-
uation method of electronic countermeasures based on ge-
netic algorithm and neural network,” Communication
Countermeasure, vol. 36, no. 2, pp. 45–49, 2017.

[27] M. Morzy, T. Kajdanowicz, and P. Kazienko, “On measuring
the complexity of networks: kolmogorov complexity versus
entropy,” Complexity, vol. 2017, Article ID 3250301, 12 pages,
2017.

[28] M. Hu, G. Li, B. Lei, G. Li, X. Jia, and Y. Bao, “Research on
evaluation of equipment maintenance support capability of
shortwave fixed communication stations,” Journal of Ord-
nance Equipment Engineering, vol. 37, no. 8, pp. 47–51, 2016.

Complexity 11



Research Article
Development of ANPR Framework for Pakistani Vehicle Number
Plates Using Object Detection and OCR

Salma, Maham Saeed, Rauf ur Rahim, Muhammad Gufran Khan , Adil Zulfiqar,
and Muhammad Tahir Bhatti

Department of Electrical Engineering, National University of Computer and Emerging Science,
Islamabad (Chiniot-Faisalabad Campus), Islamabad, Pakistan

Correspondence should be addressed to Muhammad Gufran Khan; m.gufran@nu.edu.pk

Received 12 February 2021; Accepted 27 September 2021; Published 19 October 2021

Academic Editor: Atila Bueno

Copyright © 2021 Salma et al. )is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

)e metropolis of the future demands an efficient Automatic Number Plate Recognition (ANPR) system. Since every region has a
distinct number plate format and style, an unconstrained ANPR system is still not available. )ere is not much work done on
Pakistani number plates because of the unavailability of the data and heterogeneous plate formations. Addressing this issue, we
have collected a Pakistani vehicle dataset having various plate configurations and developed a novel ANPR framework using the
dataset. )e proposed framework localizes the number plate region using the YOLO (You Only Look Once) object detection
model, applies robust preprocessing techniques on the extracted plate region, and finally recognizes the plate label using OCR
(optical character recognition) Tesseract. )e obtained mAP score of the YOLOv3 is 94.3% and the YOLOv4 model is 99.5% on
the 0.50 threshold, whereas the average accuracy score of our framework is found to be 73%. For comparison and validation, we
implemented a LeNet Convolutional Neural Network (CNN) architecture which uses the segmented image as an input. )e
comparative analysis shows that the proposed ANPR framework comprising the YOLOv4 and OCR Tesseract has good accuracy
and inference time for a wide variation of illumination and style of Pakistani number plates and can be used to develop a real-time
system.)e proposed ANPR framework will be helpful for researchers developing ANPR for countries having similar challenging
vehicle number plate formats and styles.

1. Introduction

Vehicle ownership is increasing proportionally with the eco-
nomic growth that makes the management and governance of
the transportation system complicated. Violation of traffic
rules, overspeeding, and car theft are common practices. )e
detection and retrieval of number plates from fast-moving
vehicles make it hard to catch and penalize the culprit. )e
traffic congestion and unavailability of parking slots lead to the
problem of time, fuel consumption, and air pollution. Till
today, the vehicle number plate is often noted manually, and
human errors in record keeping are unavoidable. Indeed, there
is a need to have an automatic and efficient device for detecting,
collecting, and managing car information.

In the era of the fourth industrial revolution, an Intel-
ligent Transport System (ITS) is a necessity in which the

ability to share information without any human intervention
is possible by the use of Artificial Intelligence (AI) and the
Internet of )ings (IoT). )e most important subsystem of
an ITS is Automatic Number Plate Recognition (ANPR).
)e ANPR system reads the image, preprocesses it, and
recognizes the vehicle number plate characters independent
of human involvement. It helps to identify potential risks,
prevent crime, improve reliability, develop barrier-free in-
frastructure, and provide location information. )e Global
Automatic Number Plate Recognition System Market is
forecasted to increase with a ratio of 9.63% from 2017 to
2025 [1].

)e studies show that existing ANPR methods are not
viable, and it is hard to find a single efficient approach for
different regions due to the unique format and style of each
region. Several parameters, namely, vehicle pace,
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illumination, image dimension, and resolution affect the rate
and accuracy of recognition. Considering the case of Pak-
istani vehicle number plates, another challenge is that no
standard formulation of plates is followed in Pakistan.
Unlike other region’s plates, plates in Pakistan are both
double and single rows and have no fixed number of
characters. Moreover, there is no standard Pakistani vehicle
number plate dataset available. To address these issues, we
collected our dataset having heterogeneous plate formations,
i.e., double or single row, varying font styles, namely,
Charles’s wright, Barcelona, indigo, nonconforming back-
ground having stickers, and orientation, which is followed in
various areas of Pakistan. We reviewed the existing methods
applied in different parts of the world and implemented few
methods on Pakistani number plates. Our analysis showed
that the factors affecting the ANPR performance are ghastly
plates, low illumination, plate orientation, diverse fonts and
languages, and imperfect hardware vision. We developed a
novel ANPR framework that works efficiently for various
plate configurations and addresses the challenges to a large
extent. It has been examined on several images with low
resolution (416× 416). )e performance of our proposed
OCR method is discussed and further compared with
existing methods to help develop an efficient ANPR for
Pakistani number plates.

)e remaining paper is structured as follows. A detailed
review of previously applied techniques is presented in
Section 2, whereas in Section 3 the proposed Framework of
ANPR is discussed. In Section 4, the proposed methodology
using OCR Tesseract for recognition is implemented. In
Section 5, results and a comparative study of the proposed
methods in tabular form are discussed. Finally, Section 6
concludes the paper and presents the future work.

2. Review of Previous Work

Recently, Automatic Number Plate Recognition (ANPR) has
turned out a primary mechanism for security and traffic
administrations that spans from congestion supervision to
vehicle parking leading to data maintenance for surveillance
causes. ANPR offers a simple description of vehicles and a
guide for more vehicle tracking and behavior analysis. )e
big range of number plates, different in color, form, size, and
pattern, is one of the main LPR challenges. Such challenges
include adverse weather, bad lighting, and a limited camera
resolution, as they affect image clarity in real time as a
camera captures the plate. In the field of ANPR, a detailed
review/comparison of formerly existing systems, their per-
formance, their inferiorities, and their limitations are dis-
cussed in the following.

In 1998, PC-based number plate recognition systems
were common. C. Coetzee proposed the system [2] that uses
the Niblack thresholding algorithm over digital gray level car
images that transcend all binarization methods used in
comparable systems. )e position and size of the number
plates are detected by an efficient rule-based algorithm. )e
segmentation of character is done with blob-coloring and is
transferred to the neural network optical character recog-
nition (OCR) method as a 15/spl times/15-pixel bitmap. )e

proposed feature reduction method lessens the input fea-
tures from 255 to 50. Six characters are recognized using six
small networks running in parallel. )e system is performed
with an accuracy of 86.1 percent for single- and double-line
plates under variable brightness and annotations.

As time passed, many improved ANPR systems were
developed to identify the vehicle number plates, but rec-
ognition remained a challenge due to the diverse formation
of plates in different regions. )e work [3] focuses on Nepali
vehicle number plates for noting the performance of au-
tomobiles license plate identification system based on
template matching. )e digital camera captures the images
that are processed to obtain the vehicle plate information.
Different algorithms are applicable for plate detection, in-
cluding morphological operations, edge detection,
smoothing, and filtering. Characters are segregated for
identification by using a template matching standardized
interrelation and phases correlation, and the result is dif-
ferentiated into 70× 70 blocks and correspondence with the
repository templet. For consistency, the characters are
separated. Ninety patterns under serval conditions are
assessed using the following approach. After application on
serval images, the study exhibits cross-correlation with
greater precision than phase correlation. )e exactness of
normalized cross-correlation and phase correlation was
67.98% and 63.46%, respectively.

Real-time identification of number plates using Rasp-
berry Pi is also considered as detection and classification of
characters that are additionally utilized in surveillance,
congestion, and access control applications. )e common
ALPR systems that come under image processing uses
MATLAB as an exclusive tool. As vehicle recognition sys-
tems have complex features, a substitute and more sys-
tematic method for automated number plate identification is
Open Computer Vision (OpenCV). OpenCV is used by the
OCR method in [4]. )e significant deviation between the
MATLAB and OpenCV is a mode of the procedure: online
and offline. For online processes, MATLAB cannot be done,
while OpenCV is ideal for real time. Another quicker way of
using Machine Language python and the Open Vision Li-
brary is provided in the paper.

All formerly means of ALPR systems work under
constraints like frontal view, standard font, and good il-
lumination, but the introduced novel Convolutional
Neural Network (CNN) is efficient for skewed and dis-
oriented depictions in [5]. YOLOv2 is used as a black box
for car detection with a precision of 76.8 percent. )e
suggested Warped Planner Object Detection Network
(WPOD-NET) explores the number plate (NP), resized to
keep the NP identifiable, and creates rectangular bounding
boxes. )e CNN architecture comprises 21 convolution
layers with 14 inside residual blocks, 3 × 3 ReLU activation,
and 4 max-pooling layers sized 2× 2. Annotated NPs are
accomplished by 100k iterations and batch-size 32, where
the learning rate is set to 0.001 for training. OCR is utilized
for character segmentation and recognition giving an ac-
curacy of up to 75 percent. )e unhackneyed methodology
is best for oblique images but more affine transformations
are yet to explore.
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In [6], Aishwarya considered vehicle images with low
resolution for automated detection and recognition of NP
using a support vector machine (SVM). )e model was
evaluated for 150 car number plates under particular cir-
cumstances. )e images are manipulated into grayscale,
binarized, and filtered to remove noise. )e masking
technique assists in extracting the required input image.
Lastly, recognition is done by distinguishing definite
numbers and characters. )e system is deployed and syn-
thesized in MATLAB 2010a.)e accuracy of identification is
92.0%. )e false results arise because of overlapped, blurred,
and slang vehicle or variable style and font plates.

)e system in [7] initially captures the license plate’s
image, pretreat, and scan every single character available on
the number plate separately for their absolute identification.
)e OCR usage is the most significant phase; here, the
letterings on the plate’s portrayal are converted to the textual
format which is lately decoded. )e specified paper en-
capsulates an overall computation and organized stream for
ANPR and its effective applications. )e following method
established an exactness of 75 to 85 percent for Indian
Number Plate after the concept of template matching for
ANPR systems.

Researchers proposed four algorithms for the OCR
phase of real-time high definition (HD) ALPRmodels, in [8].
HD images are preferred for the proposed complex over
standard definition (SD) as the precision of recognition
improves. HD images take more computing time which is
countered by executing the system on heterogeneous Sys-
tems on Chip (SoC) and Field Programmable Gate Array
(FPGA). )e input HD image undergoes resizing and
morphological operations. With several promising solu-
tions, Automatic Number Plate Recognition (ANPR) is a
reasonably well-explored problem. However, owing to the
differences in the characteristics of number plates around
the world, these solutions are usually tuned to a specific area.
Such characteristics are based on algorithms written for
number plate identification, but it will be impossible to
realize a universal solution since the image processing
methods used to develop these algorithms cannot them-
selves boast a hundred percent accuracy. An algorithm
proposed by Andrew et al. [9] that is optimized to work with
Ghanaian vehicle number plates is the subject of this article.
)e algorithm, written with the OpenCV library in C++,
uses edge detection and feature detection techniques for
locating the plate combined with mathematical morphology.
For recognition, they used OCR Tesseract.

Fakhar et al. proposed an affordable mobile ANPR
system using Raspberry Pi [10]. )e model utilizes a real-
time image taken from the camera. )e captured image is
desaturated, filtered, and segmented, and the plate’s char-
acters are recognized. All computation complexity is han-
dled on the Raspberry Pi, and a noticeable 3-second delay is
observed before achieving the final output on the LCD. )e
resultant label is also stored in the database.

In [11], a plate recognition framework employing deep
learning is designed. )e image dataset consists of 6500
Indian car number plates that are split into 90 and 10 percent
for training and testing, respectively. )e images have

diverse qualities because these are captured from 3 cameras
having different specifications, like bit rate and focal length.
For character recognition 37-class CNN model is trained.
)e model comprises 126 filters. YOLO v3 is utilized for the
detection and identification of car plates. An accuracy of
100% and 91% is achieved for plate detection and number
plate recognition accordingly.

Moreover, in [12], an embedded system based on KNN
Machine Learning for number plates following Polri regu-
lations is developed. )e attained model exactness using
KNN for character recognition is 84%. )e images are taken
by webcam with a resolution of 640× 480 pixels. )ey
undergo cropping, gray scaling, inversion, thresholding,
edge detection, and morphological operations before con-
touring in segmentation. Character improvement increased
the accuracy of the recognized number plate model to 98%.

Ariff et al. in [13] explore variant segmentation tech-
niques for processing a noisy number plate image. Hundred
Malaysian car plates of 1932× 2576 pixels are passed to
threshold techniques, namely, Savoula and Niblack method
for removal of undesired pixels. In this, Savoula segmen-
tation gives an average accuracy of 83.17% which com-
promises the accuracy of recognition. )e classification of
characters is done by the template matching technique.

In [14], a speedy and more accurate vehicle nameplate
recognition system is proposed based on optical character
recognition (OCR) engine “Tesseract”. Raw images go
undersampling and quantization. )en, region of interest
(ROI) is obtained by a binary mask. )e input plate image
goes through grayscale, global image thresholding by the
Otsu method, and noise removal. )e processed image is
passed to OCR where character segmentation takes place.
)e segmented decision is a string that is stored in a text file.
)e overall precision of the model lies between 90 and 100%.

In [15], using the ANPR idea for smart check-in and
check-out is narrated to minimize waiting time and keep
records of vehicle entries. Images are captured from CCTV
cameras, so ANPR instantly identifies the plate number via
image processing and stores vehicle registration and security
information in a database to access it electronically through
a web application. )e protection and approved staff may
monitor the progress of vehicles with the details of their
owners through this device. )e proposed solution would
minimize check-in time while bringing additional advan-
tages in terms of parking and traffic surveillance.

A state of art image processing technique for dealing
with noisy and substandard Indian number plates, in [16], as
previously presented models, performs well under con-
trolled conditions such as clear text, fine illustration, and
perfect angles. )e shoddy images undergo morphological
operations and Gaussian rectification as preprocessing. Plate
detection is done by applying contours formulated on
character cartography and proportionality. )en, the
extracted region of interest is filtered and deskewed to pass
to the KNNmodel for character identification.)e following
work gives an accuracy of 96.22%.

Virakwan and Nui Din in [17] suggested Automatic
Vehicle Number Plate Recognition System in POLIMAS to
verify that only permitted automobiles set foot on the
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campus. A webcam is installed considering four orienta-
tions: front side, rear side, front top, and rear top. )e seized
image is converted to grayscale; then histogram equalization
technique helps to adjust the intensity and contrast. Two
combinations which are Canny and Laplacian edge detector
and Sobel edge and Laplacian edge detectors are introduced.
)e best one will be contemplated in the process. Succeeding
plate discrimination, the bounding box method is used for
identifying and cropping characters. Each character is
compared in OCR using eigenvector and correlation. )e
outcomes are accumulated in string configuration and
differentiated with the reserved entries in the database.
Barrier unbolts if the plate matches the database; else, en-
trance is opposed.

A 2020 study published by Shivani et al. [18] reviews
ANPR systems for vehicular applications deployed to track
the traffic jam, intelligent parking complex, toll fee collection
and protection of the drivers, etc. Numerous propositions
are used to build mechanized vehicle plates, namely, Cloud-
Computing based, Artificial Neural Network (NN) based,
morphological based, composite based, template matching
based, etc. A study shows 97.7% of precision where OCR,
NN, Support Vector Machine (SVM), and Hierarchical
Temporal Memory (HTM) are applied. Another research
indicates that the histogram approach with Machine
Learning (ML) fails to detect vehicle number plates under
diverse illumination. Further, genetic NN and forward
backpropagation NN are capable of variable segmentation
and recognition. OCR has the lion’s share when evaluating
techniques for ANPR, but more coherent systems are still to
be presented.

Agrawals in [19] portrayed a Cognition Number Plate
Recognition System centered on Machine Learning (ML)
and Data Visualization techniques. Loaded images passed
through the minimum filter and changed to grayscale for
getting a subimage of the localized number plate. Further
characters are circumscribed and parsed for character
identification using ML methods. 20 images for a total of 36
characters are converted to a one-dimensional array. )ese
arrays are considered a feature for model training. )e
trained model recognizes segmented characters and passes
across template matching. )e outcome is exhibited to the
user and saved in the database. K means clustering on a
dataset is performed for number plates considering car
brands, namely Nissan, Ford, Honda, etc. )e plate locali-
zation accuracy is 97.2% while it is 73.4% for character
identification. )e average precision of the proposed model
that efficiently tackles adverse conditions is 88.38%.

Although there are a lot of vehicle recognition systems in
Europe, the USA, China, Korea, India, Singapore, and
several other well-developed countries, hence there is no
such ANPR system for Pakistani number plates. Never-
theless, little work is available for Pakistani number plates
recognition, due to the variety of nonstandard number
plates. An attempt to develop a usable and efficient ANPR
system for the multiscript Pakistani number plate is done in
[20]. )e method used distinct feature matching acceptable
for Pakistani plate conditions. )e introduced method was
tested on 50 images and had a margin of improvement for

further implementation in a real-time environment. A ra-
tional methodology especially for Pakistani number plates
recognition is designed in [21]. A dataset consists of 900
images collected from six different regions of Pakistan. 80%
standard and 20% nonstandard number plates following
some constraints of distance, brightness, and pixels. )e
captured image is transfigured to grayscale, and for noise
removal, it is passed to the Gaussian filter. As to approach
plate localization Canny edge detector and contouring are
carried out. Subsequently, every distinct character is frag-
mented into distinct images. )e KNN technique is utilized
for the recognition of characters.)e average performance is
93 percent.

Table 1 depicts the summary of the comparative study of
the previously presentedmethods for ANPR. After analyzing
the performance metrics of the proposed methods, we
inferred that their localization techniques for number plates
would not generate the best results. )e performance rate
column defines the existing method’s performance rates in
terms of accuracy and mean average precision score. After
this, the discussion and remarks column shows some major
points which are discussed in previously proposed papers
and are affecting their performance rate.

3. Proposed ANPR Framework

After reviewing the previous papers, we observed that ev-
eryone followed the typical ANPR framework [22–24] in
which they usually used character segmentation or template
matching having average results.

In the United Kingdom, one of the cop stations invented
the primary Automatic Vehicle plate recognition system
[25]. Moreover, many hardware and software-related
ANPRs have been developed using evolving technology to
improve accuracy. But unfortunately, corresponding to
traffic concerns, adequate precision is not attained [4].
Vehicle plate localization and identification become a daring
assignment [26]. An ANPR [27] is a framework that scans
the alphabets and digits on the vehicle number plate.

We proposed a novel ANPR framework in Figure 1 that
gives better results in less computation time. )e five phases
that comprise our ANPR framework are as follows: number
plate image capture, plate extraction, image preprocessing,
character recognition, and number plate label management.

3.1. ImageAcquisition. Image acquisition is the fundamental
stage of any vision system. )e following stage, known as
image acquisition, is to transform an optical image (real-
world features) into a numerical data array for future ma-
nipulation. Pakistani vehicles images are considered for
further preprocessing. We used low-resolution images of
Pakistani number plates having various formats in terms of
illumination, orientation, brightness, etc.

3.2. Number Plate Localization. )e number plate can be
detected anywhere in the vehicle. )e image is devised for
robust plate detection. ANPR performed under constraints
as brightness, angle of the plate, and resolution can use basic
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image processing techniques discussed in [23, 28–30].
Contouring is a method used for shape scanning and
entity localization and identification but it would not give
us accurate results in all situations; for example, the image
is tilted. For the identification of number plates, a deep
neural network-based YOLO (You Only Look Once)
model is recommended. To analyze the performance of
the YOLO family on proposed ANPR methods, we have

trained YOLOv3 and YOLOv4 to localize the number
plate region.

3.3. Image Preprocessing. Image preprocessing [31] is
substituted for functionalities performed on nonfigurative
images. )e objective is the augmentation of image infor-
mation that subdues the undesirable deformation or

Table 1: Summary of the comparative study of the existing methods.

Ref
no. Plate’s type Proposed method Performance rate/accuracy Discussion/remarks

[2] Real-time
images

Niblack threshold, blob-coloring, neural
network -based OCR 86.1% for recognition

Addressing low-resolution images
with an average computation time

is 1.5 seconds

[3] Nepali number
plates

Grayscale, morphological operation, median
filter, phase correlation, cross-correlation in

template matching

67.98% for cross-
correlation, 63.46% for

phase correlation

Due to template matching the
average accuracy is low

[4] Indian number
plates

Basic preprocessing, PCA for feature
extraction, CNN classifier for recognition

Successful execution is done
by using Raspberry Pi

Suitable resources are discussed in
it

[5] Real-time
images

YOLOv2, Warped Planner Object Detection
Network (WPOD-NET) for detection, OCR

for recognition

For detection is 76.8% and
for recognition is 75%

Focus on unconstrained images
having single-row number plates

[6] Real-time
images

Grayscale, binarization, masking for plate
detection, distinguishing definite characters
by SVM (deployed using MATLAB 2010a)

92% accuracy for
recognition

Cannot recognize motion blurred,
overlapped, skewed, and plate with

a different language

[7] Indian number
plates

Grayscale, binarization, contrast extension,
median filter, MATLAB region props function
for segmentation, zonal function for feature
extraction, template matching for recognition

)e recognition rate lies
between 75% and 85%

Addressing low resolution, unskew
and clear images

[8] Qatar number
plates

Rescaling, morphological operation,
connected component analysis (CCA), vector

crossing, zoning, template matching

Recognition rate is 99.5%
with 0.63ms computation

time

High-resolution and single-row
images are addressed

[9] Ghanaian
number plates

Grayscale, Gaussian kernel, Sobel edge
detector, CCA on a binarized image, Tesseract

OCR for character recognition

Recognition rate is 60% with
0.2 s computation time

Up to a distance of 5meters, the
detection algorithm performs fairly

efficiently

[10] Real-time
images

Desaturation, segmentation, plate recognition
using Raspberry Pi

Recognition rate is 85% with
a 3-second delay

)e systemmanages to deliver good
results when the subject is within

2meters from the camera

[11] Indian number
plates YOLOv3 for detecting and recognition 100% for detection, 91% for

recognition
High-resolution and single-row

number plates are focused

[12] Indonesian
number plates

)resholding, morphological operations,
KNN for recognition

98% accuracy for
recognition

Damage and cut-off characters are
unidentifiable

[13] Malaysian
number plates

Sauvola threshold, template matching for
character identification

83.17% average accuracy for
recognition

High-resolution images capture
from the distance of 1.5meters to

2meters

[14] European
number plates

Undersampling, quantization, binary
masking, Tesseract OCR for character

segmentation and recognition

90–100% average precision
for recognition

High-resolution single-row
number plates are focused

[15] Real-time
images

Binarization, minimum filter to enhance dark
values, Roberts edge detection, bounding

boxes, template matching

No accuracy information
because they preferred plate

label management

Suitable resources are discussed in
it

[16] Indian number
plates

Morphological operations, Gaussian filter,
deskewing, KNN 96.22% for recognition Focused on the single-row number

plate

[17] Indonesian
number plates

Histogram equalization, canny and Laplacian
or Sobel and Laplacian edge detection,
bounding box, cropping, OCR using

eigenvector

No accuracy information
because they preferred
hardware configuration

Suitable resources are discussed in
it

[20] Pakistani
number plates

Histogram equalization, distinct feature
matching

93% accuracy for
recognition

Medium resolution with the single-
row number plate

[21] Pakistani
number plates

Grayscale, Gaussian filter, canny edge
detector, KNN

93% accuracy for
recognition Mainly focus on a car number plate
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amplifies features for further process. )e methods involved
in the paper for image preprocessing comprise gray scaling,
binarization, thresholding, and histogram equalization, etc.
During this stage, such images are obtained which are passed
to algorithms for further training and predictions.

3.4. Character Recognition and Identification. In the recog-
nition stage, the characters from the image are recognized by
using different approaches. A commonly used technique
behind character recognition is the Artificial Neural Net-
work (ANN). ANN is considered a script since the neural
network comprises interconnecting artificial neurons and a
mathematical definition by using feedforward back-
propagation (BP). In [25], BP is proposed as a neural net-
work-based method.)emost important neural network for
character recognition is the Convolutional Neural Network
(CNN) which is used in Section 4 as an implemented
method of the previous ANPR system. Our proposed ANPR
method for recognition involves OCR Tesseract, which is the
time-efficient method.

3.5. Number Plate Label Management. At this stage, the
number plate’s labels are stored in a file to keep a record. We
have reconstructed the recognized characters into plate label
strings and stored them in the excel file which is further
utilized for scoring.

4. Implementation of ANPR Methods

According to the above-proposed ANPR framework, we
implemented two pipelines having different recognition
techniques; the first one includes the deep learning method
(CNN) and the second one is OCR Tesseract. )ese methods
being used are applied in different phases from image
number plate localization to recognition of plate’s
characters.

4.1. Dataset Acquisition. Due to commercialization and
privacy concerns, there was no publicly available dataset of
Pakistani number plates. We, hence, prepared our real-time
dataset by capturing 1000 images of vehicles having various
formats of number plates in terms of size, fonts, plate color,
and orientation practiced in different regions of Pakistan; see
Figure 2 which depicts some examples of our vehicle dataset.

From two different cameras, i.e., 900 images were captured
by the Samsung J series cell phone, and 100 images were
captured by Oppo mobile phone. All images were taken
from different angles considering environmental conditions
like illumination, dust, and fog, etc. )e vehicle number
plates are comprised of a subset of 36 characters set in which
26 characters are alphabets and 10 are numbers. We resized
all high-resolution images into low-resolution fixed-size
(416× 416) images using an online web service given by
Roboflow [32]. )is helps to make the dataset realistic as the
images received from CCTV cameras mostly have low
resolution. Further, reduced frame size decreases inference
time as the YOLO network runs faster on small-size images.
For training the Darknet object detection model, without
using any augmentation technique, we split our dataset into
900 training images or 100 validation images. Further, the
performance of the model has been examined on 200 images
out of these resized 1000 images.

4.2. Number Plate Localization on Pakistani Vehicle Dataset
Using Object Detection. )e inspiration to prefer YOLO
(You Only Look Once) [33] model can be found from the
literature review where the number plate localization using
YOLO models exhibits greater precision. YOLO is a quick
and efficient real-time open-source system trained to object
detection. To localize the object, the basic working of the
YOLO model is applied to an image at multiple scale and
location, puts some scores on multiple regions, and then
selects only prioritized high scoring of the region as a de-
tection region. We have used two versions of the YOLO
family; the first is YOLOv3 and the second is YOLOv4.

Table 2 depicts the parameters which we have set for
training the YOLOv3 and YOLOv4 models on images. )e
learning rate for both models is 0.001. All parameters are the
same as for the YOLO family except the maximum batches
because it depends on the number of classes.

Figures 3 and 4 depict the average loss and mAP score of
YOLOv3 and YOLOv4. )e dotted line shows the average
loss rate throughout all iterations and batches. While
training, the graph shows the average loss under 2.0 which
makes the model efficient. )e solid line shows the mean
average precision score. We achieved 94.3% mAP using
YOLOv3 and 99.5% mAP using YOLOv4 on the 0.5
thresholds.)e best mAP score is achieved by YOLO v4.)e
results of localization using both versions are discussed in
Section 5.

4.3. ANPRMethod Using CNN. )e CNN is a deep learning
algorithm which is a special kind of multilayer perceptron
using Gradient Descent Backpropagation learning algo-
rithm. It is proved to be the best neural network in rec-
ognition and prediction. To compare the performance
criteria of previous methods, we have also trained a CNN-
based model by using TensorFlow and Keras. TensorFlow
and Keras are python libraries that are mostly used to train
models based on large datasets. )e dataset which we are
using for training purposes is collected from 36 classes of
characters in which 864 are training images and 216 are

Image 
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Number 
Plate 

Localization

Image 
Preprocessing

Character 
Recognition 

and 
Identification

Number 
Plate Label 

Management

Figure 1: Proposed ANPR framework.

6 Complexity



validation images. We gathered a collection of images of
characters and then performed rotational and brightness
techniques. )e dataset which we are using for testing
purposes is collected after training the YOLO Number Plate
Detection model in which all image resolution is 416× 416.
We trained 6 layers’ sequential CNN model. )e modified
LeNet architecture of our CNN model is discussed as fol-
lows. )e model comprises a convolution layer with 32
filters, kernel size (5, 5), and ReLU (Rectified Linear Unit)
activation function with an additional max pooling layer
with pool size (2, 2). To avoid overfitting, a drop-out of 0.4 is
utilized which drops 40% of neurons, while to flatten the
node, the information flatten layer is added. )en, a dense
layer with 128 outputs and ReLU activation function is
added. And the last layer comprises a dense layer with 36
outputs and Softmax (probabilistic final decision) activation
function.)e 36 neurons are for the total number of outputs
as 26 alphabets and 10 numbers. )e learning rate we used
for training is 0.001 with 50 epochs, categorical_crossen-
tropy loss function, and Adam optimization function. )e
CNN model is making predictions with 97.89% accuracy,
but after reconstructing the number plate label, the accuracy
decreases.

Figure 5 illustrates the overall pipeline of the CNN
model, while Figure 6 portrays the resultants of the CNN
method series. First, the segmentation of the cropped
number plate is done using the CNN model. )e CNN
generates a string of recognized characters which are or-
dered before saving into records. )e reason behind not
considering the CNN for further processing is mainly related
to time resources.

4.4. Proposed ANPR Method Using OCR. Character recog-
nition from the processed ROIs is done using Tesseract.
Tesseract is an open-source API used by the optical character
recognition engine with the ability to identify and recognize
more than 100 languages. We used pytesseract (Python-
Tesseract) as an open-source module for python which
recognizes the read the text. It is a wrapper of Google
Tesseract OCR Engine which can read all image types and
returned the recognized text instead of writing it to a file.
Pytesseract is easily used as we simply install the Tesseract
OCR engine into our system and then install this library and
used it.)is library used page segmentation and OCR engine
mode. To run OCR on a small region of an image with a
different orientation, the page segmentation mode is used. It
has 13 engines. )e OCR engine mode has a 2 OCR engine
which is used for LSTM and legacy engines.

As we know, the OCR gives precise results when a
standard image (Perfect Resolution and White background
with black characters) is passed. We have taken pre-
processing steps for this as it offers an outstanding input
option for the OCR stage. Figure 7 portrays the proposed
OCR Tesseract-based ANPR pipeline in which the following
steps applied on each frame are described in detail. To start
with, we have done gray scaling of the extracted image for a
better result. It removes all color information leaving the
brightness of each pixel. Bilateral filtering is selected which is
a denoising technique for smoothing the image.)is reduces
the redundancy while preserving edges through a nonlinear
grouping of adjacent pixel values. )e intensities are ad-
justed to improve the global contrast of the image using
histogram equalization. It also enhances the edges of each
object region of an image. )e conditions of lighting differ

Figure 2: Pakistani vehicle dataset.

Table 2: YOLO parameters used for model training.
Parameter Value
Batch 1
Subdivisions 64
Width 416
Height 416
Channels 3
Momentum 0.949
Decay 0.0005
Angle 0
Saturation 1.5
Exposure 1.5
Hue 0.1
Learning rate 0.001
Burn_in 1000
Maximum batches 2000
Policy Steps
Steps 4800, 5400
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widely over a plate for which thresholding is important.
)e binarization process is used to convert grayscale
images into black and white pixels (0 bits for black and
1 bit for white). )e pixels which have less value than a
threshold are converted to 0, and the above threshold
image is converted into 1. We used morphology to exclude
small objects from the image. )e opening function of
morphology not only excludes the small objects from the
image but also retains the shape and scale of the larger
object in the image. )e performance of the OCR engine is
further enhanced by sharpening. )is increases the visi-
bility level of characters and makes it readable for the OCR
engine. )e results of our proposed ANPR framework are
also discussed in Section 5.

5. Results and Discussion

In this section, the results of the proposed framework have
been presented. We have verified and validated our pro-
posed framework by experimenting on a real dataset and
comparing it with the previously proposed approaches using
the same accuracy metric.

5.1. Results of Proposed Pipeline on Single- or Double-Row
Vehicle Number Plates. )e raw image is passed to the
YOLO model for plate detection. YOLO Darknet neural
network framework is applied on a single neural network
to image, divides the image into the region, and predicts
bounding boxes and scoring probabilities for each re-
gion. )e highest probability is selected as an object
detected area. It can easily localize every type of number
plates of vehicles including cars, busses, trucks, and
bikes.

To localize the number plate area, we have trained
YOLOv3 and YOLOv4. After observing their mAP score, we
prefer the YOLOv4 as it gives us the best mAP score. Figure 8
depicts the localization results of YOLOv3 on a double-row
number plate. Figure 9 represents the OCR-based ANPR
pipeline using YOLO v3.

Figure 10 and Figure 11 exhibit the localization results of
the YOLOv4 Darknet model on single-row and double-row
number plates, respectively, by creating the boundary
around it. )e vehicle plate is cropped according to the
drawn outline. Extraction of cropped images is done by
using the coordinates of bounding boxes.
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Figure 3: Loss and mAP graph of YOLOv3 training.
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Input 
Vehicle 
Image

Number 
Plate 

Detection 

Cropped 
Number 

Plate

Convolutional 
Neural Network

6 Layer model 
learning 

rate=0.001 epoch 
=50

Number 
Plate 
String

SegmentationContouring

Image 
Preprocessing

Figure 5: CNN-based ANPR pipeline.

Complexity 9



)e localized cropped image is passed to the chain of
preprocessing techniques like gray scaling, noise removal,
morphology, and binarization before proceeding to the OCR
engine for best recognition of the car’s plate label in Figure 12.

Table 3 summarizes the performance of implemented
pipelines involving CNN and OCR Tesseract. To compare
uniformly, we used the same metric for measuring the per-
formance of the OCR Tesseract and CNN model. We have
calculated the average score using fuzzywuzzy python library in
which every predicted string is compared with the actual string
and generate a score on the base of correct occurrences of string
character. For the evaluation of the proposed method, we used
a 64-bit system with a Core i5 CPU having a 3.00× 6 Gigahertz
processing speed. After analyzing our pipeline computation
time on CPU, our proposed method works well with less
computation time of 0.8 seconds per image. We prefer the
YOLOv4 for localization as it is efficient and has more pre-
cision rate than the YOLOv3.

5.2. Comparative Analysis with Previous Papers. In spite of
the fact that there are a lot of vehicle number plate
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Figure 6: Resultant pipeline of CNN-based ANPR.
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Figure 8: Localization result of YOLOv3 on the double-row image.
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recognition systems for Europe, the USA, China, Turkey,
Korea, India, Singapore, Malaysia, and many other well-
developed countries, for Pakistani number plate identi-
fication, little work is present and it still needs more
consideration due to the diversity of nonstandard number

plates. )e proposed research work is targeting the
identification and visualization of Pakistani number plates
by using the OCR Tesseract library. We compared our
ANPR framework with an existing ANPR method in-
volving the KNN approach proposed for Pakistani
number plates [21].

In Figure 13, we inferred by using the preprocessing
methods of [21] on our images that their pipeline did not
recognize the characters well due to the poor localization.
Further, their preprocessing techniques are only applicable
to car vehicle types.

In the view of Table 4, when we applied their [21] ANPR
framework on our dataset, the processing computation time
taken per image is approximately 44 seconds with an average
score of 9% using the fuzzywuzzy library. It did not rec-
ognize the plate characters well, due to poor localization
done by edge detection. Moreover, after applying our ANPR
approach on their given dataset of resolution (1140× 641),
we achieved a better outcome with a 71% average accuracy
score in less computation time as the localization is im-
proved by the use of YOLOv4.

From the comparative analysis in Table 5, we can
easily observe that our proposed ANPR system achieved
the best results. )e previous ANPR system used different
techniques, namely, edge detection, histogram equal-
ization, and CCA for localization which is not an efficient
way to handle every type of vehicle number plate. )eir
preprocessing techniques did not work well on double-
row number plates due to the poor localization approach.
Our employed YOLO-based ANPR framework performs
fast and more efficiently for detecting such challenging
plates. )ey used different metrics to evaluate their
performance rate; hence, we used the average score
metric for our proposed method by usingthe fuzzywuzzy
python library.
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Figure 9: OCR Tesseract-based ANPR pipeline results on the double-row plate using YOLOv3.

Figure 10: Localization result of YOLOv4 on the single-row image.

Figure 11: Localization using YOLOv4 on the double-row image.
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)erefore, considering the comparative study of our
framework with the existing methodologies, we con-
cluded that, by using our proposed pipeline on the
Pakistani dataset, a better result would be achieved. Our

proposed pipeline strategies are universal and applicable
on every type of Pakistani vehicle datasets such as cars,
bikes, and busses having double and/or single-row
number plates.
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Figure 12: OCR Tesseract-based ANPR pipeline results on the double-row plate using YOLOv4.

Table 3: Performance metrics of pipeline methods.

Method Average score on our dataset (%) Inference time per image (on CPU)
CNN (YOLOv3) 68.3 1.89 seconds
CNN (YOLOv4) 67.76 1.9 seconds
OCR Tesseract (YOLOv3) 70 0.79 seconds
OCR Tesseract (YOLOv4) 73 0.80 seconds

Figure 13: Localization result of the proposed method in [21].

Table 4: Comparative analysis with proposed method [21].

Number of testing
images

Resolution
(pixel)

Computation time on
one image

Average score
(%) Localization result

Pipeline in [21] on our
dataset 90 416× 416 44 seconds 9 Poor localization because they

used edge detection
Our pipeline on the
dataset in [21] 35 1140× 641 2.7 seconds 71 Best localization because of

YOLOv4

12 Complexity



6. Conclusions

)is paper presents a novel ANPR framework using OCR
Tesseract to address the vast heterogeneity and assortment of
number plate genres across the provinces in Pakistan. )e
proposed OCR pipeline is tested on low-resolution images
which are collected by considering the variations in the
environment illumination and image orientation. )e ob-
tained mAP score for the plate extraction using YOLOv3 is
94.3% and YOLOv4 is 99.5% on 0.50 thresholds. )e robust
preprocessing techniques are applied to the localized plate
image, and finally, the processed image is passed to the OCR
Tesseract to recognize the number plate. Our introduced
pipeline with the YOLOv4 model takes a 0.80-second av-
erage computation time per image and gives an average
accuracy score of 73% for recognition. We have also pro-
cessed our dataset using a previously proposed APNR
framework based on KNN and got an average score of 9%
due to the poor plate localization technique. Moreover, we
found that LeNet CNN architecture gives 97.89% accuracy
for character recognition on our dataset but an average
score of 67.76% for complete plate recognition. Further-
more, we experimented with an available constrained
high-resolution dataset on our proposed framework and
gained an accuracy of 71%. )e comparison between our
proposed method and the existing ANPR approaches
shows that our proposed framework using YOLOv4,
preprocessing steps, and OCR Tesseract is applicable in
real time. It can be concluded that, to the best of our
knowledge, it is the first robust and low complexity ANPR
framework for Pakistani number plates that gives rea-
sonable accuracy for unconstrained plates. Finally, this
paper can be useful for researchers to develop an ANPR
framework for the countries having similar challenging
vehicle number plate formats and styles. A promising
direction for future research is to test our proposed
framework on real-time scenarios that can be installed
commercially and improving the pipeline to counter
unconstrained scenarios like the distance between camera
and vehicle.
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Powerful deep learning approach frees us from feature engineering in many artificial intelligence tasks. �e approach is able to
extract efficient representations from the input data, if the data are large enough. Unfortunately, it is not always possible to collect
large and quality data. For tasks in low-resource contexts, such as the Russian⟶Vietnamese machine translation, insights into
the data can compensate for their humble size. In this study of modelling Russian⟶Vietnamese translation, we leverage the
input Russian words by decomposing them into not only features but also subfeatures. First, we break down a Russian word into a
set of linguistic features: part-of-speech, morphology, dependency labels, and lemma. Second, the lemma feature is further divided
into subfeatures labelled with tags corresponding to their positions in the lemma. Being consistent with the source side,
Vietnamese target sentences are represented as sequences of subtokens. Sublemma-based neural machine translation proves itself
in our experiments on Russian-Vietnamese bilingual data collected from TED talks. Experiment results reveal that the proposed
model outperforms the best available Russian⟶ Vietnamese model by 0.97 BLEU. In addition, automatic machine judgment
on the experiment results is verified by human judgment.�e proposed sublemma-basedmodel provides an alternative to existing
models when we build translation systems from an inflectionally rich language, such as Russian, Czech, or Bulgarian, in low-
resource contexts.

1. Introduction

Many neural models have been introduced for machine
translation [1–5]. Although they have different architectures,
they all follow the sequence-to-sequence pattern. Source
sentences are represented as sequences of source units. �e
source sequences are processed by the neural models; then
themodels generate corresponding sequences of target units.
�e target sequences are then concatenated to form target
sentences. �e most intuitive representation of source/target
units is words. If the bilingual datasets used to train neural
machine translation (NMT) models are large enough, the
models will be able to learn reliable statistics of source/target
words. Unfortunately, in practice, there are many cases of
scarce data, such as Russian⟶ Vietnamese translation
tasks. �e language pair is of low resource. Moreover,
Russian is a highly inflectional language. A word can have
different forms according to its grammatical role in

sentences. �e property leads to a high chance that we will
meet word forms which do not occur frequently enough in
humble-size training datasets.

�e first attempt to solve the scarce data problem for
Russian⟶ Vietnamese translation tasks can be found in
the work of Nguyen et al. [6]. �e authors use a mixed-level
representation system, where Russian source units are
subwords, and Vietnamese target units are words. Due to the
division of Russian words, rare words are replaced by more
common subwords; therefore, the severity of the rare-word
problem is reduced. Another solution to the scarce data
problem for Russian⟶ Vietnamese translation tasks is
proposed by Nguyen et al. [7]. �ey decompose a Russian
source word into a set of linguistic features: part-of-speech,
morphology, dependency label, and lemma.

We have assessed the available approaches of unit
representation on a Russian-Vietnamese bilingual data
collected from TED talks [8]. Experiment results show that
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the decomposition approach significantly outperforms
mixed-level representation. Nevertheless, we still believe in
the effectiveness of subword representation, which has be-
come a default part of many NMTmodels [9–13]. �erefore,
we experiment combining source-word decomposition and
subword representation. Specifically, we perform a two-step
procedure. First, we decompose a Russian source word into a
set of features as in source-word decomposition approach.
After that, we continue to divide lemmas into sublemmas
using BPE algorithm [14]. Since many Russian lemmas are
derived from the same root with different prefixes or suffixes,
it makes sense to divide them into smaller parts. For ex-
ample, the verbs “Vrjypejt:” (to arrive), “cypejt:” (to
enter), “Vrpypejt:” (to go by), “Vpeypejt:” (to ap-
proach), “c9ypejt:” (to leave), “epypejt:” (to reach), and
“uypejt:” (to leave) have the same root part “ypejt:” (to
go), with a prefix added to modify their meaning. Some-
times, both prefixes and suffixes modify the same root to
create different lemmas; for example, the verbs “>cm>t:”
(show), “Vp>cm>t:” (appear), “>cm>t:s>” (to be shown),
and “Vp>cm>t:s>” (to be appeared) have the same root
“>cm>t:.”

In total, we propose a sublemma-based NMTmodel for
Russian⟶ Vietnamese translation. On the Russian
source side, we represent a translation unit as a combination
of part-of-speech tag, morphology, dependency labels, and a
list of sublemmas with their corresponding tags informing
that a sublemma is the beginning, middle, or final part of a
lemma. On the Vietnamese target side, we tokenize sen-
tences into sequences of subtokens with BPE algorithm. A
token is a sequence of characters delimited by space. In
Russian, a token is a word. In Vietnamese, there are few cases
when a token is a word. Usually, a Vietnamese token is a
syllable. In this work, we use the term “subtoken” to indicate
a part of a token regardless of whether it is a word or syllable.

�is work is composed of six sections. �is first section
introduces our study. �e second section reviews related
works. �e third section describes our proposed sublemma-
based NMT model revised from the state-of-the-art Trans-
former NMTmodel. �e fourth section describes materials
and methods. �e fifth section presents the experiment
results and analysis. Conclusions from this work are given in
the final section.

2. Related Works

In this section, we briefly describe the approaches of
translation unit representation in NMT models which in-
fluence our study.

While the use of linguistic features as part of a translation
unit is widespread in traditional factored statistical models
[15–18], it is only recently that Sennrich and Haddow [19]
has applied it in a modern deep model. �e authors com-
plement a source word with its features. As a result, they
represent a source unit as a combination of a source word
and its linguistic input features. �eir approach performs
well for English↔German and English⟶ Romanian
translation tasks. For their Russian⟶ Vietnamese
translation system, Nguyen et al. [7] made a step further by

removing source words in the list of features. �ey repre-
sented a source translation unit as a combination of lin-
guistic features: part-of-speech, morphology tag,
dependency label, and lemma. On the target Vietnamese
side, they simply used words as translation units.�eir NMT
model with source-word decomposition outperformed
baseline NMT models including the one by Sennrich and
Haddow [19]. �eir source-word decomposition is the first
processing step in our two-stage procedure to represent a
source translation unit.

To handle the rare-word problem, Kudo and Richardson
[20] created a language-independent word segmentation
algorithm, SentencePiece, to divide words into subwords.
�eir work comes from an intuition that smaller units of rare
words, such as compounds, are easier to translate. �ey
demonstrated the quality of their algorithm in an Eng-
lish⟶ Japanese translation task. As in the work of Kudo
and Richarson [20], Sennrich et al. [14] adapted byte pair
encoding (BPE) algorithm originally used for compression
to divide words into subwords. First, they considered
characters as translation units. Considering words as se-
quences of translation units, they merged their frequent
pairs to form new translation units. �ey repeated the
merging process for a predefined number of times. Clearly,
their approach is also language-independent. �ey reported
improvements in translation quality for English⟶ Ger-
man and English⟶ Russian translation tasks. In this
work, we actually apply BPE algorithm for representing
source translation units. Instead of word segmentation in the
original work, we use the algorithm to divide lemmas into
sublemmas, since we have already decomposed Russian
words into features including the lemma in the first place.

Being language-independent tools, BPE and Sentence-
Piece algorithms are really popular, since they can operate
for all languages. However, these wonderful tools should not
be utilized blindly. In a Russian⟶ Vietnamese news
translation task, Nguyen et al. [6] showed that an NMT
model with mixed-level representation outperformed a
baseline NMTmodel where BPE algorithm was applied on
both translation sides. Influenced by a work on a traditional
statistical machine translation model for Chine-
se⟶ Vietnamese [21], the authors only applied BPE al-
gorithm on Russian source side, while using words on
Vietnamese target side, considering the different effects of
BPE algorithm on each side of their bilingual corpus. Al-
though their approach is interesting, it fails to take into
account rare foreign named entities, which are commonly
found in Vietnamese texts translated from a foreign lan-
guage. Since our bilingual corpus contains many foreign
named entities on both sides and we already apply BPE
algorithm on the source side, we opt to use BPE method to
tokenize Vietnamese target sentences into sequences of
subtokens.

2.1. Sublemma-Based Transformer Model. Following the
recommendation of Nguyen et al. [22], our sublemma-based
NMT model is based on the state-of-the-art model Trans-
former [4]. �e proposed model has a similar architecture
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except for the embedding layer of the encoder of Trans-
former. In this section, we describe the source and target
translation unit representation and the encoder of Trans-
former model which is revised to adopt the proposed
translation unit representation.

2.2. Translation Unit Representation

2.2.1. Sublemma-Based Representation of Source Translation
Units. We represent a source translation unit as a combi-
nation of sublemma-based features, following a two-step
procedure.

In the first step, we transform a Russian source sentence
into a sequence of linguistic features: part-of-speech (POS),
morphology (MOR), dependency label (DEP), and lemma
(LEM), following source-word decomposition approach [7].
�e grammatical parsing is performed with the help of a
natural language processing toolkit, Stanza [23]. Typical
part-of-speech tags of Russian words are shown in Universal
Dependencies treebank [24], such as nouns, pronouns,
verbs, auxiliary, numerals, particles, determiners, adjective,
and adverbs. Russian has a rich morphology. A Russian
word is inflected from an original lemma, depending on its
part-of-speech and grammatical role in sentence. A word’s
grammatical role in a sentence is denoted with a dependency
label [25]. An example of a short Russian sentence being
transformed into a sequence of linguistic features is pre-
sented in Table 1.

In the second step, we apply BPE method, segmenting
lemmas into sublemmas. After the segmentation, the se-
quence of sublemmas is longer than its corresponding se-
quences of other features. Following the work of Sennrich
and Haddow [19], we broadcast the sequences of other
features, so that they have the same length as the sequence of
sublemmas. Specifically, all sublemmas extracted from a
lemma will have the same labels of features corresponding to
the lemma. Moreover, using their subword notation, we
assign a tag to each sublemma (TAG), depending on the
position of the sublemma relative to the initial lemma. A
sublemma can be the beginning (B), inside (I), ending (E), or
the full lemma (O). In addition, the beginning and inside
sublemmas are suffixed with characters “@@” to inform their
roles. An example of sublemma-based sequences of lin-
guistic features is shown in Table 2.

In total, we represent a Russian source sentence as a
sequence of collections of sublemma-based features: sub-
lemma, sublemma tag, part-of-speech tag, morphology label,
and dependency label. Each source translation unit is rep-
resented as a collection of its features.

2.2.2. Target Translation Unit Representation. Applying BPE
algorithm [14], we segment Vietnamese target sentences into
sequences of subtokens. �e algorithm appends characters
“@@” to the beginning and inside subtokens for later merge
operations. Sequences of target subtokens are used to train
the translation model. Generated sequences of target sub-
tokens are merged to form target sentences, based on the

characters “@@.” A Vietnamese sentence and its corre-
sponding sequence of subtokens are shown in Table 3.

In Table 3, we can see that BPE algorithm focuses on
tokens which are the foreign named entity “Geographic
Society.” It segments the entity into a sequence of subtokens
“Geo@@ graphic So@@ ci@@ e@@ ty.”

2.3. Embedding Layer in the Encoder of Sublemma-Based
TransformerModel. As in [7, 19], we consider all features xij

from the i-th source translation unit in a source sequence as
strings in their respective domains xij ∈ Sj, where Sj,
j � 0, . . . , 4, is the set of sublemmas, sublemma tags, part-of-
speech tags, morphology labels, and dependency labels,
respectively. �e trainable embedding eij of a feature j is
extracted from a corresponding dictionary
fj: xij↦eij ∈ Rdj×|Sj|, where dj is a predefined size of
embeddings of the feature j (equation (1)).

eij � fj xij , (1)

and the embedding of a source translation unit is rep-
resented as the concatenation of embeddings of its features
(equation (2)).

ei � concat eij, for j � 0, . . . , 4 . (2)

Since Transformer model does not leverage the order of
translation units in its core layer, it deploys a positional
embedding principle, such as sinusoidal positional em-
bedding pi [4]. In total, the i-th source translation unit in a
source sequence has the overall embedding computed as in
the following equation:

oi �
��
d

√
× ei + pi, (3)

where d � 
4
j�0 dj.

3. Materials and Methods

3.1. Materials. To assess NMT models, we used a bilingual
Russian-Vietnamese corpus consisting of sentence pairs of
length in the range (10 tokens, 30 tokens) extracted from TED
talks [8]. �e chosen sentences are ended with a punctuation
mark and contain only word characters and punctuation. As
in [26–28], we randomly divide the corpus into three datasets:
training, development, and testing datasets. Specifically, a set
of 47750 sentence pairs are randomly selected from the corpus
and used as the training dataset. Furthermore, a set of 1500
sentence pairs are selected from the left corpus and used as the
development dataset. �e remaining 1500 sentence pairs are
used as the testing dataset. Statistical summary of the datasets
is presented in Table 4.

In Table 4, we use the term “token” to denote a sequence
of characters delimited by space. Linguistically, it can be a
Russian word, a Vietnamese syllable, or a punctuation.

4. Methods

We compared the proposed sublemma-based Transformer
model with three baseline Transformer models. �ese
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models are the foundations from which our model is de-
rived. �e first baseline model is mixed-level Transformer
model [6]. �e second baseline model is a subtoken-based
Transformer model [14]. �e third baseline model is
Transformer model with source-word decomposition [7].
We create all models with an open-source library,
OpenNMT-tf [29, 30]. �e architecture and hyper-
parameters of the baseline models can be found in the

Table 2: Sublemma-based sequences of linguistic features

Sublemmas TAG POS MOR DEP From lemma
lp[ea O SCONJ _ Mark lp[ea

cpea O NOUN Animacy� Inan, Case�Nom, Gender� Fem, Number� Sing Nsubj cpea

Vpeojnat:s> O VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 3, Tense� Pres,
VerbForm� Fin, Voice�Mid Advcl Vpeojnat:s>

, O PUNCT _ Punct ,
Vptpn O ADV Degree� Pos Advmod Vptpn

pt@@ B VERB Aspect = Imp, Mood= Ind, Number = Sing, Person = 3, Tense = Pres,
VerbForm=Fin, Voice =Act Root ptstuVat:

stuVat: E VERB Aspect = Imp, Mood= Ind, Number = Sing, Person = 3, Tense = Pres,
VerbForm=Fin, Voice =Act Root ptstuVat:

, O PUNCT _ Punct ,

oaypejt: O VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 2, Tense� Pres,
VerbForm� Fin, Voice�Act Conj oaypejt:

c O ADP _ Case c

po O PRON Case� Loc, Gender�Masc, Number� Sing, Person� 3 Obl po

opc9k O ADJ Animacy� Inan, Case�Acc, Degree� Pos, Number� Plur Amod opc9k

ra@@ B NOUN Animacy = Inan, Case =Acc, Gender = Fem, Number = Plur Obj raluzla

lu@@ I NOUN Animacy = Inan, Case =Acc, Gender = Fem, Number = Plur Obj raluzla

zla E NOUN Animacy = Inan, Case =Acc, Gender = Fem, Number = Plur Obj raluzla

. O PUNCT _ Punct .

Table 3: A Vietnamese sentence and its corresponding sequence of subtokens.

Vietnamese sentence “Vı̀ vậy tôi bắt Cầu làm việc với tạp chı́ National Geographic Society cùng các báo khác và dẫn các cuộc thám hiểm
tới Nam Cực.”

Sequence of
subtokens

“Vı̀ vậy tôi bắt Cầu làm việc với tạp chı́ National Geo@@ graphic so@@ ci@@ e@@ ty cùng các báo khác và dẫn các
cuộc thám hiểm tới nam Cực.”

Table 4: Statistical summary of the datasets.

Russian/Vietnamese Training Development Testing
Average sentence
length 16.1/18.1 16.2/21.2 16.2/21.3

Unique tokens 73205/25939 7202/2646 7120/2692

All tokens 766446/
866175 24257/31741 24363/

31948

Table 1: A short Russian sentence with its corresponding sequence of linguistic features.

Words POS MOR DEP LEM
Lp[ea SCONJ _ Mark lp[ea

cpea NOUN Animacy� Inan, Case�Nom, Gender� Fem, Number� Sing Nsubj cpea

Vpeojnafts> VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 3, Tense� Pres,
VerbForm� Fin, Voice�Mid Advcl Vpeojnat:s>

, PUNCT _ Punct ,
Vptpn ADV Degree� Pos Advmod Vptpn

ptstuVaft VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 3, Tense� Pres,
VerbForm� Fin, Voice�Act Root ptstuVat:

, PUNCT _ Punct ,

oaypejz: VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 2, Tense� Pres,
VerbForm� Fin, Voice�Act Conj oaypejt:

c ADP _ Case c

ofn PRON Case� Loc, Gender�Masc, Number� Sing, Person� 3 Obl po

opc9f ADJ Animacy� Inan, Case�Acc, Degree�Pos, Number� Plur Amod opc9k

raluzlj NOUN Animacy� Inan, Case�Acc, Gender� Fem, Number� Plur Obj raluzla

. PUNCT _ Punct .
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respective works. Here, we only describe how we build our
proposed model.

As reported in the description of the proposed model, we
use Stanza natural language processing tool [23] to de-
compose Russian words into sets of features. �en, we use
BPE algorithm [14] with 10,000 merge operations to divide
lemmas into sublemmas. We also use the algorithm to divide
Vietnamese target sentences into sequences of subtokens.
�e number of items in each feature domain is presented in
Table 5.

We apply the sizes of 179, 11, 22, 22, and 22 for em-
beddings of sublemmas, sublemma tags, part-of-speech tags,
morphology labels, and dependency labels, respectively. In
total, we use 256 dimensions for concatenated embeddings
of source translation units.

On the Vietnamese target side, we also use 256 di-
mensions to represent the embeddings of target units.

In addition to embedding layers, the proposed sub-
lemma-based Transformer model consists of 6 hidden layers.
�e hidden layers contain 8-head attention sublayers and
feedforward neural networks of 512 dimensions. Hidden
states of the model are comprised of 256 values. To prevent
the overfitting problem, we apply a dropout of 0.1 in all
hidden layers. To generate translations, the model contains
an inference module implementing a beam search algorithm
with beam width� 5 [31].

For all models, the training procedure is as follows:

(1) First, we train the model in 15,000 steps. In each
training step, we use 64 sentence pairs from the
training dataset to optimize the cross-entropy cri-
terion described in the work of Muller et al. [32].
While there are many efficient algorithms for opti-
mization, we choose to apply LazyAdam optimizer
[33], as it is available in the chosen OpenNMT-tf
library. We employ the optimizer with β1 � 0.9 and
β1 � 0.998 and learning rate � 2.

(2) Second, we save the values of the model parameters
when we complete n × 103 training steps, where
n ∈ 11, . . . , 15{ }. We use the development dataset to
validate the translation quality of all candidate
values. �e values giving the best translation quality
in the development dataset are chosen for the model
parameters.

We validate translation quality of the models with the
BLEU score [34]. �e BLEU scores are computed with the
script multi-bleu.perl [35]. BLEU is the abbreviation of
“bilingual evaluation understudy,” measuring the simi-
larity of candidate translations to their corresponding
references. It is the geometric mean of constituent n-gram
scores, where n � 1, . . . , 4. All n-grams are extracted from
the candidate translations. While unigrams are individual
words, bigrams, trigrams, and four grams are phrases of
two, three, and four neighboring words, respectively. We
calculate a constituent n-gram score by dividing the
number of the n-grams appearances in the references by
the total number of the n-grams in the candidate
translations.

After training the models, we assess their translation
quality using the testing dataset. To have a complete as-
sessment, we employ not only the automatic BLEU scores
but also limited human judgment on translation results.
We accompany the BLEU score with human judgment,
since it has an obvious pitfall. It only measures total
matching of n-grams in the candidate translations and the
references regardless of their meaning. To solve the
problem, we compare the meanings of the candidate
translations and their references, considering synonyms,
as well as the similarity of meanings. We do this for all
levels, from individual words to phrases and complete
sentences.

5. Results and Analysis

BLEU scores of the comparative Transformer models are
shown in Figure 1.

Among the baseline models, the model with source-
word decomposition provides the best scores of 13.52 and
13.84 BLEU in the development and testing datasets, re-
spectively. Fortunately, our proposed sublemma-based
Transformer model outperforms the best baseline model in
both development and testing datasets, delivering improved
BLEU scores of 14.46 and 14.81, respectively. �e im-
provements of 0.94 and 0.97 BLEU are recorded.

�e performance order of the models for the develop-
ment dataset is maintained for the testing dataset: mixed-
level model< subtoken-based model<model with source-
word decomposition< the proposed sublemma-based
model. �is consistency makes us more confident about the
effectiveness of our proposed sublemma-based model.

In addition to machine judgment with automatic BLEU
scores, we semantically studied a limit number of translation
results by the two best models: the model with source-word
decomposition (from now on, we call it “baseline” model)
and the proposed sublemma-based model (from now on, we
call it “proposed” model). Five cases in the testing dataset
were randomly chosen and studied.

Table 6 shows the source, its meaning, the target, and the
predicted sentences by the baseline and proposed models in
the first case. �e first case seems easy, since both models
provide correct translations. Although the models literally
choose words different from the reference, the meanings are
the same. For example, the verb phrase “phủ nhận” (negate)
by the models is similar in meaning to the reference “chối
bỏ” (deny).

Table 5: Size of vocabulary in sublemma-based Transformer
model.

Language side Vocabulary Size
Source Sublemmas 9417
Source Sublemma tags 4
Source Part-of-speech tags 15
Source Morphology labels 484
Source Dependency labels 38
Target Subtokens 8628
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Table 7 presents the second case study. �e general
meaning of the reference is found in the translations by the
two models, except for a keyword “Phượng hoàng” (Phoe-
nix). �e corresponding source named entity “Vfojls”
(Phoenix) is a rare word; hence both models fail to translate
the named entity. Nevertheless, the proposed model se-
mantically performs better than the baseline model in this
case. Although the phrase “các hòn Cảo” (islands) by the
proposed model and the phrase “hòn Cảo”(island) by the
baseline model are distinct from the reference “Quần Cảo”
(Archipelago), we think that the former translation is con-
ceptually closer to the reference than the latter translation.

Table 8 demonstrates the third case study. Although the
translations by the models contain many reference words,
their meanings are not accurate. �e key source phrase “s
pstam:o9n njrpn” (with the rest of the world) is in-
correctly translated into the phrase “với thế giới ngoài
không gian” (with the world in outer space) and the phrase
“với một thế giới khác” (with another world) by the baseline
and proposed models, respectively. Comparing the models
with each other, we think that the proposed model is better
than the baseline model in this case. �e phrase “trong
không gian” (in space) by the proposed model better reflects
meaning of the source “c Vrpstraostcfoopn sn9smf” (in
a spatial sense) than the phrase “ngoài không gian” (in outer
space) by the baseline model.

Table 9 shows the fourth case study. Although the
proposed model does not generate a translation completely
reflecting the meaning of the source, it outshines the baseline
model. It even successfully translates the rare named entity
“Eubaj” (Dubai). At the same time, the baseline model
completely fails in this case with an incorrect translation
which contains unknown words <unk>.

Table 10 displays the fifth case study. �is case again
proves the power of the proposed model in translating
rare words. It successfully translates the rare source word
“bjpraioppbraij>” (biodiversity) into the phrase “sự Ca
dạng sinh học” as in the reference. �e rare word is a
keyword in the source sentence. Due to the ability to
handle rare words, the proposed model finds itself su-
perior to the baseline model. �e translation by the
proposed model keeps the meaning of the source sen-
tence. On the other hand, the baseline model misses the
key source word and hence provides an incomplete
translation.

After semantically studying the test cases, we found that
the proposed sublemma-based model tends to provide
longer and better translations than the best baseline model.
�e similarity between manual evaluation and automatic
assessment consolidates our proposal of using the sub-
lemma-based Transformer model in place of the model with
source-word decomposition.
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Figure 1: BLEU scores of comparative Transformer models.

Table 6: First case study with correct translations.

Source “ N9 of nphfn ptrjxat: valt tp[p, ytp csf Vptrfbmfojf Vj7j yfmpcfyfstcpn jnfft [mpbam:o9f

Vpsmfestcj>.”
Meaning “We cannot deny the fact that all human consumption of food has global implications.”
Reference “Không có cách gı̀ Cề chối bỏ sự thật là những gı̀ chúng ta ăn có ảnh hưởng Cến toàn cầu.”
Baseline model “Chúng ta không thể phủ nhận thực tế rằng tiêu thụ lương thực của loài người có tác Cộng toàn cầu.”
Proposed
model “Chúng ta không thể phủ nhận rằng mọi thứ tiêu thụ thực phẩm trên toàn thế giới Cều có hậu quả toàn cầu.”
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6. Conclusions

In this study, we have proposed a sublemma-based Trans-
former model for translation from Russian into Vietnamese.
It is a derivation from the model with source-word decom-
position and models with subword representation. In the
proposed model, a source unit is represented as a combi-
nation of a sublemma, its tag, part-of-speech tag, dependency
label, and morphology label, while a target unit is a subtoken.
Experimental results show that our proposedmodel surpasses
all available models for Russian⟶ Vietnamese translation
task. Human judgment on the translation quality of the
models has validated the comparison in terms of BLEU score.

Standing on the results of this study, we recommend our
sublemma-based Transformer model for translation from a
highly inflectional language, such as Russian, Bulgarian, or
Czech.
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,e new COVID-19 is rapidly spreading and has already claimed the lives of numerous people. ,e virus is highly destructive to
the human lungs, and early detection is critical. As a result, this paper presents a hybrid approach based on deep convolutional
neural networks that are very effective tools for image classification. ,e feature vectors were extracted from the images using a
deep convolutional neural network, and the binary differential metaheuristic algorithm was used to select the most valuable
features. ,e SVM classifier was then given these optimized features. For the study, a database containing images from three
categories, including COVID-19, pneumonia, and a healthy category, included 1092 X-ray samples, was used. ,e proposed
method achieved a 99.43% accuracy, a 99.16% sensitivity, and a 99.57% specificity. Our findings indicate that the proposedmethod
outperformed recent studies on COVID-19 detection using X-ray images.

1. Introduction

COVID-19’s rapid spread has resulted in the death of nu-
merous people worldwide. Muscle aches, cough, and fever
are all symptoms of the virus, which can be detected through
clinical trials and radiographic imaging. Medical imaging is
critical for disease diagnosis, and disease X-rays and com-
puted tomography (CT) scans can be used in the deep
network to aid in the disease’s diagnosis.

,e process of classifying and diagnosing disease from
an image using a neural network is divided into four steps:
feature extraction, optimal feature selection, network
training, and model performance test. ,e feature extraction
step is divided into two types. In the first type, image
processing techniques, algorithms, and filters extract the
features. Among the features extracted from the images, the
tissue shapes and textures are used to classify patients. In the
second type, the original images and their actual output class
are fed into the convolution network as input data, and the

features are extracted automatically in the final flattened
layer following the network training process and weight
adjustment.

Certain features extracted from the deep network may
have a detrimental effect on classification accuracy [1]. As
a result, effective feature selection methods are critical.
,ere are three distinct types of feature selection methods.
,e filter method uses features’ intrinsic properties and
statistical indicators such as the fisher score, information
gain, chi-square, and correlation coefficient. ,e wrapper
method employs a learning algorithm that searches the
feature space for a subset of features that optimize the
classification accuracy. To this end, wrapper approaches
employ metaheuristic methods for selecting feature
subsets and performing cross-validation. Finally, the
hybrid method employs both filter and wrapper methods
[2]. Metaheuristic methods outperform other feature
selection methods in applications where many features are
required.
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Classification performance is improved by analyzing
extracted features from images and selecting the optimal
features [3]. Numerous feature selection (FS) studies have
been published in the field of medical imaging, including
Robustness-Driven FS (RDFS) for lung CT images [4],
Shearlet transform FS from brain MRI images [5], principal
component analysis for lung X-ray images [6], genetic al-
gorithm (GA) for lung nodules [7], bat algorithm (BA)
versus particle swarm optimization (PSO) in lung X-ray
images, and the flower pollination algorithm (FPA) from
lung images [8].

,e studies above propose that machine vision com-
bined with metaheuristic algorithms can classify patients
using lung images. On the other hand, existing diagnostic
methods for the COVID-19 virus using X-ray images require
a large amount of memory, ample time, and a large number
of features. As a result, an intelligent system appears nec-
essary to assist doctors and treatment staff in accurately and
rapidly classifying COVID-19 patients in reducing disease-
related mortality. ,is research aims to develop an efficient
procedure utilizing artificial intelligence methods to assist
doctors and patients in accurately predicting COVID-19.
,e research is novel in that it employs a binary differential
evolution algorithm to design a deep learning structure
based on feature selection for COVID-19 diagnosis. ,e
contributions of the study include the following:

(1) Using a deep convolutional neural network without a
pretrained network to design an intelligent system
based on lung X-ray images and extracting features
with the least amount of memory required to create
and train the network

(2) Selecting the optimal features of the differential
metaheuristic method that improves performance
indexes

(3) Increasing classification accuracy for multiclass
problems, including patients with COVID-19,
pneumonia, and the healthy group

,e study is structured as follows. Section 2 reviews
related works. Section 3 presents the proposed methodology
and model for COVID-19 detection using deep convolution
and binary differential algorithms. Section 4 contains the
experimental results, and Section 5 discusses themethod and
compares this with prior works. Finally, the study concludes.

2. Related Works

Hemdan et al. used deep learningmodels to infer the positive
or negative status of COVID-19 and reported that the
VGG19 model performed better with an accuracy of 90% on
25 COVID-19 infected and 25 non-COVID-19 images [9].
Toğaçar et al. incorporated 295 COVID-19 images, 98
pneumonia images, and 65 normal images into MobileNet
and SqueezeNet [10]. ,ey extracted features from trained
Net models and then used the SMO algorithm to select the
features, with an overall accuracy of 99.27% reported for the
SVM classifier. Zhang et al. investigated an 18-layer ResNet

model for 100 COVID-19 and 1431 pneumonia images and
reported an accuracy of 95.18% [11]. Apostolopoulos and
Mpesiana pretrained VGG19 on 224 COVID-19, 700
pneumonia, and 504 normal images, where the results
demonstrated a 98.75% accuracy [12]. ,e authors of [13]
evaluated the DarkNet with 17 convolutional layers using
127 COVID-19, 500 pneumonia, and 500 normal images
and reported an accuracy of 98.08%. In [14], the perfor-
mance of CNN was improved via preprocessing image al-
gorithms, resulting in a model with 94.5% accuracy.

,e authors of [1] developed a COVID-19 classification
method based on two datasets that combined a CNN named
Inception, a pretrained Imagenet as a feature extractor, the
Marine Predators Algorithm as a feature selector, and a
KNN as a classifier.

,e first dataset contained 200 positive COVID-19
images and 1675 negative images, whereas the second
dataset contained 219 positive COVID-19 images and 1341
negative images. Accuracy was reported as 98.7% for dataset
1 and 99.6% for dataset 2. Canayaz validated a COVID-19
diagnosis model by combining VGG19, ResNet, AlexNet,
and GoogLeNet with two metaheuristic algorithms titled
“binary particle swarm optimization” and “binary gray wolf
optimization.” ,e highest overall classification accuracy of
99.38% after binary gray wolf optimization was used to select
features from 1092 X-ray images from the COVID-19,
pneumonia, and healthy category records [15].

One of the previous works’ limitations is their reliance
on pretrained deep networks, which require a large amount
of memory. Additionally, many input features plus a lengthy
detection time are further drawbacks of these methods. In
this study, a deep learning approach based on feature se-
lection is proposed via the binary differential evolution al-
gorithm to overcome these limitations and improve
COVID-19 detection.

3. Methodology and Model

Figure 1 depicts the proposed model. Initially, the con-
volutional neural network is fed with lung images. After
training the network, features are extracted from suboptimal
images. ,e heuristic method is then used to extract the
optimal features. As a result, the three classes of COVID-19,
pneumonia, and healthy are classified with higher accuracy.

3.1. Deep Convolution. Convolutional neural networks are
used in machine learning as a feature extractor and classi-
fication method. ,e input to a convolutional network is the
original data, such as images. ,e network extracts the
features automatically using the convolution function. After
learning, rather than manually extracting the feature, the
matrixes serve as filters that slide over the main input image,
and the convolution operation is carried out via equation (1).
Finally, after training and mapping the input images to the
output labels, several convolution layers extract the features
[16].
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where IMG denotes the input image with height�H,
width�W dimensions, and tc is the number of image
channels, C is the filter matrix with c1∗ c2 dimensions, and
bs is a bias value for each filter C,
i � 0, . . . , H and j � 0, . . . , W.

Following convolution, the unwanted values are re-
moved using the ReLU layer, and the input is then reduced
using the pooling layer. ,e effective input vector is then
passed to the fully connected layer, which functions similarly
to the MLP. In the final section of the deep convolution
layers, Softmax [17], classification layers perform classifi-
cation using ADAM (adaptive moment optimizer) [18]; the
lost function is shown in the following equation:
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whereM denotes the sample size, ym denotes the actual class
for themth sample, ym denotes the predicted output class for
the mth input data, and Γ denotes the regularization
coefficient.

ADAM is a gradient-based optimization algorithm that
uses the exponential moving average of the gradient and the
square of the gradient to update the neural network weights
and solve deep network issues effectively. ,e deep neural
network comprises numerous layers, each with its own set of

learning parameters, namely, weights and biases. Applying
the optimal feature selection algorithm to the ADAM op-
timizer increases the optimization’s speed and accuracy.

3.2. Binary Differential Evolution. Differential evolution
(DE) [19] is a heuristic evolutionary method for minimizing
the continuous problem. ,e concept of binary differential
evolution (BDE) [20] is extended to address issues of feature
selection. It is composed of three distinct builders, including
mutation, crossover, and selection. Initially, dimensions D are
used to generate the initial population, whereD is the number of
features to optimize. For the mutation operation, three random
vectors pu1, pu2, and pu3 are selected for vector pk such that
u1≠ u2≠ u3≠ k, where k is a population vector arrangement.

If the dth dimensions of vectors pu1 and pu2 are equal,
the dth feature of the difference vector (Equation (3)) is zero;
otherwise, it has the same value as vector pu1:

difference vectord
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0, p
d
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d
u2,

pu1, other.

⎧⎨

⎩ (3)

Afterward, the mutation and crossover operations are
executed, as shown in the following equations:

mute vectord
k �

1, if difference vectord
k � 1,

p
d
u3, other,

⎧⎨

⎩ (4)

W
d
k �

mute vectord
k, if c≤CR d � drandom

���� ,

p
d
k, other,

⎧⎨

⎩

(5)

where W represents the try vector, CRε(0, 1) represents the
crossover amount, and cε(0, 1) represents a random
number. In the selection procedure, if the fitness value of the
try vector Wk is greater than that of the current vector pk, it
will be replaced. Otherwise, the current vector pk is stored
for the next generation.

4. Experimental Results

4.1. Description of Data. Canayaz developed a COVID-19
X-ray data set that included three subgroups of patients,
including those with COVID-19, those with pneumonia, and
those who were healthy [15]. By combining data from this
database, a total of 364 images for each of the three cate-
gories were obtained as a balanced dataset [21–23]. ,e total
number of images is equal to the number of classes mul-
tiplied by the number of class instances� (3∗ 394)1092,
with a 224× 224 dimension. ,e same data are used in this
study to predict COVID-19 disease using a convolutional
neural network and to select optimal features using the
binary differential metaheuristic algorithm. Figure 2 illus-
trates a representative sample of three output classifications:
COVID-19, pneumonia, and healthy.

4.2. Performance Evaluation. ,e proposed model was run
in MATLAB version 9.1.0.441655 (R2018b) on a laptop
computer equipped with a 1.8 GHz processor and 4

Input images (224∗224)

Deep Convolution

Extracted features
from the fully connect layer

Metaheuristic feature selection-
BDE

Optimized 
features

Classification

Non-Optimized
features

Figure 1: ,e proposed model for COVID-19.
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Gigabytes of RAM. After training in the application phase,
the proposed method took an average of 29 seconds per
patient, which can be reduced by improving the hardware
technology used. ,e COVID-19 prediction model was
evaluated using the accuracy, sensitivity, specificity, geo-
metric mean, and area under the curve (AUC-ROC) [24, 25]
performance metrics (Equations (6)–(9)), where accuracy
refers to the correctness of the classification. ,e proportion
of correctly distinguished negative cases is referred to as
“specificity,” while the proportion of correctly distinguished
positive cases is referred to as “sensitivity.” ,e geometric
mean is the second root of the sensitivity and specificity
products. Higher values of the area under the curve (AUC)
within the receiver operating characteristics indicate im-
proved classification performance.

Accuracy �
TP + TN

TP + TN + FP + FN
, (6)

where

TP means true positives which is the number of
samples that are correctly labeled as positive
FP means false positives which is the number of
samples that are wrongly labeled as positive
TN means true negatives which is the number of
samples that are correctly labeled as negative
FN means false negatives which is the number of
samples that are wrongly labeled as negative

Sensitivity �
TP

(TP + FN)
, (7)

Specificity �
TN

(FP + TN)
, (8)

Geometricmean �

�������������������

sensitivity ∗ specificity2


. (9)

4.3. Model Parameters. Figure 3 illustrates the network
structure of a deep convolutional neural network. Firstly, the
image input layer dimensions were 224∗ 224, and the
convolution operator used eight 3-by-3 filters. After

processing the first block of the network layers, i.e., image
input, convolution, Batch Normalize, ReLU, max-pooling
layers, fully connected layer 400, ReLU, and Drop out, the
local features were automatically extracted. Finally, the
second network block categorized the input images into
three output classes by utilizing three fully connected layers,
softmax, and classification. After 200 epochs, the validation
accuracy was 97.25% when using the ADAM optimizer, and
the minibatch size was 64 (Figure 4). Due to the neural
network’s regularization and barricade overfitting, batch
normalization and dropout were used.

Convolutional networks are used to transform data into
feature vectors. Given that some network features may
degrade the model’s performance [1], after extracting 400
features in the first fully connected layer, the binary dif-
ferential metaheuristic algorithm was used to select the
optimal feature subset and eliminate unnecessary features.
,e binary differential algorithm’s parameters were pop-
ulation� 20, iteration� 100 (Figure 5), and a crossover rate
of 1. ,e amount (1-(geometric mean)) of the SVM classifier
[26] was regarded as the population’s fitness values (Fig-
ure 5). Following the binary differential algorithm’s exe-
cution, 340 optimal features were selected.

4.4. Performance Comparison. ,e conventional validation
(CV) method, which employs random sampling, is one of
the training and testing protocols used to determine the
model’s accuracy and validate the estimation results.
According to the CV method, 70% of data were used for
training, 15% for validation, and 15% for testing [27, 28].,e
proposed method was applied to the data, and 100 runs were
performed to prevent overfitting [29].,e optimally selected
features from the differential algorithm and the initial
extracted features from the deep convolutional neural
network were entered into the SVM classifier.

,e confusion matrix for the SVM classifier’s original
and optimized features is demonstrated in Table 1 using
training, testing, validation, and total data.

Table 1 depicts the confusion matrix using training,
testing, validation, and total data for the SVM classifier’s
original features and optimized features. ,e TP, TN, FP,
FN, accuracy, sensitivity, specificity, geometric mean, and

(a) (b) (c)

Figure 2: Chest X-ray images of the different conditions: (a) COVID-19; (b) pneumonia; (c) healthy.
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AUC metrics for each of the three output classes plus each
type of testing, training, validation, and total data were
computed (Table 2).

5. Discussion

Predicting a disease can be accomplished by combining
images with a deep neural network, where a deep neural
network can be used as a feature extractor.,e large size and

volume of images applied to the deep neural network result
in numerous feature formations that increase the training
and decision times of the predictive model.

,e proposed model faced several design challenges,
including collecting and improving lung images and the
deep network architecture, in terms of the structure,
number, and type of layers, plus themetaheuristic algorithm,
the initial population, and the metaheuristic algorithm’s
objective function type. ,e presence of inefficient features

input image-224x224x1
conv1-filters8 3x3-
Batch normalization1

relu1

max1-stride[2 2] and padding[0000]

400fully connected layer-400 features extraxted
relu2

drop1-50% dropout

3 fully connected layer
Softmax

classification-crossentropyex

Figure 3: ,e proposed model layers’ structure.
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Table 1: Confusion matrix average after 100 runs with 3 classes using the (a) optimized features and (b) original features based on the
training, test, validation, and total data.

(a) Optimized features

Optimized features test Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 51/75 0 0/2
Normal 0/15 54/9 0/1

Pneumonia 0/4 0/55 55/95

Optimized features validation Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 55/05 0/05 0/45
Normal 0/05 54/4 0/3

Pneumonia 0/4 1 52/3

Optimized features training Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 256/5 0 0
Normal 0 254/1 0

Pneumonia 0 0 253/4

Optimized features total Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 363/3 0/05 0/65
Normal 0/2 363/4 0/4

Pneumonia 0/8 1/55 361/65
(b) Original features

Original features test Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 51/65 0 0/3
Normal 0/25 54/65 0/25

Pneumonia 0/5 0/95 55/45

Original features validation Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 54/85 0 0/7
Normal 0/15 54/2 0/4

Pneumonia 0/55 1/2 51/95

Original features training Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 256/45 0 0/05
Normal 0 254/1 0

Pneumonia 0 0 253/4

Original features total Predicted
COVID-19 Normal Pneumonia

Actual
COVID-19 362/95 0 1/05
Normal 0/4 362/95 0/65

Pneumonia 1/05 2/15 360/8
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Table 2: Comparison of indicators (TP, TN, FP, FN, accuracy, the area under curve, sensitivity, specificity, and geometric mean) for any
output class based on (a) optimized features and (b) original features.

(a) Optimized features
Optimized features-total COVID-19 Normal Pneumonia
TP 363/30 363/40 361/65
TN 727/00 726/40 726/95
FP 1/00 1/60 1/05
FN 0/70 0/60 2/35
Accuracy 99/84 99/80 99/69
Sensitivity 99/81 99/84 99/35
Specificity 99/86 99/78 99/86
Geometric mean 99/84 99/81 99/60
Area under curve 0/9984 0/9981 0/9961
Optimized features-training COVID-19 Normal Pneumonia
TP 256/50 254/10 253/40
TN 507/50 509/90 510/60
FP 0/00 0/00 0/00
FN 0/00 0/00 0/00
Accuracy 100/00 100/00 100/00
Sensitivity 100/00 100/00 100/00
Specificity 100/00 100/00 100/00
Geometric mean 100/00 100/00 100/00
Area under curve 1/0000 1/0000 1/0000
Optimized features-test COVID-19 Normal Pneumonia
TP 51/75 54/90 55/95
TN 111/50 108/30 106/80
FP 0/55 0/55 0/30
FN 0/20 0/25 0/95
Accuracy 99/54 99/51 99/24
Sensitivity 99/62 99/55 98/33
Specificity 99/51 99/49 99/72
Geometric mean 99/56 99/52 99/02
Area under curve 0/9956 0/9952 0/9903
Optimized features-validation COVID-19 Normal Pneumonia
TP 55/05 54/40 52/30
TN 108/00 108/20 109/55
FP 0/45 1/05 0/75
FN 0/50 0/35 1/40
Accuracy 99/42 99/15 98/69
Sensitivity 99/10 99/36 97/39
Specificity 99/59 99/04 99/32
Geometric mean 99/34 99/20 98/35
Area under curve 0/9934 0/9920 0/9840

(b) Original features
Original features-total COVID-19 Normal Pneumonia
TP 362/95 362/95 360/80
TN 726/55 725/85 726/30
FP 1/45 2/15 1/70
FN 1/05 1/05 3/20
Accuracy 99/77 99/71 99/55
Sensitivity 99/71 99/71 99/12
Specificity 99/80 99/70 99/77
Geometric mean 99/76 99/71 99/44
Area under curve 0/9976 0/9971 0/9944
Original features-training COVID-19 Normal Pneumonia
TP 256/45 254/10 253/40
TN 507/50 509/90 510/55
FP 0/00 0/00 0/05
FN 0/05 0/00 0/00
Accuracy 99/99 100/00 99/99
Sensitivity 99/98 100/00 100/00
Specificity 100/00 100/00 99/99
Geometric mean 99/99 100/00 100/00
Area under curve 0/9999 1/0000 1/0000
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extracted from the deep network may reduce the predictive
model’s accuracy and efficiency; thus, using the meta-
heuristic method to select the optimal features improved the
model’s memory, time, and accuracy.

According to Table 3, the proposed model achieved an
accuracy of 99.43%, a sensitivity of 99.16%, a specificity of
99.57%, a geometric mean of 99.37%, an AUC of 0.99, and a
root mean square error (RMSE) of 0.1133 using features
extracted from the X-ray image via the CNN and features
optimized using the binary differential metaheuristic al-
gorithm. ,e accuracy of the classification of the COVID-
19 problem was calculated to be 99.43% in this study, and
the number of relevant features was 304 (Table 4), whereas,
in a previous study [15], these figures were reported to be
99.38% and 448 features, respectively, based on the same
data.

Transfer learning models are trained to classify 1,000
different types of object images and must be retrained to
classify specific issues such as COVID-19 detection. Al-
though the learning process is prompt in models like ResNet
and SqueezeNet, they require preprocessing the input image,

sizing the data set, and setting multiple parameters. ,e
upper layers extract color and edge features, while the deeper
layers extract complex features. Process time increases as the
number of layers in transfer learning models increases. ,e
trained transfer learning model’s feature map and activation
layers must be customized for the specific COVID-19
problem, which requires a large amount of memory. After
fine-tuning the pretrained model’s principal component
analysis (PCA), the optimal feature can be selected using
heuristic methods, automated encoders, or variance-based
selectors. Finally, ensemble methods, such as a combination
of SVMs or other classifiers, can be used to predict COVID-
19 disease diagnosis accuracy. Using semisupervised self-
learning methods may result in acceptable accuracy and
reduced labeling time.

In future work, a different feature selection algorithm
and the application of additional learners may produce
improved results. Along with the images, the parameters
derived from clinical trials can create a new model with a
novel combination of features for diagnosing the disease and
possibly predicting mortality as a result.

Table 2: Continued.

(a) Optimized features
Optimized features-total COVID-19 Normal Pneumonia
Original features-test COVID-19 Normal Pneumonia
TP 51/65 54/65 55/45
TN 111/30 107/90 106/55
FP 0/75 0/95 0/55
FN 0/30 0/50 1/45
Accuracy 99/36 99/12 98/78
Sensitivity 99/42 99/09 97/45
Specificity 99/33 99/13 99/49
Geometric mean 99/38 99/11 98/46
Area under curve 0/9937 0/9910 0/9847
Original features-valid COVID-19 Normal Pneumonia
TP 54/85 54/20 51/95
TN 107/75 108/05 109/20
FP 0/70 1/20 1/10
FN 0/70 0/55 1/75
Accuracy 99/15 98/93 98/26
Sensitivity 98/74 99/00 96/74
Specificity 99/35 98/90 99/00
Geometric mean 99/05 98/95 97/87
Area under curve 0/9904 0/9895 0/9789

Table 3: Average of the confusion matrix components after 100 runs using original and optimized features.

Method TP TN FP FN Accuracy Sensitivity Specificity Geometric mean Area under curve RMSE
Original features via deep convolution
Training 254/65 509/32 0/02 0/02 1/0000 0/9999 1/0000 1/0000 0/9999 0/0036
Testing 53/92 108/58 0/75 0/75 0/9909 0/9866 0/9931 0/9898 0/9898 0/1533
Validation 53/67 108/33 1/00 1/00 0/9878 0/9816 0/9909 0/9862 0/9863 0/1905
Total 362/23 726/23 1/77 1/77 0/9968 0/9951 0/9976 0/9964 0/9964 1/1543

Optimized features via binary differential
Training 254/67 509/33 0/00 0/00 1/0000 1/0000 1/0000 1/0000 1/0000 0/0000
Testing 54/20 108/87 0/47 0/47 0/9943 0/9916 0/9957 0/9937 0/9937 0/1133
Validation 53/92 108/58 0/75 0/75 0/9909 0/9862 0/9931 0/9896 0/9898 0/1592
Total 362/78 726/78 1/22 1/22 0/9978 0/9967 0/9983 0/9975 0/9975 1/1543
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6. Conclusion

,e number of people infected with COVID-19 has risen
rapidly. Machine vision techniques and artificial intelligence
are critical in diagnosing and treating disease. ,e purpose
of this paper was to propose a method for the “COVID-19”
problem via a set of lung images that included three cate-
gories of pneumonia, COVID-19, and healthy.

A deep convolutional neural network consisting of 11
layers was applied to extract the features. ,e binary dif-
ferential metaheuristic method was used to select relevant
features and eliminate unrelated features. Lung X-ray images
were classified using an SVM classifier based on these op-
timal features. ,is study demonstrated that the accuracy
indicator and the number of relevant extracted features
outperformed previous methods using the same data. Based
on a deep neural network and a metaheuristic feature se-
lection algorithm, the proposedmodel can be used in various
other medical applications.

Data Availability

,e datasets used and analyzed during the current study are
available from the corresponding author on reasonable
request.

Ethical Approval

,is paper contains no data or other information derived
from studies or experiments involving human or animal
subjects.

Consent

Not applicable.

Conflicts of Interest

,e authors declare that there are no conflicts of interest.

Authors’ Contributions

Iraji and Feizi-Derakhshi proposed the image analysis algo-
rithm; Iraji implemented the algorithm and analyzed the ex-
perimental results; Tanha provided clinical guidance; and Iraji,
Feizi-Derakhshi, and Tanha validated the obtained results. ,e
final manuscript was read and approved by all authors.

Acknowledgments

,e authors wish to express their gratitude to all study
participants.

References

[1] A. T. Sahlol, D. Yousri, A. A. Ewees, M. A. A. Al-Qaness,
R. Damasevicius, and M. A. Elaziz, “COVID-19 image clas-
sification using deep features and fractional-order marine
predators algorithm,” Scientific Reports, vol. 10, no. 1,
pp. 15364–15415, 2020.

[2] N. Hoque, D. K. Bhattacharyya, and J. K. Kalita, “MIFS-ND: a
mutual information-based feature selection method,” Expert
Systems with Applications, vol. 41, no. 14, pp. 6371–6385, 2014.

[3] P. Lambin, E. Rios-Velazquez, R. Leijenaar et al., “Radiomics:
extracting more information from medical images using
advanced feature analysis,” European Journal of Cancer,
vol. 48, no. 4, pp. 441–446, 2012.

[4] D. Y. Chong, H. J. Kim, P. Lo et al., “Robustness-driven
feature selection in classification of fibrotic interstitial lung
disease patterns in computed tomography using 3D texture
features,” IEEE Transactions on Medical Imaging, vol. 35,
no. 1, pp. 144–157, 2015.

[5] U. R. Acharya, S. L. Fernandes, J. E. WeiKoh et al., “Auto-
mated detection of alzheimer’s disease using brain MRI
images-a study with various feature extraction techniques,”
Journal of Medical Systems, vol. 43, no. 9, Article ID 302, 2019.

[6] A. Afzali, F. B. Mofrad, and M. Pouladian, “Feature selection
for contour-based tuberculosis detection from chest X-ray
images,” in Book Feature Selection for Contour-Based Tu-
berculosis Detection from Chest X-Ray Images, pp. 194–198,
IEEE, Piscataway, NJ, USA, 2019.

[7] S. F. Da Silva, M. X. Ribeiro, J. d. E. S. Batista Neto, C. Traina
Jr, and A. J. M. Traina, “Improving the ranking quality of
medical image retrieval using a genetic feature selection
method,”Decision Support Systems, vol. 51, no. 4, pp. 810–820,
2011.

[8] D. S. Johnson, D. L. L. Johnson, P. Elavarasan, and
A. Karunanithi, “Feature selection using flower pollination
optimization to diagnose lung cancer from CT images,” in
Book Feature Selection Using Flower Pollination Optimization
to Diagnose Lung Cancer from CT Images, pp. 604–620,
Springer, Berlin, Germany, 2020.

[9] E. E.-D. Hemdan, M. A. Shouman, and M. E. Karar,
“COVIDx-net: a framework of deep learning classifiers to
diagnose COVID-19 in X-ray images,” 2020, https://arxiv.org/
abs/2003.11055.

[10] M. Toğaçar, B. Ergen, and Z. Cömert, “COVID-19 detection
using deep learning models to exploit Social Mimic Opti-
mization and structured chest X-ray images using fuzzy color
and stacking approaches,” Computers in Biology and Medi-
cine, vol. 121, Article ID 103805, 2020.

[11] J. Zhang, Y. Xie, Y. Li, C. Shen, and Y. Xia, “COVID-19
screening on chest x-ray images using deep learning based
anomaly detection,” 2020, https://arxiv.org/abs/2003.12338.

[12] I. D. Apostolopoulos and T. A. Mpesiana, “COVID-19: au-
tomatic detection from x-ray images utilizing transfer
learning with convolutional neural networks,” Physical and

Table 4: A comparison of the proposed method with prior research.

Research Method Number of
features Accuracy Geometric

mean
RAM

(gigabyte)
Max computation time

(s)

[15] Binary particle swarm optimization-
VGG19 448 99.38 - 16 2500

Proposed
method Binary differential-CNN 308 99.43 99.37 4 2300

Complexity 9

https://arxiv.org/abs/2003.11055
https://arxiv.org/abs/2003.11055
https://arxiv.org/abs/2003.12338


Engineering Sciences in Medicine, vol. 43, no. 2, pp. 635–640,
2020.

[13] T. Ozturk, M. Talo, E. A. Yildirim, U. B. Baloglu, O. Yildirim,
and U. Rajendra Acharya, “Automated detection of COVID-
19 cases using deep neural networks with X-ray images,”
Computers in Biology and Medicine, vol. 121, Article ID
103792, 2020.

[14] M. Heidari, S. Mirniaharikandehei, A. Z. Khuzani, G. Danala,
Y. Qiu, and B. Zheng, “Improving the performance of CNN to
predict the likelihood of COVID-19 using chest X-ray images
with preprocessing algorithms,” International Journal of
Medical Informatics, vol. 144, Article ID 104284, 2020.

[15] M. Canayaz, “MH-COVIDNet: diagnosis of COVID-19 using
deep neural networks and meta-heuristic-based feature se-
lection on X-ray images,” Biomedical Signal Processing and
Control, vol. 64, Article ID 102257, 2020.

[16] Y. Gao, T. Zhu, and X. Xu, “Bone age assessment based on
deep convolution neural network incorporated with seg-
mentation,” International Journal of Computer Assisted Ra-
diology and Surgery, vol. 15, no. 12, pp. 1951–1962, 2020.

[17] K. Adem, S. Kiliçarslan, and O. Cömert, “Classification and
diagnosis of cervical cancer with stacked autoencoder and
softmax classification,” Expert Systems with Applications,
vol. 115, pp. 557–564, 2019.

[18] U. M. Khaire and R. Dhanalakshmi, “High-dimensional
microarray dataset classification using an improved adam
optimizer (iAdam),” Journal of Ambient Intelligence and
Humanized Computing, vol. 11, no. 11, pp. 5187–5204, 2020.

[19] R. Storn and K. Price, “Differential evolution–a simple and
efficient heuristic for global optimization over continuous
spaces,” Journal of Global Optimization, vol. 11, no. 4,
pp. 341–359, 1997.
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*yroid nodule is a clinical disorder with a high incidence rate, with large number of cases being detected every year globally. Early
analysis of a benign or malignant thyroid nodule using ultrasound imaging is of great importance in the diagnosis of thyroid
cancer. Although the b-mode ultrasound can be used to find the presence of a nodule in the thyroid, there is no existingmethod for
an accurate and automatic diagnosis of the ultrasound image. In this pursuit, the present study envisaged the development of an
ultrasound diagnosis method for the accurate and efficient identification of thyroid nodules, based on transfer learning and deep
convolutional neural network. Initially, the Total Variation- (TV-) based self-adaptive image restoration method was adopted to
preprocess the thyroid ultrasound image and remove the boarder and marks. With data augmentation as a training set, transfer
learning with the trained GoogLeNet convolutional neural network was performed to extract image features. Finally, joint training
and secondary transfer learning were performed to improve the classification accuracy, based on the thyroid images from open
source data sets and the thyroid images collected from local hospitals. *e GoogLeNet model was established for the experiments
on thyroid ultrasound image data sets. Compared with the network established with LeNet5, VGG16, GoogLeNet, and GoogLeNet
(Improved), the results showed that using GoogLeNet (Improved) model enhanced the accuracy for the nodule classification.*e
joint training of different data sets and the secondary transfer learning further improved its accuracy. *e results of experiments
on the medical image data sets of various types of diseased and normal thyroids showed that the accuracy rate of classification and
diagnosis of this method was 96.04%, with a significant clinical application value.

1. Introduction

In recent years, the incidence of thyroid cancer has con-
tinued to rise. As a malignant tumor of the head and neck, it
continues to threaten people’s health [1]. It is reported that,
in the United States, thyroid carcinoma is expected to be the
third disease threat among women, with approximately 37
cases per 100,000 people [2]. *e thyroid nodule is a
symptom of thyroid-related disease. *e nodule may be
caused by the growth of thyroid cells or thyroid cyst. *e
thyroid tissues around the scattered lesion of thyroid nodule

can be clearly distinguished through images [3, 4]. If the
benign and malignant nodules can be judged earlier, even
malignant nodules can be cured. In addition, the accurate
distinguishing methods can provide an effective basis for the
proper subsequent clinical treatments. Besides, the accurate
diagnosis earlier can also reduce the medical risk to be
suffered by patients and a large amount of health care costs
caused by acupuncture detection.

Currently, there are two major methods for examining
the nature of thyroid nodules: ultrasound image analysis
and computer tomography imaging analysis. Between
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them, ultrasound imaging is cheap and common in
hospital. *is is why the ultrasound image analysis is more
common. However, in the ultrasound image, the malig-
nant thyroid nodule with prominent histopathological
components and blurred boundaries usually adhere to
other tissues, difficult to distinguish the morphology. *is
requires an efficient image classification method to im-
prove accuracy and reduce the misdiagnosis rate. In the
past studies, radiographers have summarized thyroid
nodules ultrasonographic features images according to
their characteristics, which function as signs of cancer.
However, thyroid nodules diagnosis relying on these
characteristics is time-consuming and poorly robust. To
this end, the accurate computer aided diagnosis system
based on ultrasound images is still to be judged by doctors.
A fully automatic computer aided diagnosis system
consists of image preprocessing, such as denoising, ROI
extraction, and classification. Nowadays, most researches
mainly focus on image denoising and ROI extraction. At
present, it is still difficult to judge by ultrasonic images
alone. *e low quality and noise pollution of the ultra-
sound image makes it extremely challenging to classify it.
Tsantis et al. [5] proposed an SVM classifier to divide
thyroid nodules into high-risk and low-risk malignant
tumors. Ma et al. [6] present a noninvasive and automatic
approach for differentiating benign and malignant thyroid
nodules based on support vector machines (SVM).
Acharya et al. [7] proposed a wavelet transform filter to
classify it. Shukla et al. [8] utilize artificial neural network
dealing with thyroid disease. Prochazka et al. [9] proposed
a dual threshold binary decomposition method to classify
it.

Rapid progress in the automatic classification of medical
image data is also made by this method. *andiackal et al.
[10] identified skin lesions through some pretrained classical
classification networks. Convolutional Neural Network
(CNN) models are a type of deep learning architecture
introduced to achieve the correct classification of breast
cancer [11]. It proposed an in-depth model that uses limited
chest CT data to distinguish malignant nodules and benign
nodules [12–15]. It proposed a classification algorithm for
thyroid nodule ultrasound images based on DCNN [16].
Nevertheless, these methods are defective in the following
aspects at present:

Needless to say, transfer learning has played an im-
portant role in ultrasound imaging diagnosis of thyroid
cancer. However, few-shot learning is the challenging
problem ofmaking predictions based on a limited number of
samples [17–20]. Also, data labelling is a task that requires a
lot of manual work [21–23]. Finally, the inappropriate model
and imbalanced training data are difficult to get better
classification accuracy [24–30].

*erefore, in view of the above problems, this paper
discusses and does the following work:

In response to the abovementioned few-shot learning, in
this paper, a TV model is introduced for the automated
preprocessing of original data collected by various institu-
tions. Some image marks made by doctors also need to be
removed. *e original image is then expanded by data

augmentation for the purpose of supplementing inadequate
training samples. Also, in response to what is mentioned
above to select suitable learning transfer model, the Goo-
gLeNet model was established for the experiments on
thyroid ultrasound image data sets. *e results showed that
the model enhanced the accuracy for the nodule classifi-
cation. Finally, in response to the above imbalanced training
data problem, this paper puts forward the secondary transfer
learning conducted on public thyroid database and the
actual data sets collected by hospitals, which improves the
classification accuracy.

*e structure of this paper is presented as follows. In
Section 1, the writing motivation is given, and the relevant
literature has been examined. Section 2 provides the tra-
ditional CNN structure and describes the Tv-Based Image
Restoration. Section 3 describes the network structure of the
proposedmethods based on GoogLeNet. Section 4 shows the
experimental results, including the application of the pro-
posed method for diagnosis of thyroid cancer. *e research
results are summarized in Section 5.

2. Related Work

2.1. Abbreviations and Acronyms. *is kind of network
structure is usually called CNN, local connection, weight
sharing, and other characteristics of feed-forward neural
network [31]. It then inputs the extracted features into the
fully connected network; thereby, the parameters are to be
optimized. In their research, Moon et al. used ultrasound
images for cancer diagnosis. *e difference from the pre-
vious method is that they use a variety of data sets and
combine different CNN algorithms for fusion diagnosis. It
was found that the accuracy rates of different data sets were
91.1% and 94.62%, respectively [32]. Kim et al. used deep
learning methods for intelligent diagnosis of breast ultra-
sound images. By calculating different performance stan-
dards, the AUC value was 89% [33]. *ere are also some
methods that use a three-dimensional convolutional neural
network structure. *rough experiments, different perfor-
mance standards have been found, and the accuracy rate can
reach 96.7%.

It is an effective method to extract image features. *e
image input to the convolutional layer. In this layer, it can
perform feature extraction tasks. Each feature can be
extracted from each feature map through the convolutional
layer. *e weight is updated through continuous backward
propagation during the training. *e computing formula of
the convolution layer is

Xj � f 
i

xikij + b⎛⎝ ⎞⎠, (1)

where Xj is the output neuron cell, xi is the input signal of
each network cell, f is the activation function, Kij is the
convolution kernel, and b is the offset.

After the features are extracted through the convolution
layer, the output feature map reaches the pooling layer for
feature selection and information screening. *e pooling
formula is shown in the following equation:
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Xj � f βjL xj  + b , (2)

where βj is the weight coefficient and L is the sampling
function [34–36].

After pooling, the data is input to the fully connected
layer that is equivalent to the traditional forward neural
propagation. *e connected end of convolutional neural
only transmits signals to other fully connected layers. *e
traditional CNN Structure is shown in Figure 1.

In the traditional CNN structure, the forward propa-
gation is adopted to build the network structure, and the
backward propagation is adopted to train the network pa-
rameters. *e loss function, learning rate, and moving av-
erage are used for network optimization. Regularization and
cross entropy are the loss functions in CNN. *e cross
entropy formula is shown as

H � −  y∗ log y′, (3)

where y is the standard answer and y′ is the predicted value.
*e exponential decay learning rate is adopted, i.e., the
magnitude of each parameter update. *e formula of pa-
rameter update is given by

wn+1 � wn − r∗f′, (4)

where r is the learning rate and f′ is the gradient of the loss
function.

2.2. TV-Based Image Restoration. *e data sets collected for
this experiment were few and needed to be augmented. In
the present study, the data set was augmented only by ro-
tation and translation.

*e current data contained manual marks, as shown in
Figures 2(a) and 2(c). Manual marks mainly refer to the
marks made by the professionals on the lesion area in the
ultrasound image, which destroy the part of the texture and
affect the accuracy and integrity of the image of the area to be
analyzed. *is also impacts the subsequent training.
*erefore, restoring the image was essential. In 2002, Shen
et al. [37] extended the TV model to image inpainting and
proposed an image inpainting method based on the TV
model. *e Total Variation- (TV-) based self-adaptive image
restoration was adopted for images to estimate the value
after pixel restoration:

G
(n)
O � 

p∈A
H

(n−1)
Op G

(n−1)
p + H

(n−1)
OO G

0
O, (5)

where GO represents the pixel of the current point O to be
restored, Gp represents the pixel of neighboring points of the
current point O at four directions,
HOp(P ∈ A, A � N, S, W, E{ }), and HOO is the weight coef-
ficient, which was mainly determined by Wp. It is defined in

Wp �
1

���������
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where ∇gp is the divergence;
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, (7)

where GW, GNW, and GSW are the pixels of the left neigh-
boring point, the upper left neighboring point, and the lower
left neighboring point of the current pixel; λ(O) is the
parameter of λ at point O.

Finally, as shown in Figure 2, the image was well restored
to an extent that its texture was similar to the surrounding
texture. *e same method was applied to restore the pixel of
Figures 2(a) and 2(c), from which Figures 2(b) and 2(d) were
obtained.

3. Proposed Methods

3.1. Proposed Network Structure. *e CNN model of Goo-
gLeNet was established to realize the diagnosis of thyroid
classification. *e process is shown in Figure 3. Initially, the
TV-based preprocessing was performed for the thyroid
nodule image. Subsequently, the training of CNNmodel was
conducted to extract the features of images of various sizes.
*ereafter, the transfer learning was implemented based on
the open source database and the database actually collected.
*e features were integrated, and the dual-softmax assisted
forward propagation was conducted. In the end, a softmax
classifier was adopted to classify features. *e diagnosis of
thyroid classification was thus completed.

3.2. GoogLeNet CNN Structure. GoogLeNet adopts the
structure of the inception proposed in the Going Deeper
with Convolutions [38]. Generally, a CNN structure just
simply augments the network, with two disadvantages,
namely, overfitting and increase in the computation amount.
Generally, the network depth and width can be increased by
reducing the parameters, while the reduction of parameters
turns the full connection to a sparse connection. For the
dense matrix optimization mode, the computation amount
does not have a qualitative improvement with this kind of
change. *e inception structure has a sparse structure and
high computing performance. *e inception structure is
shown in Figure 4.
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*e use of various scale convolution kernels can get
various sizes receptive fields. *e final stitching refers to the
integration of various scales. Different kernel sizes were set
for alignment, such as 1∗ 1, 3∗ 3. Also, the convolution
stride� 1 and the pad� 0, 1, 2, respectively, which was di-
rectly stitched together later. However, as the use of 5× 5
convolution kernel still generated a large amount of com-
putation, hence, the 1∗ 1 convolution kernel was utilized to
reduce the dimension. *e specifically improved inception
structure is shown in Figure 5.

3.3. Improved GoogLeNet Structure. *e GoogLeNet net-
work model is stacked based on the Inception module.
Being a network with a relatively large given depth, there is
a problem with the backward propagation of effective
communication gradient through all layers. For this task,
the performance of the shallower network shows that the
features generated by the intermediate layer of the network
should be very discernible. *e discriminative ability of
classifiers at low stages can be expected to add complex
classifiers. It is considered as a method that overcomes the
problem of vanishing gradient. It can adopt the forms of
small CNN that are placed above the output of the in-
ception module. *ese auxiliary networks are discarded in

case of inference. *e subsequent control experiment re-
sults show that the influence of the complex networks is
almost the same. One of them is adequate to achieve the
same effect.

Dropout determined what percentage of fully con-
nected nodes was shut off for a training cycle. Dropout
improved the model generalizability by preventing nodes
from overlearning the training data. *e average pooling
was finally adopted for the network to replace the fully
connected layer. Furthermore, in order to prevent the
gradient from vanishing, the network was provided with
two additional softmax for the forward propagation gra-
dient. *e structure of inception is shown in Figure 1. *e
computation was performed after the number of channels
was reduced through the 1 × 1 convolution to aggregate the
information, effectively making use of computing power.
*e integration of multidimensional features by combining
the convolution and pooling of different scales also con-
tributed to a better effect in terms of recognition and
classification. By changing the computing power from
being deep to being wide, it avoided the problem of dis-
persion of the training gradient. *e global average pooling
adopted by GoogleNet solved the typical problem of the
complicated and weakly generalized parameters of tradi-
tional CNN network.

Input Pretreatment

Focus

Inception Structure

Different scale feature training

1×1con
1×1 con

1×1 con3×3 con

3×3 con

Fusion feature

D-Softmax Benign
Malignant

Figure 3: Proposed network model.
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Figure 1: Traditional CNN structure.
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Figure 2: TV-based image restoration.
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4. Experiments

4.1. SelectedData Sets andEvaluation Indicators. We verified
through a lot of experiments that the accuracy for predicting
the morphological classification of candidate star clusters
depended on the following characteristics of the training
sample:

(i) Origin of classifications: Primary classification or
the mode of two classifiers is shown in Table 1;

(ii) Size of images used for training: 240p∗ 240p;
(iii) Using a random selection of 80 percent of the

samples described in Table 1 separately, and the
remaining 20 percent was reserved for validation.

*e thyroid nodule ultrasound image data used was
obtained from the hospitals. After the data augmentation,
there were 2,763 images of malignant cases and 541 images
of benign cases, with a total of 3,304 images. All images were
cropped into a size of 240∗ 240. *e images were extracted
from the thyroid ultrasound video sequence by the ultra-
sonic apparatus, at a frequency of 12MHz. *e TI-RADS
score was given by a professional physician after the image
diagnosis. 3,123 images of cases were used for the training of
improved models. 541 images, as a test data set, were then
randomly divided into 5 groups to test the above three
models. Each of the benign andmalignant samples is divided
into a verification set, test set, and training set. *e specific
classification scheme is shown in Table 1. *e overall
condition is shown in Table 1 below.

4.2. Comparative Analysis of Experimental Results. *e
comparison of accuracy is important for different models.
Table 2 shows that our mean (Improved Inception) was

improved in terms of accuracy than the common Goo-
gLeNet model, and it exhibited the highest accuracy rate in
determining whether a thyroid nodule changed
pathologically.

*e confusion matrix and performance standards ob-
tained in LeNet5, VGG16, GoogLeNet, and GoogLeNet
(improved) models are shown in Figure 6.

*e LeNet5 architecture correctly predicted 860 out of
1000 images and incorrectly predicted 140. *e VGG16
architecture correctly predicted 920 out of 1000 images and
incorrectly predicted 80. Although the GoogLeNet archi-
tecture correctly predicted 960 of the 1,000 pictures, it in-
correctly predicted 40 of them. *e most successful class of
the GoogLeNet (improved) architecture is the ordinary class.
*e GoogLeNet (improved) architecture correctly predicted
970 out of 1000 images and incorrectly predicted 30.

True Positive Rate (TPR) is shown on the vertical axis of
Figure 6, and False Positive Rate (FPR) is shown on the
horizontal axis of Figure 6. *e entire graph is also called the
ROC curve. Figure 6 shows the result of classification ac-
curacy percentage of our proposed algorithm as 96.65%,
97.81%, 97.32%, 95.97%, and 0.97%, respectively.

*e loss values of different CNN models are shown in
Table 3, and the GoogLeNet (Improved Inception) model
was relatively minimal. *e change in the trend in

Filter concatenation

Previous layer

1∗1 convolutions 3∗3 convolutions 5∗5 convolutions 3∗3 max pooling

Figure 4: Inception module.
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1∗1 convolutions
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7∗7 convolutions 1∗1 convolutions
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Figure 5: Improved inception module.

Table 1: Distribution of samples in training and validation of
database 1.

Malignant Benign Normal Total samples
Training 2210 433 500 3143
Validating 553 108 500 1161
Testing 50 20 500 570
Total samples 2813 561 1500 4874
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continuous iteration is shown in Figure 7. Table 4 shows the
results of the time consumed by the different models to
diagnose the same test image.

As shown in Table 5, the LeNet5 model exhibited a
shortest time to diagnose the thyroid ultrasound image, and
the GoogLeNet model exhibited the second shortest.

4.3. Joint Training and Secondary Transfer Learning. In
GoogLeNet, the transfer is from the MINIST data set to the
thyroid image. Generally, it is believed that the transfer effect
is worse than that of the two similar data sets, when the two
data sets have a great difference. MINIST, as a natural image,
greatly differs from the medical image. *erefore, the joint
data training was conducted herein, based on the public

database, and it was provided by the cooperative organi-
zation of this paper. Because of the lack of samples, the joint
database was deemed as a whole in the training, which
further expanded the overall database.

In transfer learning, the database of small samples was used
as the aiming field, and a great quantity ofmarked database was
used as the source domain. In the previous experiments, 2,210
images of malignant and 553 images of benign cases, a total of
3,374 images, were collected from hospitals.

4.4. Analysis of Experimental Results. Table 4 shows the
difference in the performance between the secondary
transfer learning and the primary transfer, the data joint
training, and the VGG16-based system. *e results showed

Table 2: Classification of testing samples by different models.

Sample no LeNet5 VGG16 GoogLeNet GoogLeNet (improved inception)
1 0.5427 0.3326 0.2907 0.2876
2 0.8965 0.5024 0.5041 0.4992
3 0.7129 0.5598 0.3716 0.3218
4 0.6872 0.4901 0.3524 0.3412
5 0.7428 0.4983 0.4033 0.3916
Average 0.7164 0.4766 0.3844 0.3683
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Figure 6: Confusion matrices obtained in the Softmax classifier (1 is benign, 2 is malignant, and 3 is normal).

Table 3: Loss values of different CNN models.

Sample no LeNet5 VGG16 GoogLeNet GoogLeNet (improved inception)
1 87.29 93.02 96.31 96.65
2 84.68 91.31 95.83 97.81
3 85.03 90.98 96.47 97.32
4 86.39 92.17 95.96 95.97
5 85.42 91.54 95.63 97.12
Average 85.76 91.80 96.04 96.97
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that, for small medical data sets, the secondary transfer
significantly improved the system performance. Figure 8
shows the comparison of system transfer and non-transfer
learning based on LeNet5, VGG16, Inception V3.

With α� 0.05, the p value of the VGG16 model is less
than 0.001, and the t value� −28.71. Because the p value is

less than α, there is enough evidence to reject these invalid
hypotheses. *e p value of the LeNet model is 0.05 and the t
value� −1.66, which shows that there is not enough evidence
to reject the null hypothesis α� 0.05. However, between
LeNet and VGG16, the average value of VGG16 is higher,
and the average value of the other two groups of GoogleNet
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Figure 7: TPR/FPR curves.

Table 4: Comparison of evaluation index obtained by different methods.

Method F1 score Precision Recall Accuracy
Twice transfer learning based on LeNet5 0.9748 0.9678 0.9671 0.9649
Once transfer learning based on LeNet5 0.9584 0.9788 0.9685 0.9635
Twice transfer learning based on VGG16 0.9657 0.9718 0.9781 0.9742
Once transfer learning based on VGG16 0.9604 0.9548 0.9685 0.9692
Twice transfer learning based on inception V3 (our method) 0.9874 0.9842 0.9684 0.9885
Once transfer learning based on inception V3 (our method) 0.9674 0.9747 0.9774 0.9745

Table 5: Time consumed by different CNN models to diagnose thyroid ultrasound images.

Sample no LeNet5 VGG16 GoogLeNet Our method (improved inception)
1 14.65 19.23 15.69 16.70
2 13.97 20.56 16.53 16.87
3 15.56 18.59 17.59 18.47
4 15.55 21.95 18.81 18.91
5 15.13 22.37 17.03 17.05
Average 14.57 20.50 17.09 17.36
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Figure 8: Performance comparison of system transfer and nontransfer learning based on (a) LeNet5, (b) VGG16, and (c) inception V3.
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and GoogleNet (improved) is higher than that of LeNet and
VGG16.

In case of data sets with similar category, the data joint
training also showed a close agreement to the experimental
result of secondary transfer. *e data joint training and
secondary transfer were effective in further improving the
system performance, while introducing the transfer learning.
*is provided a reference for the classification of small data
sets and medical image data sets.

5. Conclusions

In the present study, the thyroid ultrasound image was
preprocessed by the TV-based self-adaptive image restora-
tion method. Subsequently, the CNN model was established
using the corresponding loss function, learning rate, moving
average, and optimization algorithm set for optimization.
*ree improved models, namely, the LeNet5 model, VGG16
model, and GoogLeNet model, were trained to diagnose the
benign and malignant thyroid nodules. *ereafter, the ac-
curacy rate of each model in terms of diagnosing results was
obtained through the tests.

Although all of the three trained models completed the
recognition, to verify the best CNNmodel for diagnosing such
ultrasound images, we collected a large amount of image data
for training and testing. In the comparison studies, it was found
that the GoogLeNet (Improved) exhibited the relatively highest
accuracy rate in determining whether a thyroid nodule
changed pathologically. *e average accuracy rate of the
GoogLeNet model was up to 96.04%; furthermore, GoogLeNet
(Improved) achieves classification accuracy of 97%, with a loss
value of 0.3844. It explains that the GoogLeNet model can
diagnose whether the patient’s thyroid is in diseased state or is
normal. In the end, the data joint training and secondary
transfer learning were performed for the open source data sets,
and the thyroid ultrasound image data was collected from the
hospitals, which further improved the classification accuracy.

In the experiment in this paper, deep learning was applied
to the auxiliary medical diagnosis. Our next step is to gradually
optimize themodel and study the improvement of model, so as
to ensure a high accuracy rate of the results. *e image
classification and diagnosis method based on deep learning will
provide a reference to the doctors to diagnose such diseases,
help them improve diagnosis efficiency and accuracy, im-
mensely save manpower, and provide new concepts for the
ultrasound diagnosis of the thyroid nodules in future.
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Many countries are severely affected by COVID-19, and various casualties have been reported. Most countries have implemented
full and partial lockdowns to control COVID-19. Paramedical employee infections are always a threatening discovery. Front-line
paramedical employees might initially be at risk when observing and treating patients, who can contaminate them through
respiratory secretions. If proper preventive measures are absent, front-line paramedical workers will be in danger of con-
tamination and can become unintentional carriers to patients admitted in the hospital for other illnesses and treatments.
Moreover, every country has limited testing capacity; therefore, a system is required which helps the doctor to directly check and
analyze the patients’ blood structure. )is study proposes a generalized adaptive deep learning model that helps the front-line
paramedical employees to easily detect COVID-19 in different radiology domains. In this work, we designed a model using
convolutional neural network in order to detect COVID-19 from X-ray, Computed Tomography (CT), and Magnetic Resonance
Imaging (MRI) images.)e proposed model has 27 layers (input, convolutional, max-pooling, dropout, flatten, dense, and output
layers), which has been tested and validated on various radiology domains such as X-ray, CT, and MRI. For experiments, we
utilized 70% of the dataset for training and 30% for testing against each dataset. )e weighted average accuracies for the proposed
model are 94%, 85%, and 86% on X-ray, CT, and MRI, respectively. )e experiments show the significance of the model against
state-of-the-art works.

1. Introduction

)e rapid spread of COVID-19 has motivated scientists to
quickly develop countermeasures using technologies such as
cognitive computing, deep learning, artificial intelligence,
machine intelligence, cloud-based collaboration, and wire-
less communication [1].

Cognitive computing simulates human thought pro-
cesses and is extensively used in fields such as finance and
investment, healthcare and veterinary medicine, travel, and
mobile systems [2–4]. )e Internet of things (IoT) is
implemented on interconnected electronic devices with
unique identifiers (UIDs), such as computers, smartphones,
coffeemakers, washing machines, and wearable devices

[5, 6]. )e IoT, along with cloud computing, Artificial In-
telligence (AI), Machine Learning (ML), and deep learning,
could be a powerful tool to combat COVID-19 [7, 8], and 4th
generation (4G) and 5th generation (5G) wireless commu-
nication technologies have the potential to revolutionize
many sectors, including healthcare [9–11]. China has already
used 5G technology to fight the COVID-19 pandemic by
monitoring patients, collecting and analyzing data, and
tracking viruses [1].

Most developing countries utilize wireless technologies,
laboratory-based trails, and radiological investigations in
order to recognize and diagnose COVID-19 [12]. A standard
method is real-time reverse transcription polymerase chain
reaction (qRT-PCR), but false-negative results can occur due
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to asymptomatic patients, and mistakes may also affect its
role in identifying COVID-19 [13, 14]. In the early stages,
imaging technologies such as CT scan, MRI, and X-rays
might play a vital role in detecting COVID-19 patients
[15–17].

Radiology-based chest scanning has been employed to
investigate pneumonia [18]. An artificial intelligence- (AI-)
based tool was developed [19] to automatically detect,
quantify, and monitor COVID-19 and to differentiate af-
fected and normal patients. A deep learning-based approach
[20] was developed to automatically segment the entire lung
with infection sites under a chest CT. Similarly, an early
screening system based on deep learning can discriminate
influenza (viral pneumonia) from vigorous cases and
COVID-19 [21]. A deep learning-based approach can extract
graphical features from CT images of COVID-19 [22]. )ese
features deliver prior medical analysis pathogenic testing
and have been claimed to save crucial time for disease in-
vestigation. However, most consider just one radiology
domain, such as X-ray or CT.

)is work builds a deep learning approach in order to
notice COVID-19 from various radiological input images
such as X-ray, CT, and MRI. )e model is a convolutional
neural network (CNN) whose 27 layers include input,
convolutional, max-pooling, dropout, flatten, dense, and
output.)e input layer accepts input grayscale images of size
128×128 and uses 64 filters of size 3× 3. Ae ReLU activation
function is employed in the input layer and all hidden layers.
Following the max-pooling layer is a dropout layer to avoid
overfitting. )is drops out different neurons in the hidden
layer. )e percentage of neurons to drop should be specified
when using the dropout function. We drop 30%. Next are
two convolutional layers, both with 128 filters of size 3× 3,
then a 2× 2 max-pooling layer, and a dropout layer to drop
30% of neurons. We add three convolutional layers with 256
filters, each with size 3× 3, followed by a max-pooling layer
with the same parameters as the previous pooling layer. We
also drop 30% of the output neurons. We continue increasing
filters in more layers, adding three convolutional layers with
512 filters in each layer, with the same filter size as previous
layers. A max-pooling layer follows this stack of layers, and
30% of the neurons are dropped. Two stacks, the same as
previous layers, are added using the same parameters.

)e rest of the paper is organized as follows. Section 2
summarizes state-of-the-art work in various radiology do-
mains. Section 3 presents the proposed methodology. )e
datasets used in this research are described in Section 4. )e
experimental environment for the proposed approach is
presented in Section 5, and the results are discussed in
Section 6. Section 7 discusses conclusions and directions of
future work.

2. Related Works

Various radiology techniques (e.g., X-ray, CT, and MRI)
have been utilized as imaging modalities in the diagnosis of
COVID-19, and research has proposed the identification of
COVID-19 against different radiology methods, with vari-
ous limitations.

An early-stage screening model [23] could differentiate
COVID-19 patients from normal humans by employing
deep learning techniques under pulmonary CT images, with
86.7% accuracy against 618 CT samples. However, the
segmentation model employed before feeding it to the
learning model could lose some important features and
cause misclassification, and only limited radiology images
were employed in experiments. An automatic deep CNN
system [18] was based on pretrained models under chest
X-ray images. )is heuristic model utilized limited X-ray
images in a controlled domain.

An integrated technique based on an artificial neural
network and convolutional CapsNet [24] was developed to
identify COVID-19 against chest X-ray images with pill
networks. )e performance was assessed with binary and
multiclass classifications such as infected, normal, and
pneumonia, indicating a 97% recognition rate on binary
classification and 84% on multiclass classification.)ere was
no rule to find the structure of the artificial neural network,
which had no specific scheme to define the structure of
neurons, which could be achieved by experience or trial-
and-error [25]. When training of the neural network was
completed, the network was reduced to a specific value of
error on image samples; hence, it provided no optimum
outcomes [25].

Some recent systems [18, 26–28] have utilized deep
learning and artificial intelligence to identify COVID-19, but
only on X-ray images. Similarly, a commercial platform was
used to classify infected patients and normal humans [29],
with limited contribution from the authors, who utilized only
X-rays in experiments. Deep learning and CNN were used to
classify positive patients with coronavirus and healthy pa-
tients [30]. A very small dataset of X-ray images was used,
which might not be applicable in naturalistic domains.

An automated method [31] was proposed to detect
COVID-19-positive patients from normal humans,
employing a deep learning-based network coupled with
gradient-weighted class activation mapping (Grad-CAM)
for feature extraction under CT scan images. However,
Grad-CAM-based methods require modification of the
network architecture, which could degrade accuracy;
computational Grad-CAM is expensive [32]; and a non-
standard dataset was utilized. A deep CNN, called decom-
pose, transfer, and compose (DeTraC), was used with
principal component analysis (PCA) as a feature dimension
reduction method to identify coronavirus against chest
X-ray images [33]. However, PCA is problematic in the
precise assessment of the covariance matrix [34]. Moreover,
even modest invariance might not be taken by PCA unless
the training data openly deliver this evidence [35]. A deep
learning-based system to identify COVID-19 from normal
humans had a recognition rate of up to 100% [36], which is
not realistic. Only one radiology (X-ray) image was utilized.
Similarly, a system was proposed to classify infected, normal,
and pneumonia cases with significant accuracy [37], and a
deep CNN-based system was proposed to identify patients
with coronavirus and normal humans [38]. However, both
systems utilized limited X-ray images and used one radi-
ology images.
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We develop a deep learning model to accurately cate-
gorize the infected patients with COVID-19 and normal
humans. )e model employs radiology input images such as
X-ray, CT, and MRI, through which we can prove the ro-
bustness of the model, which is based on 27 layers of a CNN,
including input, convolutional, max-pooling, dropout,
flatten, dense, and output layers, and shows significant
performance on various radiology images such as X-ray, CT
scan, and MRI, compared to state-of-the-art methods.

3. Materials and Methods

We describe the proposed deep learning-based approach,
whose flowchart against X-ray images is shown in Figure 1.

)e model is based on a Convolutional Neural Network
(CNN) with 27 layers. )e input layer accepts a grayscale
image of size 128×128 and uses 64 filters of size 3× 3. A
rectified linear unit (ReLU) activation function is used in the
input layer and all hidden layers, where ReLU is defined by
the relation R(z)�max(0, z), as shown in Figure 2.

)e ReLU activation function omits negative pixels in
the input image. )e second layer is a convolutional layer
that has 64 filters of size 3× 3. Next is a max-pooling layer
that takes the maximum value for each patch of the feature
map, with pool size and stride both 2× 2.

Next is a dropout layer to avoid overfitting by dropping
out different neurons in hidden layers. We drop 30% of the
neurons to reduce overfitting. )e dropout technique is
shown in Figure 3.

)e output of the previous layer is flattened to convert a
matrix to a single layer. For instance, an output shape of (1,
128, 18) is flattened to (1, 16384).)en, two dense layers with
4096 units each are added. An ReLU activation function is
used in both layers.)e last layer is the output layer with two
neurons, which is the number of classes (COVID-19 positive
and COVID-19 negative). A soft-max activation function
normalizes the input vector from the previous layer of real
numbers to a probability distribution

σ(Z)
e

zj


K
j�1 e

zj
, for i � 1, . . . , K andZ � z1, . . . , zk(  ∈ R

K
.

(1)

)e proposed approach is described in Figure 4.

4. Datasets Used

We utilized the following datasets to show the efficacy of the
developed approach.

4.1. X-Ray Image Dataset. We utilized a radiology dataset
with 270 X-ray images from males and females of age 20–55
years, collected from various open sources (used to diagnose
coronavirus). During implementation, we regularly updated
the dataset to incorporate the latest complex chest X-ray
images. )e dataset was thoroughly checked by medical
experts (physicians). We did not provide metadata for pa-
tients. Images were converted to a vector with dimensions
1× 6400 by decreasing the dimension of every input image to

80× 80. To avoid imbalance, we utilized 135 normal patients’
images and 135 COVID-19-positive images. )e dataset was
collected over a period of 3 months (June to August 2020).

4.2. Computed Tomography (CT) Scan Image Dataset. )e
CT image dataset contained 270 chest CT images. )e
dataset was built from open sources commonly used to
diagnose COVID-19.)e dataset incorporated new complex
CTscan images that were systematically checked by doctors.
)e images were from males and females of age 35 to 55
years. For experiments, images in this dataset were trans-
formed to a vector with dimensions 1× 6400 by decreasing
the dimension of every input image to 80× 80. To avoid
imbalance, we utilized images of 135 normal patients and
135 images from COVID-19-positive patients. )e dataset
was collected over 3 months (June to August 2020).

4.3. Magnetic Resonance Imaging (MRI) Image Dataset.
Another type of radiology dataset was of MRI scans, which
generate two types of images. T1-weighted images highlight
(brighten) lipids and fats by a radio-frequency pulse se-
quence, and T2-weighted images highlight also water. So, the
timing of the radiofrequency pulse sequence highlights the
target tissues. We included 270 MRI images of males and
females of age 35 to 60 years. )ese were confirmed cases of
COVID-19. We added controls with approximately similar
ages and genders but without COVID-19. All images were
converted to a vector of dimension 1× 6400 by decreasing
the dimension of every input image to 80× 80. To avoid
imbalance, we utilized 135 images of normal patients and
135 COVID-19-positive images. )e dataset was collected
over 3 months (June to August 2020).

5. Experimental Setup

We performedmany experiments to show the significance of
the proposed model against each dataset; these were divided
into 70% for training and 30% for testing for all tested al-
gorithms. )e same model architecture was used for each
dataset, with different hyperparameters.

All experiments were performed using Python, Ten-
sorFlow, and Google Colab (for training) on an Intel
Pentium Core i7-6700 (3.4GHz) with 16GB RAM. Ex-
periments are described as follows:

(i) )e first experiment assessed the proposed model
against chest X-ray, CT scan, and MRI datasets
through an average cross-validation scheme.

(ii) )e second experiment included a set of sub-
experiments performed under the absence of the
developed approach against all three datasets. We
utilized logistic regression, support vector machine,
random forest, k-nearest neighbor, artificial neural
network, Naive Bayes, decision tree, passive ag-
gressive classifier, multilayer perceptron, and extra
tree classifiers.

(iii) )e third experiment compared the proposed
technique to the state of the art.
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6. Results and Discussion

6.1. First Experiment. )e results of the first experiment are
shown in Table 1.

As can be seen from Table 1, the model got significant
accuracy among state of the art. It trained in different datasets
with different hyperparameters using same structure of the
model. )at indicates that the structure of the model is sig-
nificant. Also, the model was compared with different machine

learning algorithms to show the difference in accuracy between
deep learning and regular machine learning algorithms.

6.2. Second Experiment. )e results of the second experi-
ment are presented in Tables 2–11.

We observe from Tables 2–11 that all of the existing
classifiers did not achieve better accuracy against the three
datasets. )is is because most of the medical images are
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Figure 1: Flow diagram of the proposed approach against X-ray images.
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sensitive to noise and other environmental factors. )e pro-
posed approach can achieve significant accuracy under the
presence of noise and other environmental factors, as shown in
Table 1.

6.3.5irdExperiment. )e recognition rates of the proposed
model and other models are shown in Tables 12–14, which
present that the proposed model achieved higher accuracy
on all three datasets.

As illustrated in Tables 12–14, the proposed approach
achieved higher accuracy than other recent works under all
the three radiology datasets.

6.4. Discussion. COVID-19 has affected millions of people
around the world. )e early detection of COVID-19 could
help in stopping the spread. One of the most effective de-
tections is screening the infected patients. Deep learning
plays an affective role in this detection, and it is more

Layer (type) Output Shape Param #

conv2d (Conv2D)

conv2d_1 (Conv2D)

conv2d_2 (Conv2D)

conv2d_3 (Conv2D)

conv2d_4 (Conv2D)

conv2d_5 (Conv2D)

conv2d_6 (Conv2D)

dropout_2 (Dropout)

dropout_1 (Dropout)

dropout (Dropout)

max_pooling2d (MaxPooling2D)

max_pooling2d_1 (MaxPooling2)

max_pooling2d_2 (MaxPooling2)

(None, 128, 128, 64)

(None, 128, 128, 64)

(None, 64, 64, 128)

(None, 64, 64, 128)

(None, 32, 32, 256)

(None, 32, 32, 256)

(None, 32, 32, 256)

(None, 16, 16, 256)

(None, 32, 32, 128)

(None, 64, 64, 64)

(None, 64, 64, 64)

(None, 32, 32, 128)

(None, 16, 16, 256)

640

36928

73856

147584

295168

590080

590080

0

0

0

0

0

0

(a)

conv2d_7 (Conv2D) (None, 16, 16, 512) 1180160

conv2d_8 (Conv2D) (None, 16, 16, 512) 2359808

conv2d_9 (Conv2D) (None, 16, 16, 512) 2359808

max_pooling2d_3 (MaxPooling2 (None, 8, 8, 512) 0

dropout_3 (Dropout) (None, 8, 8, 512) 0

conv2d_10 (Conv2D) (None, 8, 8, 512) 2359808

conv2d_11 (Conv2D) (None, 8, 8, 512) 2359808

conv2d_12 (Conv2D) (None, 8, 8, 512) 2359808

max_pooling2d_4 (MaxPooling2 (None, 4, 4, 512) 0

dropout_4 (Dropout) (None, 4, 4, 512) 0

flatten (Flatten) (None, 8192) 0

dense (Dense) (None, 4096) 33558528

dense_1 (Dense) (None, 4096) 16781312

dense_2 (Dense)

Total params: 65,061,570
Trainable params: 65,061,570
Non-trainable params: 0

(None, 2) 8194

(b)

Figure 4: (a), (b) )e workflow of the proposed model.

Table 1: Recognition rates of the proposed approach against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 94%
Misclassified 6%

CT scan Classified 85%
Misclassified 15%

MRI Classified 86%
Misclassified 16%

Table 2: Recognition rates of logistic regression (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 73%
Misclassified 27%

CT scan Classified 65%
Misclassified 35%

MRI Classified 74%
Misclassified 26%
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Table 3: Recognition rates of support vector machine (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 75%
Misclassified 25%

CT scan Classified 51%
Misclassified 49%

MRI Classified 78%
Misclassified 22%

Table 5: Recognition rates of k-nearest neighbor (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 79%
Misclassified 21%

CT scan Classified 69%
Misclassified 31%

MRI Classified 81%
Misclassified 19%

Table 6: Recognition rates of support vector machine (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 72%
Misclassified 28%

CT scan Classified 66%
Misclassified 34%

MRI Classified 79%
Misclassified 21%

Table 7: Recognition rates of Näıve Bayes (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 80%
Misclassified 20%

CT scan Classified 58%
Misclassified 42%

MRI Classified 77%
Misclassified 23%

Table 4: Recognition rates of random forest (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 79%
Misclassified 21%

CT scan Classified 74%
Misclassified 26%

MRI Classified 77%
Misclassified 23%

Table 8: Recognition rates of decision tree (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 72%
Misclassified 28%

CT scan Classified 65%
Misclassified 35%

MRI Classified 77%
Misclassified 23%
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accurate. )ere are many studies implemented in to detect
COVID-19 using deep learning. In this research, we have
used a deep learning neural network (convolutional neural
network) to detect COVID-19 from different radiologists.
Our model results are comparable to the state of the art

because we have built a robust model. What made our model
a comparable result is that we build themodel using different
layers (27 layers), adjusting hyperparameters, using effective
percentage in dropout, size of the filters in convolutional and
pool layers, and using a suitable way in preprocessing. )ese

Table 9: Recognition rates of passive aggressive classifier (under the absence of the proposed approach) against X-ray, CT, andMRI datasets.

Datasets Recognition rates

X-ray Classified 65%
Misclassified 35%

CT scan Classified 71%
Misclassified 29%

MRI Classified 70%
Misclassified 30%

Table 10: Recognition rates of multilayer perceptron (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 60%
Misclassified 40%

CT scan Classified 66%
Misclassified 34%

MRI Classified 47%
Misclassified 53%

Table 11: Recognition rates of extra tree classifier (under the absence of the proposed approach) against X-ray, CT, and MRI datasets.

Datasets Recognition rates

X-ray Classified 81%
Misclassified 19%

CT scan Classified 79%
Misclassified 21%

MRI Classified 79%
Misclassified 21%

Table 12: )e comparison of the proposed approach along with the state-of-the-art methods on the X-ray dataset (unit: %).

State of the art Weighted average recognition rates Standard deviation
[28] 89.6 ±2.9
[30] 83.5 ±3.7
[41] 80.3 ±2.6
[42] 85.4 ±1.2
[43] 79.8 ±3.8
[44] 89.3 ±2.3
[45] 91.5 ±1.9
[46] 90.5 ±2.7
Proposed model 94.0 ±3.5

Table 13: )e comparison of the proposed approach along with the state-of-the-art methods on the CT scan dataset (unit: %).

State of the art Weighted average recognition rates Standard deviation
[28] 82.3 ±1.7
[47] 75.2 ±1.9
[48] 84.7 ±2.1
[49] 82.4 ±2.5
[50] 83.4 ±1.2
[51] 79.2 ±3.6
Proposed model 85.0 ±3.5
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layers include input, convolutional, max-pooling, dropout,
flatten, dense, and output. )e input layer accepts input
grayscale images of size 128×128 and uses 64 filters of size
3× 3. An ReLU activation function is used in the input layer
and all hidden layers. Following the max-pooling layer is a
dropout layer to avoid overfitting. )is drops out different
neurons in the hidden layer. )e percentage of neurons to
drop should be specified when using the dropout function.
We drop 30%. Next are two convolutional layers, both with
128 filters of size 3× 3, then a 2× 2 max-pooling layer, and a
dropout layer to drop 30% of neurons. We add three
convolutional layers with 256 filters, each with size 3× 3, and
then a max-pooling layer with the same parameters as the
previous pooling layer. We also drop 30% of the output
neurons. We continue increasing filters in more layers,
adding three convolutional layers with 512 filters in each
layer, with the same filter size as previous layers. A max-
pooling layer follows this stack of layers, and 30% of the
neurons are dropped. Two stacks, the same as previous
layers, are added using the same parameters. Moreover, the
model got significant accuracy among the state of the art. It
trained in different datasets with different hyperparameters
using same structure of the model. )at indicates that the
structure of the model is significant. Also, the model was
compared with different machine learning techniques to
show the difference in accuracy between deep learning and
regular machine learning algorithms.

7. Conclusions

We developed a model to efficiently detect COVID-19 from
different radiology techniques and showed its robustness on
X-ray, CT, and MRI datasets. We used a CNN to build the
deep learning model, which gives adequate image classifi-
cation. To show the performance of the proposed model,
many experiments were performed against each dataset. In
the first experiment, we built a model using a CNN with
different layers and trained it on the first dataset, and the same
model constructor was used to train the other datasets. For
each dataset, we adjusted the hyperparameters for the model
to get a robust model. In the second experiment, we utilized
different machine learning algorithms on each dataset (in the
absence of the proposed model). )is demonstrated the
importance and significance of the proposed model. Re-
gardless of the lack of instances in a dataset, our model had

high classification accuracy for COVID-19. Finally, the
classification rates of our technique were compared to those of
the previous work, and the developed approach presented the
best performance on various radiology datasets.

)e proposed system was tested and validated in a
controlled environment. In future research, we will deploy
the system in real healthcare systems in which COVID-19 is
easily detected from real images.
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Dictionaries not only are the source of getting meanings of the word but also serve the purpose of comprehending the context in
which the words are used. For such purpose, we see a small sentence as an example for the very word in comprehensive book-
dictionaries and more recently in online dictionaries. *e lexicographers perform a very meticulous activity for the elicitation of
Good Dictionary EXamples (GDEX)—a sentence that is best fit in a dictionary for the word’s definition. *e rules for the
elicitation of GDEX are very strenuous and require a lot of time for committing the manual process. In this regard, this paper
focuses on two major tasks, i.e., the development of labelled corpora for top 3K English words through the usage of distant
supervision approach and devising a state-of-the-art artificial intelligence-based automated procedure for discriminating Good
Dictionary EXamples from the bad ones.*e proposed methodology involves a suite of five machine learning (ML) and five word
embedding-based deep learning (DL) architectures. A thorough analysis of the results shows that GDEX elicitation can be done by
both ML and DL models; however, DL-based models show a trivial improvement of 3.5% over the conventional ML models. We
find that the random forests with parts-of-speech information and word2vec-based bidirectional LSTM are the most optimal ML
and DL combinations for automated GDEX elicitation; on the test set, these models, respectively, secured a balanced accuracy of
73% and 77%.

1. Introduction

*e comprehensive dictionary of any language provides the
meaning of a word; at the same time, we find the correct
usage of that word with an example of a sentence. *us,
when we can think of a word, a suite of multiple sentences
can be set as examples to define it. All of these examples can
be accurate w.r.t grammatical structure, the metaphor it
delivers, and the context it is used into. In practice, with the
corpus of these many (hundreds of thousands of) sentences

against a single word, the lexicographers, under the activity
of considering Good Dictionary EXamples (GDEX), try to
elicit one particular sentence which best defines the very
word on the qualitative grounds of being typical, infor-
mative, and highly readable [1, 2].*ere are certain rules that
the lexicographers have to take care of during the elicitation
process. On these rules, for example, Kilgarriff et al. [2] have
maintained that a good sentence is one—in an adequate
length of 10–25 words, two—comprised of words that are in
the top 17,000, three—consisting of target collocation in the
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main clause, four—not engaging pronouns and anaphors,
five—provides a context, and et cetera. Overall, the activity is
quite dawdling and sometimes it is converged into a
compromising scenario when a good sentence is not good
enough to be an example in the context of contemporary
fashion. All of it eventually turns into a powerful need to
substitute an automated GDEX elicitation process with
artificial intelligence, which specifically deals with natural
language processing (NLP) and natural language under-
standing (NLU).

*e recent methods of automating such text classifica-
tion tasks are based on supervised machine learning (ML)
and Neural Network (NN) based deep learning (DL)
techniques. *ese systems heavily rely on the prelabelled
data, which mean, technically, a dataset that is labelled by
humans. *e accuracy of any such system is directly de-
pendent on the size of data and quality of data labelling.
However, recently, the researchers have produced abundant
datasets for various classification tasks, but for the problem
under study data is obscure, quite in deep relation to the fact
that a lot of data is available over the Internet in the form of
raw/unlabelled corpus; and if we aim to employ humans to
do data labelling, a huge amount of time and labours efforts
are required to complete it. In a parallel contrast, we have
seen techniques such as distant supervision, which makes
generalized assumptions for data labelling. For example
instead of labelling a relation of Barack and Michelle
marriage from the sentence “Michelle married Barack in
1992, and they have two daughters,” we consider every
sentence for marriage-relation where the terms Obama and
Michelle appear [3]. Similarly, for sentiment analysis of
product reviews, we can have binary star ratings supplied to
it (such as the reviews with 3 or above stars out of 5 are
positive, otherwise negative [4]).

*us, for automation of such manual procedure of
GDEX, in this paper, we have contributed to

(i) the development of a dataset using the distinct
supervision technique for GDEX classification.

(ii) the application of supervisedML and DL algorithms
to predict whether, for a given word, a sentence in
running English text is good or not.

(iii) the comparative analysis on the robustness and
trade-off between ML and DL approaches.

(iv) the competitive analysis between manual GDEX
elicitation routines and automated GDEX
classification.

However, it does not mean that the proposed meth-
odology explicitly examines the syntax and other linguistic
elements of good writing, nor does it deal with the inference
of polarity (under the computational study for effect) in the
given text, which, in general convention, refers to the task of
sentiment analysis. Instead, as prefatory research, it aims to
verify whether a discriminative classifier can be sought for
categorizing English sentences as either of the binary classes
good and bad through the supervised ML algorithms.

*is paper is systematically divided into 5 subsequent
sections, where the related work done for the same problem

is given in Section 2. Section 3 provides details on the
material and methods: data source, data labelling strategy,
and approaches followed bymaintaining information onML
and DL methods. *e insights into the results, critique, and
comparative and completive analyses on the results are
presented in Section 4. *e conclusion of the paper and
future work are given at the end.

2. Literature Review

On the problem under study, there are many significant
methodologies proposed by researchers; however, we
maintain that, in comparison to other classification tasks in
NLP, the amount of work for GDEX classification is small.

Pilán et al. [5] made the most relevant work for GDEX
classification; they have developed a system to evaluate ei-
ther the sentence suitability for dictionary examples or good
examples for teaching purposes. *ey argue that a good
example should be typical, informative, and intelligible and
should be easily readable for the learners. *e two tech-
niques based on natural language processing and machine
learning were used for sentence selection. *e content has
been taken from Swedish novels, newspapers, and blogs for
applying both techniques. From this work, 70% of the total
sentences were suitable for understanding by students and
teachers. Srdanović and Kosem [6] presented GDEX clas-
sification for the Japanese language; it was designed mainly
for the lexicography of the Japanese language and learning
purposes. In this research, a randomly extracted list of
lemmas was used for evaluating GDEX configurations.

Kilgarriff et al. [2] presented some rules and boundaries
for a good sentence; according to the study, the sentence
should hold the following characteristics (or comply with the
following rules):

(i) (Rule#1) A sentence consisting of 10 to 15 words
will be preferred.

(ii) (Rule#2) A sentence will be penalized when it does
not lie among 17,000 commonest words in a
language.

(iii) (Rule#3) A sentence containing pronouns and
anaphors will be penalized.

(iv) (Rule#4) Target collocation should be in the main
clause.

(v) (Rule#5)A sentence should start with a capital letter
and end with a full stop, exclamation sign, or
question mark.

Moreover, for a GDEX, Kilgarriff et al. [2] eulogize the
first two characteristics/features (sentence length and word
frequency) should be given the highest weight as compared
to other features. According to Kosem et al. [7], the most
important characteristics of a GDEX are authenticity, typ-
icality, informativeness, and intelligibility. *e developers of
Good Dictionary EXamples system and their configurations
are often lexicographers and lack programming skills in
many cases.

Geyken et al. [8] show that GDEX work can be extended
through ML techniques for mapping example sentences to
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dictionary sense. *ey performed the computations of all
collocations sets and then maximum entropy [9] was used
for learning the correct mapping between corpus sentences
and their correct dictionary sense. Ljubešić and Peronja [10]
presented another ML approach to extract GDEX. *e
dataset used in their experiment contains several examples
of sentences with annotations of four classes/levels (i.e., very
bad, bad, good, and very good). *ey used the Random
Forest regressor algorithm [11] and secured an average
precision of 90%.

Stanković et al. [12] gave a similar work for the se-
lection of GDEX for Serbian and it was used for the
development of preliminary components of the model.
*eir approach analyses the lexical and syntactic aspects
of a corpus consisting of five digitized volumes of ex-
amples from the Serbian Academy of Sciences and Arts
(SASA) dictionary. *ey compared the feature distribu-
tion of examples from their corpora with the feature
distribution of sentence samples extracted from corpora
comprising various other texts. *is way, selected can-
didate 140 examples were represented as feature vectors,
and supervised machine learning classifiers were used for
standard and nonstandard Serbian sentences.

Koppel [13] presented work for GDEX classification in
the Estonian language. *e group used the web corpus of
etTenTen13; in their approach, they focus on the sentence
length, word length, the number of subordinate clauses, and
keyword position. In another similar study, Uprety and
Shakya [14] conducted a test to analyse the effectiveness of
context clue sentences amongNepalese students.*eir study
results showed that context clue sentences were more useful
in learning vocabulary words than GDEX sentences. Based
on their research results they concluded and recommended
that context clue sentences should be included in the Good
Dictionary EXamples to help the new learners.

3. Materials and Methods

*is section is divided into three subsections; each one is
dealing with the focusedmethodology such as data gathering
and labelling (Subsection 3.1), preprocessing and feature
selection (Subsection 3.2), and an overview about experi-
ment setup employing the suit of predictive algorithms for
machine learning (Subsection 3.3).

3.1. Data Source andData Labelling. We prepared our dataset
in the fashion of distant supervision. Using BeautifulSoup
(https://www.crummy.com/software/BeautifulSoup/bs4/doc/)
we scraped sentences from the website sentence.yourdictionary.
com (YD.com). *e scraping is made for the top 3K English
words listed by Oxford Learner’s Dictionaries (https://www.
oxfordlearnersdictionaries.com/wordlist (accessed May 20,
2021)). On average we have got ≈250 sentences for a single
word and more than 785K English sentences in total.
Furthermore, the website not only provides the example
sentences, but it also presents the count of thumbs-up and
thumbs-down for every sentence against the very word.
Hence we maintain the corpus in dictionary structure

where, for every word as a key, a list of tuples is retained.
To mean it mathematically, consider equation (1) below:

C←

w0⟶ 〈Sw0
0 , U0, D0〉, 〈S

w0
1 , U1, D1〉, · · · ,

w1⟶ 〈Sw1
0 , U0, D0〉, 〈S

w1
1 , U1, D1〉, · · · ,

⋮

wn⟶ 〈Swn

0 , U0, D0〉, 〈S
wn

1 , U1, D1〉, · · · ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(1)

where C is a dictionary with key-value pairs such as word w

being the key, against whom a list of tuples is retained;
further, the contents of the tuple shows the example sentence
Sw

i along with its thumbs-up votes (Ui) and thumbs-down
votes (Di); the subscript i indicates the index of sentence
respectively. *e target label of a sentence, i.e., good or bad
(or 1 and -1 in respective order), is determined by the count
of thumbs-up and thumbs-down votes. In further analysis,
we notice that YD.com holds different votes for the same
sentence if the very sentence is referenced as an example to
the different words. Hence, C is of no use if there exist
redundant sentences with different votes. To restructure the
dataset we extract a set of distinct sentences S∗ from C as per
the following equation:

S
∗← C[w][i][0]|w ∈ C; ∀i ∈ I � 0, 1, . . . , C[w]

����
���� − 1  .

(2)

Further, we prepared different datasets—corresponding
to the pooling function Ψ(·)—having sentences and their
labels in the form of tuples with the manner shown in the
following equation:

C← s0, λ0( , s1, λ1( , · · · sn, λn( ,  (3)

where s· ∈ S∗ and λi is the label of respective i
th sentence in C

and determined on the criteria under functionΦ given in the
following equation:

λi←Φ a1, a2( ←

none, if a1 � a2 � 0,

good, if a1 ≥ a2,

bad, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(4)

In equation (4), aj is a real number yielded through a
pooling function Ψp(·) (explained later in the following
text). InΦ(a1, a2); subscript j for aj specifically indicates the
incidences for U· and D·; hence, j ∈ 1, 2{ }, to mean thumbs-
up votes aj � 1 and thumbs-down votes aj � 2. Lastly, the
value of aj is calculated as per the following equation:

aj←Ψf C[w][i][j]|s ∈ S
∗ ∧w ∈ C∧ s � C[w][i][0];∀i ∈ I  ,

(5)

where p is a final score calculating function,
f ∈ max , average, sum . *e index set I in the equation
above has already been defined in equation (2). *us, we
utilized these votes as the crowdsourced labelling and ad-
judged a sentence to be good if the total thumbs-up votes are
equal to or greater than thumbs-down votes (see equation
(4)).
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Table 1 gives the statistical information on the labelled
dataset that is employed in this experiment. *e dataset for
every scoring function is balanced, i.e., each class contains
20K records (which alternatively means 40K sentences, in
total, are used in the experiments.) One key observation we
can get from the table is the average sentence length of good
examples is approximately half of its counterclass. It further
asserts that the distinct supervision (or nearly crowdsourced
data) appeared to have aligned with rule#1 (i.e., already
stated in Subsection 2.2).

3.2. Machine Learning-Based Classification: Feature En-
hancement, Transformation, and Algorithms. At the begin-
ning of this section, the authors would like to maintain a
summarized idea of experiments conducted for the GDEX
classification based on the conventional ML algorithms; in
the same context, the following itemized text provides a brief
commentary on the components depicted in Figure 1.

(i) We experimented with two different approaches for
the feature enhancement, such as the following:

(1) Bag of Word (BoW).
(2) Usage of Part of Speech (PoS) tags alongside the

words.

(ii) Besides the above two approaches, we set two
feature transformation (or vectorization) tech-
niques for the sentences in the dataset, such as the
following:

(1) Word frequency-based count vectorization.
(2) Term Frequency-Inverse Document Frequency

(TF∗ IDF) features normalization-based
vectorization.

(iii) *e combination of these feature enhancement
approaches and feature vectorization techniques are
evaluated under the five conventional ML algo-
rithms in the 10 randomly generated training and
testing subsets under the Monte Carlo method. *e
ML algorithms used in this paper are enumerated
below:

(1) k-nearest neighbours (k-NN).
(2) Näıve Bayes (NB)/Gaussian Näıve Bayes (GNB).
(3) Random Forest Trees (RFT).
(4) Linear Support Vector Machines (linear-SVM).
(5) SVM with radial basis function kernel (rbf-

SVM).

*us, the total number of experiments set for ML-based
GDEX classification is 60, i.e., 2 (feature enhancement
approaches)× 2 (feature vectorization)× 5 (ML algo-
rithms)× 3 (datasets yield from the three different final
scoring functions)� 60. *e details of each of these com-
ponents are provided in the subsequent subsections.

3.2.1. Feature Enhancement Approaches. *e BoW ap-
proach is considered a very basic approach in any task in
NLP [15]. It consists of tokenization of a running text/

document and submission of tokens for further process.
However, we can think that these sequences of words are of
more importance and become meaningful and informative
when they are analysed with the corresponding PoS tags.
*us, hundreds of papers in the domain of NLP and NLU
utilized such information of words’ PoS alongside words in
their capacities [16, 17]. In the same regard, we can antic-
ipate the words in addition to respective PoS tag information
(BoW+PoS) will attain more robustness in the predictive
ML model with two significant hypotheses:

(i) BoW+PoS creates highly discriminative features for
classifying a GDEX.

(ii) Forbye the previous point, BoW+PoS embodies a
writing pattern that exists for a comparatively longer
sequence in n-grams—we surmise that it may engage
better syntactic and semantic attributes.

On a technical note, we have used Natural Language
ToolKit (NLTK) based word tokenizer (https://www.nltk.
org/api/nltk.tokenize.html; there are many tokenizers pro-
vided in the module; function, which is precisely used in this
paper, is, namely, word_tokenize) for the sentence toke-
nization; followed by it, the PoS tagging is also done with
NLTK-based PoS tagging module (https://www.nltk.org/
api/nltk.tag.html#module-nltk.tag). We concatenated the
word and its respective PoS tag with an underscore, as it is
shown for a single sentence in Table 2; however, the in-
formation on the tag-set can be accessed in the online
documentation of NLTK (https://www.nltk.org/book/ch05.
html).

3.2.2. Feature Vectorization Techniques. ML algorithms are
not supposed to work directly on the running texts. Since
there are thousands of terms in the vocabulary and a few of
them are appearing in a sentence, we are required to
transform every sentence through a specific mechanism that
applies to all of the sentences in the dataset and is hence
workable for the ML algorithms. Typically, the sentence
transformation mechanism takes a sentence and projects it
into a high-dimensional vector space [15].*e final structure
of the dataset will be a matrix. It contains the number of rows
equal to the number of sentences and the number of col-
umns as per the size of vocabulary (or in other words, the
dimensionality of a single vector is equal to the size of
vocabulary). *us, we can think of the values on the di-
mensions, corresponding to the words present in the sen-
tence and carry nonzero numeric values; otherwise, they are
zero (in the case of nonsparsity). *e very matrix can be
sparse by ignoring the indexing of words/dimensions that
are not present in the sentence and retaining the records for
the words that appear in the sentence.

Count vectorization, which is the first vectorization tech-
nique used in this paper, involves sentence vectorization by
keeping the count of words that appear in the sentence and zero
at the remaining dimensions. Figure 2 illustrates the count
vectorization process, inwhich the first step includes generating
a dictionary for word-indices, followed by utilizing very dic-
tionary for the transformation of sentences in vector space.
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We may think of the cases where the most frequent words
(i.e., a, an, the, of, to, et cetera, known as stop words) dominate
in a sentence—diminishing the impact on least frequent
words—hence, resulting in a larger value on their respective
dimensions. In this regard, the TF∗ IDF approach sets a trade-
off between the high-frequent and less-frequent words [15, 18].
It works by calculating a product of term frequency relative to a
document (TF) and inverse document frequency of the very
term in the corpus (IDF). To mean the TF and IDF mathe-
matically, consider the following equations; moreover, Figure 3
uses these formulae to illustrate TF∗ IDF calculations.

TF(t, d) �
frequency of term t in document d

total number of terms in the document

�
ft,d

t′∈dft′, d

,

IDF(t, D) � log
total number of documents in the dataset

number of documents containing the term t

� log
|D|

d ∈ D: t′ ∈ d 



.

(6)

On a technical note, we have used the n-gram range [1, 3] in
sklearn, which assumes the formation of unigrams, bigrams,
and trigrams in the input string. Alongside it, we kept the same
tokenization function for both of the vectorization processes,
which has already been discussed in the previous subsection.

3.2.3. Machine Learning Algorithms. K-Nearest Neighbours
is among the instance-based lazy learning techniques in
conventional ML algorithms [19, 20]. Functionally, it
computes the distance between the target document vector
and all of the document vectors, followed by selecting k
documents where the distance is minimum. In last, it decides
the class for the target document through voting in the k-
nearest neighbour vectors.*e number of neighbours set for
this work is five (i.e., k� 5). Furthermore, we like to maintain
that there are many measures for computing distances be-
tween documents, and the one we have employed in this
paper is cosine similarity. Since similarity is inversely pro-
portional to the distance, with the case of similarity, the k-
NN algorithm will perform voting on the k documents with
the maximum similarity. *e value of the cosine similarity
ranges in [0, 1], where the similarity score 0 indicates no
similarity whereas 1 indicates absolute similarity. *e cosine
similarity between two document vectors (A and B) is
calculated through the following equation [15]:

Similarity(A, B) � cos(θ) �
A · B

‖A‖‖B‖
�


n
i�1 AiBi������


n
i�1 A

2
i

 ������


n
i�1 B

2
i

 .

(7)

Naı̈ve Bayes is a conventional ML algorithm for classi-
fication tasks [4, 15]. It classifies the sentences by exploiting
conditional probability using Bayes’ theorem; however, the
basic assumptions naı̈ve Bayes holds are of the conditional
independence between the features. *e basic calculation

Table 1: Class distribution and statistical insights into the labelled dataset.

Class Final scoring function Ψf Count of tokens Count of distinct terms Average words in sentence

Good (1)
f � avg

302,389 22,200 15.12≈15
Bad (−1) 536,604 40,232 26.83≈ 27
Total 838,993 47,028 20.97≈ 21
Good (1)

f � sum
287,794 26,228 14.39≈14

Bad (−1) 627,952 57,686 31.4≈ 31
Total 915,746 64,840 22.89≈ 23
Good (1)

f � max
279,894 25,738 13.99≈14

Bad (−1) 610,676 57,604 30.53≈ 31
Total 890,570 64,728 22.26≈ 22

Datasets

avg sum max

Bag of Words

Bag of Words + PoS

Count Vectorization Naïve Bayes

Rand. Forests

SVM (linear)
Result

Evaluations

ML AlgorithmsFeature
Vectorization Techniques

Feature
Enhancement Approaches

Scheme for conventional Machine Learning (ML)-based experiments

k-NN

SVM (rbf)TF-IDF Vectorization

Figure 1: Overall scheme of experiments designed for conventional machine learning.

Table 2: Example for the simple word tokenization and PoS tag induction.
Example Laura always remained an object of curious study.
BoW features [‘Laura’, ‘always’, ‘remained’, ‘an’, ‘object’, ‘of’, ‘curious’, ‘study’, ‘.‘]
BoW+PoS features [‘Laura_NNP’, ‘always_RB’, ‘remained_VBD’, ‘an_DT’, ‘object_NN’, ‘of_IN’, ‘curious_JJ’, ‘study_NN’, ‘._.‘]
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done by the naı̈ve Bayes for classifying a sentence (X) is
given in the following equation:

f Ck|X(  �
p X|Ck( p Ck( 

p(X)
. (8)

Equation (7) is expanded w.r.t the individual features
(X � x0, x1, . . . , xn ); see equation (9) below:

f Ck|x0, x1, . . . , xn(  � p Ck( p x0|Ck( p x1|Ck(  · · · p xn|Ck( 

≈ p Ck(  

n

i�0
p xi|Ck( .

(9)

However, when the documents are normalized and
transformed through the TF∗ IDF vectorization, the values
for features are no longer discrete. *us, for the continuous
features, we cannot employ the above conventional näıve
Bayes algorithm. Instead, we have to use its variant that uses
Gaussian distribution (and hence, known as Gaussian näıve
Bayes) [21, 22]; the substitution of (x0|Ck) in the Gaussian
naı̈ve Bayes is defined in the following equation:

p x � v|Ck(  �
1

����

2πσ2k
 e

− v− μk( )
2/2σ2

k
( 

. (10)

Finally, the target class y (by either of conventional näıve
Bayes or Gaussian naı̈ve Bayes) is elicited where (.) is
maximum; to mean it mathematically, see equation (11),
where K is the set of classes:

y � argmax
k∈ 1,...,K{ }

p Ck(  

n

i�1
p xi|Ck( . (11)

Random Forest is an ensemble approach in ML classification
algorithms, which is based on Decision Trees (DT) [23]. Instead
of relying on a single decision tree, the basic aim is to draw
multiple decision trees from the bootstrapped-random samples
of training data. *e testing data will be predicted on each of the
DT, followed by eliciting the final label through voting [11].*us,
we can think of RF overcoming the issue of overfitting through
ensemble technique. Figure 4 shows how the RF classifier works
and outputs a final class from all of the DTs. In the experiment,
we have used 200 trees (or DT estimators) for building a forest.

Support Vector Machine is one of the widely employed
classifiers in conventional ML algorithms [24]. It is well
suited for the classification of complex, imbalanced ones but
should be small or medium-sized datasets. *e SVM aims to
draw a hyperplane in an n-dimensional vector space, such
that the hyperplane separates data points into two distinct
partitions of data, representing the respective classes [25].
*e SVM can be used for linear or nonlinear classification.
However, the basic SVM, which fits a hyperplane, is con-
ventionally known as linear-SVM [25, 26]. Equation (12)
gives the mathematical semantics for understanding linear-
SVM.

yi �
1, if w

T
· Xi − b≥ 1,

−1, if w
T

· Xi − b< 1.

⎧⎨

⎩ (12)

In this work, we have used linear-SVM and radial basis
function (rbf) SVM (through kernel trick). *e basic ob-
jective rbf-SVM sets are to fit a circular boundary margin for
nonlinear datasets. *e illustration in Figure 5(a) shows the
linear-SVM, and in contrast, Figure 5(b) shows the situation
where a hyperplane is not suitable for separating datasets
into two distinct parts; and instead, this can be achievable
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only with the rbf kernel trick. *e red and blue dots are
representing separate classes. *e solid line in grey colour is
the decision boundary; dots coinciding with the dashed line
are termed as support vectors.

3.3. Feature Engineering for Deep Learning-Based
Classification. In this section, a discussion on the DLmodels
and input data encoding schemes are given in detail.
Likewise, in an earlier summary methodology involving ML
in Subsection 3.3, the authors would like to maintain a brief
commentary on DL-based models; Figure 6 shows the
overall scheme for these experiments.

(i) Since we empirically found, in the suite of ML-based
algorithms, the most optimal result was secured
with the dataset based on a final scoring function
Ψf�sum, all of the DL-based experiments are per-
formed only on the aforesaid dataset.

(ii) Since the NN essentially requires input data to be
encoded in a numeric form, for doing the needful,
we used 3 different data encoding approaches,
which are as follows:

(1) One-hot encoding.
(2) Global Vectors (GloVe) based embedded

encoding.
(3) word2vec-based embedded encoding.

(iii) A combination of these data encoding approaches
was made with the following 5 DL algorithms/
networks:

(1) Recurrent Neural Network (RNN).
(2) Gated Recurrent Unit (GRU).
(3) Long-Short Term Memory (LSTM).
(4) Bidirectional GRU (Bi-GRU).
(5) Bidirectional LSTM (Bi-LSTM).

(iv) We did not perform any feature engineering (for
example, extraction and usage of PoS tags) in the
DL-based experiments, because, congenitally, the
NNs are taken as to learn and accommodate and
intrinsic features present in the data.

(v) All of the DNNs used in the methodology are pro-
grammed with the Python-based Keras (https://

keras.io) library, which uses Tensor Flow 2
(https://www.tensorflow.org) at the backend for
processing. Moreover, the experiments are run at
Google Colaboratory (https://colab.research.google.
com) on the GPU-accelerated runtime.

*us, the total number of experiments done with DL-
based methods is 15, i.e., 3 (data encoding approaches) × 5
(DNNs)� 15. *e detail of these components is given in the
subsequent subsections.

3.3.1. Data Encoding Approaches. *e NNs need data to be
in numeric form for which we have got many transformation
or encoding approaches. One-hot encoding is one of the
techniques among them, which generates a single vector
against every word in a sentence, such that the index cor-
responding to the very word is 1 and the rest of all incidences
are 0.*us, we can see a sparse matrix-like structure (or a list
of four one-hot vectors) for the sentence “*is is a cat” as is
illustrated in Figure 7(a). Each row of the yellow block is a
vector where there exists only a single entry of 1, indicating
the presence of the very word in the vector. Hence, with this
technique, we can think that input data is sparse and exists in
a very high-dimensional space.

In contrast, the second approach for data encoding is
based on NN inspired word embeddings and statistical
means, which are dense and adjustable to any of the n-di-
mensional spaces, provided that n> 0; Figure 7(b) illustrates
the example of word embedding where each row in blue
colour is a dense representation of the word in 4-D space.
*e word embeddings render meanings to Firth’s philoso-
phy “You shall know a word by the company it keeps!” [27]
through realizing the capability of retaining the context of
words, such that every word will exist alongside the similar
words (using GloVe, the examples of the nearest words for
the word “king” are “kings,” “queen,” “monarch,” et cetera;
retrieved through online tool available at http://bionlp-www.
utu.fi/wv_demo) in the n-dimensional space of word em-
beddings. In this work, we have employed two different
word embeddings, namely, word2vec [28] and GloVe [29],
developed by Google and Stanford, respectively. In addition
to this, the word2vec employs continuous BoW in NN for
learning the prediction of the current word (given the input
of context of words) and skip-grams for learning the similar
words (given a source/input word), whereas the GloVe
utilizes matrix factorization techniques such as Latent Se-
mantic Analysis (LSA) [30] on word-word context matrix
for generating word vector representations. On a technical
note, the representation used in this work is based on 300
dimensions (these vectors can be accessed at http://vectors.
nlpl.eu/repository).

3.3.2. Deep Neural Networks. *eNNs are the computational
system of connected units that loosely simulate the working of
biological neurons in the brain of living beings. *e story of
ideas and advancements made in the file of NN is historic. (*e
earlier NNs are devised byMcCulloch andWalter [45], in 1943,
for artificially simulating the working of a biological neuron

Decision Tree-1 Decision Tree-2 Decision Tree-N

Result-NResult-2Result-1

Majority Voting / Averaging

Dataset

Final Result

Figure 4: Illustration of random forest trees.
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[39, 46]. *is earlier work is rendered with computational
means known as “Calculators” and “Perceptron,” respectively,
in 1954 by Farley and Clark [47] and in 1958 by Rosenblatt
[48]; however these works were limited to present the working
of single neuron [39, 44]. Upgrading NN with several layers
(thus, called DNN) was made in 1965 by Ivakhnenko and Lapa
[49]. In 1975, Werbos [50] presented that the backpropagation
technique can be used for new weights learning for the training
of multilayer networks [46]; the further work done by
Rumelhart et al. [51] showed that the backpropagation tech-
niques learn interesting features for text processing.) However,
the authors would like to maintain a brief introduction to the
basic working of these connected units or a NN (which is also
illustrated in Figure 8), where inputs (or signals) received at the
input layer are analysed and transmitted to further neurons to
which they connected.We know the input should be a numeric
value (for which we have maintained information in the
previous section); thus, the input (X � x0, x1, . . . , xn ) re-
ceived at the units of the hidden layer and the respective
weights (W � w0, w1, . . . , wn ) that are correspondingly
associated with the edges are taken for the dot product
( � X · W)— creating a linear output. In the next step, bias
(b) is added to this linear output (z � X · W + b), and the
result is converted into nonlinearity through passing it to a
nonlinear activation function, that is, in our case, tan h
function, which is given in equation (13).

tanh(z) � fh(z) �
e
2z

− 1
e
2z

+ 1
. (13)

Similarly, the output of hidden neurons is transmitted to
the final output neuron that takes a step function to compute

the class of given input data.*e step function, which is used
in this paper is sigmoid that returns a number in the range of
[0, 1], where we consider the prediction is relating to the
positive class if the value is above 0.5; otherwise it belongs to
the negative class. *e sigmoid function is given in the
following equation:

yi � σ(z) �
1

1 + e
− z. (14)

*e backpropagation technique is used to update
weights considering the prediction errors that occurred
during the training. In this context, DNN typically divides
training set into multiple batches; thus, with one batch it
calculates the error followed by updating the new values for
the weights. Executing the same process on each batch will
mark one run, which is technically called an epoch.

In this paper, we have used three types of NN that were
specifically developed for text (or generally known for se-
quence) processing. *e RNN [31] is one of the first DNNs
that attempted to involve input history in the sequential data
such that the process of RNN moves onwards with subse-
quent inputs alongside incorporating the result (of the
hidden state) of the previous input units.

W.r.t Figure 9, the RNN works for every timestamp t,
and the hidden state a〈t〉 and the output y〈t〉 are expressed as
per equations (15) and (16).

a
〈t〉

� g1 Waaa
〈t−1〉

+ Waxx
〈t〉

+ ba , (15)

y
〈t〉

� g2 Wyaa
〈t〉

+ by , (16)

one which outperfoms
rest of all in ML-based experiment
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Figure 6: Overall scheme of experiments designed for deep learning.
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where Waa, Wax, Wya, ba, and by are the coefficients, and f is
the activation function; comprehension of these coefficients
and the internal structure of the blue box (illustrated in
Figure 9) are given in Figure 10.

*e RNNs though were developed to retain memory but
instead, they failed on doing it for the longer sequences.
Alternatively, Hochreiter and Schmidhuber [33] presented
another RNN-based architecture, namely, LSTM, which
served better for the problem of input retaining. *e LSTM
introduced the concept of the gate for remembering the
inputs; however, later an upgraded form of LSTM is pre-
sented by Gers et al. [34], which added forget gate in the
architecture; further, with the induction of forgetting gate
LSTM became capable of resetting its state [35]. *e LSTM
though is the wonderful RNN architecture but it takes more
memory and processing time [36, 37]. Cho et al. [38] in-
troduced GRU, which is alike LSTM but contains fewer
parameters. Traditional RNNs suffer the vanishing gradient
problem, which is handled at the optimal level in LSTM and
GRU [32, 33, 39]. *e bidirectional LSTM and GRU are the
variant of vanilla LSTM and GRU, which are capable of
making the DNN process string in forward and backward
directions [39]. In Table 3 the summary of gates used in
LSTM and GRU is presented, in addition to which we can
see their usage in the illustrations of LSTM and GRU in
Table 4, where ⊙ shows elementwise multiplication between
two vectors.

*e networks we have employed in this paper have the
same input and output layer.

However, the hidden layer varies w.r.t the architecture.
*is DNNs are programmed with Keras using the sequential
model. Information on the layers hyperparameters used in
this work is given in Tables 5 and 6.

4. Results and Discussion

In this section, we presented a thorough discussion on the
evaluation and comparisons of the ML and DL models.
However, before proceeding any further, it should be in the
knowledge that the evaluation is done on a validation set
which is extracted from the labelled corpus with Pareto
principle or 80/20 rule [15, 40]. *ese details are maintained
in separate subsequent subsections.

4.1. Evaluation Criteria and Metrics. *e classification task
in a supervised learning domain is often evaluated through
the confusion matrix (CM), which statistically presents the
number of correct and incorrect predictions w.r.t. the actual
labels in the validation set. A sample CM is given in Table 7,
where TNs are the true negatives, which logically means the
number of actually negative documents and predicted
negative as well; TP (true positives) will mean exactly the
opposite to TN (i.e., consider a positive class in place of
negative). *e FP is the false positives, which logically means
the number of documents that are actually negative but
misclassified as positives; FNs (false negatives) are the exact
opposite of FP, such that they were the misclassified doc-
uments that were actually negative but falsely predicted as
negative.

We can drive several evaluation statistics for assessing
the quality of the Predictive System (PS) using the CM. *e
statistics and their derivations used for the assessment of ML
and DL models in this work are defined in Table 8.
Moreover, for the ideal PS, we expect to have the highest
value on the left diagonal of every individual CM, whereas, at
the right diagonal of the matrix, we expect the least value.

For the evaluation of performance in this paper, we
consider R and BA are of more importance. *e R is critical
because we consider losing or misclassifying a positive
document into another category is perilous—as we have got
little data for the GDEX classification in comparison to the
colossal dataset—thus, we will consider an ML or DL model
with an optimal where the R is higher. In a similar context,
this will not mean the small value of S; hence, the BA is the
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Figure 7: Illustration of the one-hot encoding and word embeddings. (a) One-hot encoding, and (b) word embedding.
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ultimate choice for the fair evaluation, which encompasses
both of the statistics relating to TP and TN.

4.2. Analysis of ML Models and Results. *e quantified
statistics of all evaluation metrics are given (respectively, for
the final scoring functions, i.e., Ψf�avg,Ψf�max,Ψf�sum) in
Tables 9–11 . *e overall result of the ML-based models is
positive. We can see an obvious insight into the better
performance of all ML models (in all respective datasets
corresponding to the final scoring functions) that are vec-
torized through the TF∗ IDF approach. On the collective
ground, the dataset created with Ψf�sum, parse, indicates the
most optimal method for the dataset creation through
distant supervision. In contrast, the results with the Ψf�avg
show the least significance for making the discriminant
dataset for predictive modelling; hence, we canmaintain that
the distant supervision cannot be used with the averaging
methods for data curation in supervised learning tasks.

Since the dataset with Ψf�sum shows better results, we
will consider it (considering Table 11) for the discussion in
the remaining text. Coming towards the evaluation of fea-
ture enhancement technique, we see the BoW+PoS tags
show better results in comparison to the only BoW ap-
proach. However, a drastic change in accuracy of k-NN (i.e.,
w.r.t Ψf�sum, improvement of +12% with count vectoriza-
tion and +2% with the TF∗ IDF vectorization) is seen when
the PoS information is inducted alongside the simple words.
However, in comparison to the count vectorization tech-
nique, we maintain that the improvement with the

additional PoS information is slightly more visible in the
TF ∗ IDF vectorization technique.

*e most optimal ML algorithm and combination found
with maximum accuracy of 77.3% are rbf-SVM+TBP. (TBP
will be the acronym for the combination of TF∗ IDF
vectorization +BoW+PoS tags features. Similarly, CBP will
be combination of count vectorization + BoW+PoS tags
features. TB will stand for the combination of TF∗ IDF +

BoW features; and CB will be count vectorization +BoW
features.) Ignoring the trivial difference of linear-SVM with
its other variant, we can consider RFT+TBP secures the
second position by attaining accuracy of 76.8%. For BA, k-
NN+TBP is found the best combination with a 75.5% score,
followed by RFT+TB with securing a 73.9% score. Besides
accuracy and balanced accuracy, the highest recall (i.e.,
75.4%) is seen in a dataset with Ψf�max with RFT+CB and
linear-SVM+TB. Forbye it, we see that the R is high with
SVM everywhere.

Figure 11 shows the improvement of the BoW+PoS
approach on the conventional BoW approach. *e sub-
figures in the top row indicate improvement w.r.t count
vectorization, and in contrast, the bottom row carries in-
formation on the TF∗ IDF vectorization. *e overall ob-
servation on the improvement gives a piece of mixed
information except for the TF∗ IDF features on an average
dataset, where the positive trend of improvement is steady.
However, the least improvement, i.e., ≈0.8% on an average
basis, is seen for the same dataset. In the same context, on
average the maximum pointer of improvement (i.e., ≈3%) is
found with the dataset with Ψf�sum.

Figure 12 shows the CM of all conventional ML algo-
rithms, separated w.r.t feature enhancement and vectori-
zation techniques. However, instead of multiplying the
figure space three times for each of the datasets with re-
spective final scoring functions, we have presented the ag-
gregated-normalized CM. *e colour bar on the right of
Figure 13 is set to serve a specific purpose such that the
maximum value is 0.5 (≈50%) which corresponds to the size
of data in one class.

We maintain that the SVM+TBP with its both linear
and rbf variants is the most optimal algorithm among all.
*is is so because linear-SVM achieved TN+TP� 0.35 + 0.4
≈ 0.75 ≡ 75% accuracy; however, the other variant, rbf-SVM,
stood second. *e authors would like to maintain the
performance of the RFT+CBP; 0.34 + .41≈ .75 also similar
to the previously mentioned linear- and rbf-SVM. Forbye it,
we must maintain that the competition between the
SVM+CBP and RFT+CBP is near equal, but the
RFT+CBP is found champion such that it has got minimum
value on right diagonal (i.e., FP + FN� 0.16 + 0.09≈ 0.21),
and in a similar context, it has got the least FN which, per se,
is an additive advantage.

4.3. Analysis of DL Models and Results. *e NN-based DL
models are used on the dataset with the scoring function
Ψf�sum, as it has produced the most optimal result in
comparison to the remaining two scoring functions.
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Figure 10: Depiction of the internal architecture of RNN. Image
courtesy [32].
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Table 12 shows the metrics for the validation set only.
Among the three input encoding techniques, the word2vec is
found for better GDEX classification. However, the unidi-
rectional or vanilla GRU and LSTM are found biased towards
the negative class. Alternatively, in other words, the afore-
mentioned DL networks failed to discriminate between a
GDEX and bad examples and hence developed a propensity
towards the negative class only. (*e authors would maintain
that the biasedness of unidirectional NN can be overcome by
introduction of dropouts but we are afraid of doing it for the
reason of being unjust to the rest of NNs employed in this
work.) Moreover, this behaviour is seen for both of the dense
embedding techniques word2vec and GloVe. In contrast, the

bidirectional variant of these two techniques achieved ap-
proximately equal and comparatively optimal results. We
maintain that word2vec with Bi-LSTM is the optimal algo-
rithm for GDEX as it has achieved 77% accuracy (and bal-
anced accuracy as well). Alongside it, the highest recall, i.e.,
86%, is also on record for this setting. *e NNs with the one-
hot encodings though have shown the least but steady results.

Figure 14 shows epochwise loss and accuracy achieved in
training and validation sets. We have got the typical be-
haviour in counting the increment in epochs; the loss, in the
validation set, minimizes to an extent, and afterwards, it gets
propensity to increase; in contrast, the loss continues to
diminish in the training set [39, 42, 43]. We can see this
behaviour in all DL models—except for the Bi-LSTM and
Bi-GRU with word2vec and GloVe, which show steady
performance. Furthermore, since we know that the DL is
more appropriate for the largescale datasets, and currently
the data employed for this experiment is comparatively
smaller, we can expect a few numbers of epochs are enough
for the training (or not indulging in the overfitting model on
training data). In this regard, the authors maintain that the 3
epochs are enough for any of the DL-NNs used in the ex-
periments. *is is so because we see in the validation dataset
that the accuracy is declining after the 3rd epoch.

Figure 13 shows the improvement in accuracy and
balanced accuracy achieved by one DNN over the other
networks; the quantified value of these metrics is subtracted
as NNx–NNy provided that x ≠ y, where x is DNN (alongside
the input encoding method used in it) defined on the x-axis
and y is DNN in the y-axis. *e cells with the shades of red
colour in the figures indicate negative improvement; in
contrast, the cells with grey shades indicate improvement.
*e intensity of shades is directly proportional to the value of
the improvement. Likewise, in the observation reported in
Table 8, we found that, except for the few network com-
parisons, the improvement in the accuracy and balanced

Table 3: Summary of gates involved in LSTM and GRU architecture.

Type of gate Description Utilized in
Update gate (Γu) How much of the past should be remembered now? LSTM, GRU
Relevance gate (Γr) Drop previous information LSTM, GRU
Forget gate (Γf) Erase cell or not? LSTM
Output gate (Γo) How much information of cell should be revealed? LSTM

Table 4: Architecture and variables’ information the LSTM and GRU.

Variables LSTM GRU

Illustration

c<t–1>

Γf Γu Γr
Γoa<t–1> a<t>

c<t>

x<t>

c<t>

⌃

Γu Γr

c<t–1>

a<t–1> a<t>

x<t>

c<t>
c<t>

⌃

č〈t〉 tanh(Wc[Γr ⊙ a〈t− 1〉, x〈t〉] + bc) tanh(Wc[Γr ⊙ a〈t− 1〉, x〈t〉] + bc)

c〈t〉 Γu ⊙ č
〈t〉 + Γf ⊙ c〈t− 1〉 Γu ⊙ č

〈t〉 + (1 − Γu)⊙ c〈t− 1〉

a〈t〉 Γu ⊙ c〈t〉 ct

Table 5: Summary of DNN used in this paper.

Layer Input unit Output units Activation
Input Max # of words 32 —
Hidden 32 32 tanh
Dense/output 32 1 Sigmoid

Table 6: Configuration of DNN.

Model settings Values
Optimizer Adam
Loss Binary cross-entropy
Epochs 10
Batch size 128

Table 7: A sample confusion matrix.

Predicted
N P

Actual N TN FP
P FN TP
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Table 9: Results of conventional ML algorithms. Dataset with the final scoring function Ψf�avg.

Algo. Vec.
Only BoW BoW+PoS tags

P R S F A BA P R S F A BA

k-NN Count 55.9 55.9 45.8 55.9 57.2 50.8 62 62 53.4 62 64.8 57.7
TF∗ IDF 62.2 62.2 54.6 62.2 64.6 58.4 67.7 67.7 70.5 67.7 66.1 69.1

NB Count 63.1 63.1 56 63.1 65.6 59.5 63.5 63.5 58.4 63.5 65.4 60.9
TF∗ IDF 64.3 64.3 60.4 64.3 65.9 62.4 64.9 64.9 62.2 64.9 66.1 63.6

RFT Count 65.2 65.2 56.7 65.2 69 61 67.2 67.2 62 67.2 70 64.6
TF∗ IDF 67.2 67.2 62.9 67.2 69.5 65.1 67.4 67.4 62.8 67.4 69.9 65.1

Linear-SVM Count 67.5 67.5 62.9 67.5 70 65.2 65.5 65.5 56.4 65.5 69.7 61
TF∗ IDF 68.1 68.1 64.4 68.1 70.1 66.2 69.1 69.1 66.2 69.1 70.9 67.6

Rbf-SVM Count 66.7 66.7 60.2 66.7 69.9 63.4 66.8 66.8 60.7 66.8 69.9 63.7
TF∗ IDF 68.7 68.7 65.9 68.7 70.5 67.3 69.4 69.4 66.5 69.4 71.2 67.9

Table 8: Summary of evaluation statistics used in this paper.

Name
(abbreviation) Derivation Definition/Notes

Precision (P) P � (TP/(TP + FP))
Precision (or alternatively known as positive predictive value) reveals the

ratio of TP to the documents that are predicted positive by the PS

Recall (R) R � (TP/(TP + FN))

Recall (or true positive rate) shows the right potential of the PS for
predicting positive documents in the subset of all positive documents in the

system

Specificity (S) S � (TN/(TN + FN))
Specificity (or true negative rate) is the exact opposite of R. It gives the

potential of the PS for negative documents

F1-measure (F) F � 2 · ((P · R)/(P + R))

F1-measure is a harmonic mean of P and R. It is important to use where the
dataset is imbalanced; further, it is a strict measure, which has a propensity

towards the minima of P and R [41]
Accuracy (A) A � ((TP + FP)/(TP + TF + TN + FN)) Accuracy gives the overall creditability of the PS
Balanced accuracy
(BA) BA � (R + S)/2 Likewise F, the balanced accuracy is also a mean statistic, which gives an

arithmetic mean of R and S

Table 10: Results of conventional ML algorithms. Dataset with final scoring function Ψf�max.

Algo. Vec.
Only BoW BoW+PoS tags

P R S F A BA P R S F A BA

k-NN Count 57.9 57.9 44.8 57.9 60.4 51.4 67.1 67.1 57.6 67.1 72.1 62.4
TF∗ IDF 66.3 66.3 57.3 66.3 70.7 61.8 74 74 75.1 74 73.1 74.5

NB Count 68.4 68.4 62.9 68.4 71.6 65.6 67.9 67.9 64.2 67.9 70 66
TF∗ IDF 69.8 69.8 66.6 69.8 71.9 68.2 69.8 69.8 68 69.8 70.9 68.9

RFT Count 70 70 62.8 70 74.8 66.4 73.4 73.4 69.5 73.4 77 71.4
TF∗ IDF 75.4 75.4 72.8 75.4 78 74.1 74.3 74.3 71.3 74.3 77.2 72.8

Linear-SVM Count 75.4 75.4 74.9 75.4 76.1 75.1 74.2 74.2 71.7 74.2 76.5 72.9
TF∗ IDF 75 75 72.4 75 77.5 73.7 75.2 75.2 72.1 75.2 78.3 73.6

Rbf-SVM Count 73.7 73.7 69.1 73.7 77.9 71.4 73.8 73.8 69.8 73.8 77.5 71.8
TF∗ IDF 74.7 74.7 71.9 74.7 77.3 73.3 75.2 75.2 72.3 75.2 78.1 73.7

Table 11: Results of conventional ML algorithms. Dataset with final scoring function Ψf�sum.

Algo. Vec.
Only BoW BoW+PoS tags

P R S F1 A BA P R S F1 A BA

k-NN Count 58.1 58.1 42.1 58.1 61.3 50.1 67.3 67.3 57.9 67.3 72.3 62.6
TF∗ IDF 66.2 66.2 57.1 66.2 70.5 61.6 74.4 74.4 76.7 74.4 72.3 75.5

NB Count 68.6 68.6 63.6 68.6 71.5 66.1 67.9 67.9 64.5 67.9 69.8 66.2
TF∗ IDF 69.6 69.6 67.3 69.6 71.0 68.4 70.3 70.3 69.5 70.3 70.9 69.9

RFT Count 70.5 70.5 63.9 70.5 75.2 67.2 73.5 73.5 69.9 73.5 76.6 71.7
TF∗ IDF 74.9 74.9 73.0 74.9 76.8 73.9 74.3 74.3 71.8 74.3 76.8 73

Linear-SVM Count 72.3 72.3 68.7 72.3 75.3 70.5 72.7 72.7 68.7 72.7 76 70.7
TF∗ IDF 74.8 74.8 72.6 74.8 76.9 73.7 74.4 74.4 71.7 74.4 77 73

Rbf-SVM Count 73.8 73.8 70.2 73.8 77.1 72.0 74.5 74.5 71.8 74.5 77.2 73.1
TF∗ IDF 74.5 74.5 72.1 74.5 76.9 73.3 74.9 74.9 72.5 74.9 77.3 73.7
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accuracy yielded in DNN are equivalently identical. We find
that bidirectional DNNs with word embeddings drew a
major improvement on the rest of all DNNs. In a similar
context, though the highest accuracy and balanced accuracy
are seen over unidirectional NN we neglect this case on the
ground of biased performance shown by the unidirectional
DNNs (with word embeddings). Except for the previously
mentioned case, the real highest gain in accuracy and bal-
anced accuracy is seen over RNN+word2vec; i.e., Bi-GRU
and Bi-LSTM have secured ≈23% improvement with
word2vec, followed by attaining ≈22% improvement by the

same DNNs with GloVe. Keeping the focus on Bi-GRU and
Bi-LSTM, the most optimal word embedding scheme is
word2vec such that it achieved ≈4% and ≈5% improvement
over vanilla one-hot encodings used for the same DNNs and
≈1% improvement over GloVe.

Observing CMs presented in Figure 15, we confirm that
the bidirectional LSTM with word2vec is the most optimal
NN and inputs data embedding pair for resolving the
problem under study. We also maintain that, in comparison
to the GloVe and word2vec, the one-hot encoding is the
most underperforming input encoding scheme.
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4.4. Comparative Analysis onML vs. DLModels. As reported
in several different studies on the comparison of ML and DL
models [16, 39, 43, 44], the authors of this paper reassert that
the DL models outperform conventional ML models. In
addition to it, we also maintain that DL-based models are
revealed to attain balanced scores in accuracy and balanced
accuracy. However, the DL-based unidirectional algorithms
failed, which we consider specific to the problem under study;
in contrast, the bidirectional DL algorithms are found the
most optimal ones.

*us, w.r.t the results compiled in Table 13, if we look at
the averages of all ML models (for the dataset Ψf�sum) and
compared them with the averaged values of DL-based
models (i.e., RNN, Bi-LSTM, and Bi-GRU; leaving unidi-
rectional LSTM and GRU due to their biasedness) then, we
see only an improvement of ≈+3.56% and ≈+2.47%, re-
spectively, in recall and balanced accuracy for GDEX clas-
sification. However, the principal reason for such small
improvement lies with the lower scores of RNN in com-
parison to the remaining two bidirectional NNs. In contrast,
the ML-based models took very little time in preprocessing
and training. In a similar context, we can see the one-hot

encoding turned training time longer, whereas the DL
models with 300-dimensional dense word embeddings were
trained in a small amount of time.

4.5. Competitive Analysis onML andDLModels withManual
GDEX Elicitation Routines. Table 14 shows the selected
examples of sentences from the test/validation set and the
prediction made by the most optimal ML and DLmodels for
them. In addition to it, we also show the GDEX rules
presented in the seminal work by Kilgarriff et al. [2]. *ese
were actually 5 rules, which are already mentioned in the
literature review (see Subsection 2.2); however, rule 3 is
omitted in discussion as it deals with the penalization of a
sentence containing anaphors and pronouns (though there
are sentences which deal the aforesaid matters, ML/DL do
not explicitly deal with such penalization). Examples 1–8
show TP and TN, wherein, specifically rule#4 is false when
the actual label is bad. Examples 9 and 10 show FP, where
rule#4 is false. Examples 11 and 12 are real mistakes, as these
are the FN, and the sentence not only complies with all rules
but also appears to be very succinct in structure.
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Figure 14: Epochwise insights into the loss and % accuracy w.r.t training and validation datasets.

Table 12: Results of conventional DL algorithms employed for the dataset with final scoring function Ψf�sum.

One-hot encoding word2vec GloVe
Algo. P R S F1 A BA P R S F1 A BA P R S F1 A BA
RNN 72.5 74.2 70 73.3 72.2 72.1 55.4 57 51 56 54 54 70.4 70.3 68.5 70.3 69.4 69.4
GRU 72.8 73 70.9 72.9 72 72 — 0 100 — 48 50 — 0 100 — 48.4 50
LSTM 74.1 72.2 73.2 73.2 72.7 72.7 — 0 100 — 48 50 — 0 100 — 48.4 50
Bi-GRU 73.8 70.2 73.5 72 71.8 71.8 77.8 77 77 78 77 77 73.1 85.5 66.5 78.8 76.3 76
Bi-LSTM 73.4 73.3 71.8 73.4 72.6 72.6 74.3 86 69 80 77 77 75 80.9 71.2 77.8 76.2 76.1
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Figure 15: *e confusion matrices (of validation set relating to the max scoring functions).

Table 13: Comparative averages of ML and DL performances. *e ∗ in the last row indicates the number of seconds elapsed more than the
average of ML-based model preprocessing and training.

Models
Evaluation metrics Running time (in seconds)

P R S F A BA Preprocessing Training
ML+CB 68.66 68.66 61.7 68.66 72.08 65.18 1.72 36.86
ML+TB 72 72 68.42 72 74.42 70.18 1.96 48.14
ML+CBP 71.18 71.18 66.56 71.18 74.38 68.86 9.15 33.05
ML+TBP 73.66 73.66 72.44 73.66 74.86 73.02 9.06 46.4
ML average 71.38 71.38 67.28 71.38 73.94 69.31 5.47 41.1
DL+ one-hot enc. 73.23 72.57 71.77 72.9 72.7 72.17 1.23 272.33
DL+word2vec 69.17 73.33 65.67 71.33 69.33 69.33 325.68 32
DL+GloVe 72.83 78.9 68.73 75.63 73.99 73.83 32.48 31.66
DL average 71.74 74.93 68.72 73.29 72.01 71.78 119.80 112.0
Improvement in DL 0.37 3.56 1.44 1.91 -1.93 2.47 114.32∗ 70.8∗

Table 14: Selected examples for the discussion of errors in GDEX classification.

Examples Actual label
Prediction information

Did the example comply with
rules for GDEX as defined in

[2]?
Label Classifier R#1 R#2 R#4 R#5

(1) Not wanting to abandon Lori, she did nothing. Good Good RFT+TBP Yes Yes Yes Yes
(2) *e French have abandoned the left bank? Bad Bad RFT+TBP Yes Yes No Yes
(3) She closed the cabinet door, troubled. Good Good Bi-LSTM+w2v Yes Yes Yes Yes
(4) At a cabinet meeting on June 5th it is said that M. Bad Bad Bi-LSTM+w2v Yes Yes Yes Yes
(5) Each dog knew its master and its call. Good Good RFT+TBP Yes Yes Yes Yes
(6) *e redcoats are coming, they said to each other. Bad Bad RFT+TBP Yes Yes No Yes
(7) You love him very much. Good Good Bi-LSTM+w2v Yes Yes Yes Yes
(8) Very. I’m so glad we have you and Jonathan Bad Bad Bi-LSTM+w2v Yes Yes No No
(9) *e sack and dog moved about two feet. Bad Good Bi-LSTM+w2v Yes Yes No Yes
(10) For the sowing of seed see Sowing. Bad Good RFT+TBP Yes Yes No Yes
(11) I see no point in telling him. Good Bad Bi-LSTM+w2v Yes Yes Yes Yes
(12) He set the sack on the table. Good Bad RFT+TBP Yes Yes Yes Yes
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We can draw another meaningful insight into dataset
curation through distant supervision. *e unanimous true
for rules 1 and 2 and correct assessment of rules 4 and 5
confirm the reliability of the usage of web-based data
available at YD.com alongside the method for label as-
signment with the scoring function Ψf�sum for GDEX
classification and similar other problems.

5. Conclusions

*is paper provides the implementation of both ML and DL
models for the GDEX classification. Following the results
compiled in the experiments, we conclude that the proposed
methodology is accomplishable for the automation of manual
GDEX elicitation routine. *e dataset of 50K example is
extracted with the distant supervision technique, for which
the summation method is found better than vote aggregation
(averaging and max) methods. For the conventional ML-
based methods, the distinction of TF∗ IDF normalization
over count vectorization is revisited during experiments. Also,
we have analysed that PoS features are important and better
for the easy classification and discrimination of GDEX. For
the DL-based models, Bi-LSTM+word2vec is the champion
among the rest of all DL-based combinations.

In the future, this work could be extended by incor-
porating supervised learning for the GDEX elicitation
against the given target word. We would also like to evaluate
the current system on the attention-based DL models. At
last, we would like to apply and evaluate the current tech-
nique on oriental languages such as Arabic, Persian, and
Urdu—where the GDEX is considered to have historic
relevance in the poetic work.
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In this paper, we make use of the 2-dimensional data obtained through t-Stochastic Neighborhood Embedding (t-SNE) when
applied on high-dimensional data of Urdu handwritten characters and numerals. +e instances of the dataset used for ex-
perimental work are classified in multiple classes depending on the shape similarity. We performed three tasks in a disciplined
order; namely, (i) we generated a state-of-the-art dataset of both the Urdu handwritten characters and numerals by inviting a
number of native Urdu participants from different social and academic groups, since there is no publicly available dataset of such
type till date, then (ii) applied classical approaches of dimensionality reduction and data visualization like Principal Component
Analysis (PCA), Autoencoders (AE) in comparison with t-Stochastic Neighborhood Embedding (t-SNE), and (iii) used the
reduced dimensions obtained through PCA, AE, and t-SNE for recognition of Urdu handwritten characters and numerals using a
deep network like Convolution Neural Network (CNN). +e accuracy achieved in recognition of Urdu characters and numerals
among the approaches for the same task is found to be much better. +e novelty lies in the fact that the resulting reduced
dimensions are used for the first time for the recognition of Urdu handwritten text at the character level instead of using the whole
multidimensional data. +is results in consuming less computation time with the same accuracy when compared with processing
time consumed by recognition approaches applied to other datasets for the same task using the whole data.

1. Introduction

Data visualization deals with presenting the data in some
visual context to make it trivial for the human to understand
the nature of the data [1]. Furthermore, this activity helps in
finding the patterns and hidden information, if they exist, in
the data for further processing like data clustering and data
classification. Nowadays, it is of common observation that
the information related to the data science is of high di-
mensions, and therefore, its visualization in low-

dimensional space becomes impractical (Buja et al. [2];
Saeed et al. [1]). In almost all of the data science datasets, the
researchers have had to deal with this acute and critical issue.
While analyzing the high-dimensional data, almost every
other researcher is interested in finding the optimal number
of dimensions (or features) in order to apply any appropriate
classifier for giving better performance (Nguyen and Holmes
[3]; Song et al. [4]; ur Rehman et al. [5]). It is pertinent to
mention that the terms “high-dimensional data visualiza-
tion” and “high-dimensional visualization” are used
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interchangeably in the literature; however, there is a succinct
difference between these. In the first, the term high refers to
data itself, whereas, in the second, it refers to the visuali-
zation. +e interesting fact lies in visualizing the high-di-
mensional data on 2D or 3D plane that we have to apply
some appropriate dimensionality reduction approaches on
the whole data, since it is next to impossible in order to
visualize the high-dimensional data on low-dimensional
space (Engel et al. [6]; Song et al. [4]; ur Rehman et al. [5]).

+e term “dimensionality” refers to the number of
variables, characteristics, or features in which most of the
datasets exist in the field of data science nowadays. Gen-
erally, these dimensions are represented as columns, and the
main purpose is to reduce this number of columns. In the
majority of cases, these column values are correlated and are
also having redundant information that causes noise in data.
+is redundant information may impact negative and ad-
verse effects in training any machine learning model thus
producing error-prone results. +at is the reason, the di-
mensionality reduction approaches have become of vital
importance. Furthermore, it also helps in finding the pat-
terns, if they exist, in the data set prior to applying any
clustering or classification approach by reducing the model’s
complexity thus avoiding the overfitting.

One of the key objectives of the dimensionality reduction
technique is to reduce the high-dimensional data points
D� d1, d2, d3, . . ., dn to a rather low dimension space, ideally,
in two- (or three-) dimensional spaces S� s1, s2, s3, . . ., sn in
order to get better visualization of the data, where S rep-
resents the equivalent low-dimension transformation and
map ofD and si is the corresponding data point of di that can
be viewed on some appropriate scatter plot. +e main
purpose in this transformation is to preserve the charac-
teristic features of the high-dimensional data as much as
possible while transforming to the low-dimensional space. It
is pertinent to mention that different dimensionality re-
duction approaches have a number of various capabilities of
preserving the different types of properties of high-di-
mensional data (Engel et al. [6]; Saeed et al. [1]; Sorzano et al.
[7]). Some are specific to preserve the linear dependencies,
and some are experts in taking care of nonlinear features
only. In order to solve these challenging issues, we engaged
one of the most popular and widely used algorithms, the t
-Distributed Stochastic Neighbor Embedding (t-SNE)
(Maaten and Hinton [9]). +e results showed that the t-SNE
produced quite faithful clusters with clear and accurate
separations while converting to low-dimensional data, thus
retaining the characteristic features of the high-dimensional
data. Furthermore, the reduced dimensions are then plugged
into the Convolution Neural Network (CNN) to recognize
and classify the Urdu handwritten numerals and characters
in a separate set of experiments. +e quality and efficiency of
the results using the reduced dimensions obtained through
t-SNE are remarkably better than those of the approaches
used previously for the said purpose.

+e paper is outlined as follows: Section 2 gives an
overview of dimensionality reduction approaches. In Section
3, we discuss the motivation behind our work. In Section 4,
the processing steps used in generating state-of-art datasets

are discussed in detail. +e experimental results obtained by
using reduced dimensions obtained through t -SNE and
other approaches are presented in Section 5. Section 6
provides recognition results of Urdu handwritten characters
and numerals using a deep CNN based model. In Section 7,
we conclude the paper with some proposed future works.

2. Review of the Approaches Used in
Dimensionality Reduction

A number of dimensionality reduction approaches for
nonlinear data have been proposed in the last decade
(Camastra [10]; Cunningham and Ghahramani [11]; Sor-
zano et al. [7]).+e nonlinear techniques are more capable in
comparing the standard and conventional linear techniques
of dimensionality reduction; in dealing with complex
nonlinear data, sincemost of the data sets associated with the
data science and big data are likely to be strongly nonlinear
in nature (Tsai [12]; Van Der Maaten et al. [8]). +e related
literature concludes that, among the existing number of
dimensionality reduction techniques, the Principal Com-
ponent Analysis (PCA) (Roweis and Saul [13]) is regarded as
the most popular (unsupervised) linear technique (Maimon
and Rokach [14]; Saul et al. [15]; Tsai [12]). +erefore, in this
paper, we considered the PCA Roweis and Saul [13] as a
benchmark. +ere also exist other techniques like Multi-
Dimensional Scaling (MDS) Torgerson [16] that favor the
data in linear form. +is approach primarily focuses on the
structural properties of the data points that vary in simi-
larity. It is pertinent to mention that researchers must
consider the nonlinear features of the high-dimensional data
and also the very similar data points to produce clear
separated clusters. +is activity will also help in resolving
issues associated with intracluster separations.

Some noteworthy survey articles (Camastra [10]; Cun-
ningham and Ghahramani [11]; Sorzano et al. [7]) provide
detailed information about dimensionality reduction ap-
proaches including Local Linear Embedding (LLE) (Roweis
and Saul [13]); Laplacian Eigenmaps (Belkin and Niyogi
[17]); Maximum Variance Unfolding (MVU) (Weinberger
et al. [18]); Stochastic Neighbor Embedding (SNE) (Hinton
and Roweis [19]); and Curvilinear Components Analysis
(CCA) (Demartines and Herault [20]) that specifically deal
with nonlinear data by preserving the structural features of
the whole data. It is also concluded from the work of Engel
et al. [6] and Maaten and Hinton [9] that the approaches
mentioned above did not produce the effective visualization
results, since these approaches failed to manage the non-
linear characteristics of the whole data in the projected low-
dimension map. +erefore, these approaches are not rec-
ommended to get the correct and perfect visualization of
realistic data set having high-dimensional data points. +e
authors Engel et al. [6], Maaten and Hinton [9], and Song,
Gretton, Borgwardt, and Smola [21] also observed that the
MVU failed to visualize the English handwritten digits and
provided highly overlapped clusters. To address these issues,
we used the t -Distributed Stochastic Neighbor Embedding
(t-SNE) (Maaten andHinton [9]) approach for producing an
efficient and effective visualization of the multidimensional
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data in the form of clusters with clear and accurate sepa-
rations by embedding both the pixel- and structural-based
information in a principled way. It is pertinent to mention
that t -SNE is a modified and extended form of SNE (Hinton
and Roweis [19]). +e categorization of the dimensionality
reduction techniques is shown in Figure 1.

+e literature related to the concept of t-SNE concludes
that it is also one of the dimensionality reduction and data
visualization techniques that deals with nonlinear data in an
efficient way, since the math behind t-SNE is quite complex,
but the idea is simple. +e novelty in the efficacy of t-SNE is
that it embeds the points from a higher dimension to a lower
dimension trying to preserve the neighborhood of that
specific point more efficiently as compared to other con-
ventional and classical approaches like PCA, auto-encoders,
High Correlation Filter, etc. Most classical dimensionality
reduction approaches inherently work on preserving the
global structure of the data, while t-SNE focuses tabs on both
the local and global attributes of the data. +is novelty of
t-SNE assists in generating the clusters with high degree of
compactness and intercluster separations.

3. Our Motivation

In this work, we performed experiments in two phases,
namely, (i) the visualization of Urdu handwritten characters
and numerals containing pixel-based features embedded
with structural-based features using dimensionality reduc-
tion approaches and (ii) the recognition of these characters
and numerals using deep network model of CNN using both
pixel-based and structural based features and then using
reduced dimensions of the same instances obtained through
t -SNE and other approaches. In order to perform the
abovementioned tasks, we prepared a novel data set of Urdu
handwritten characters and numerals.

One of the issues associated with Urdu script is the shape
similarity among its characters and numerals, as shown in
Figure 2.

+ese issues may result in generating overlapping
clusters during visualization in low-dimensional space,
whichmay directly affect the accuracy rate in the recognition
process. +erefore, we have to apply some suitable approach
that results in precise and correct clusters with perfect
separations. Moreover, intracluster separations of the data
instances should be clear to depict the separations among the
individual instances of the Urdu characters and numerals.
+e following factors and issues are the cause of our mo-
tivation to perform some experiments to resolve these issues.

To the best of our knowledge, there is a lack of note-
worthy work done to date in order to transform faithfully the
high-dimensional data of the Urdu handwritten characters
to low-dimensional space.

(i) +ere is no dataset associated with the Urdu
handwritten characters and numerals that is
available publicly to perform text recognition tasks
at the character level.

(ii) Also, there is no process of recognition adopted at
the character level in Urdu handwritten text using

reduced dimensions obtained through dimension-
ality reduction approaches.

(iii) In the subsequent section, we outline the procedure
to generate a state-of-the-art dataset consisting of
the images of the Urdu handwritten characters and
numerals. Furthermore, the experimental results
produced by the dimensionality reduction and
recognition approaches are also given in subsequent
sections.

4. Dataset Preparation

As mentioned in the earlier section, there is a lack of an
appropriate and concise data corpus containing Urdu
handwritten characters and numerals to perform text rec-
ognition tasks at the character level. +ere are some publicly
available datasets of Urdu handwritten text like Urdu
Nastaliq Handwritten Dataset (UNHD) (Ahmed et al. [22];
Das et al. [23]; Husnain et al. [24]; Sagheer et al. [25]), but
unfortunately, the data sets have only the Urdu handwritten
numerals. Furthermore, these instances are not enough to
apply state-of-the-art machine learning algorithms to get
better results. In order to bridge the gap and provide the
state-of-the-art dataset of this kind, we invited about 1000
native Urdu speaking persons from different academic,
administrative, and social groups of different age groups and
gender. Moreover, the handicapped and physically disabled
people are also involved to make the dataset more concise
and comprehensive. All the authors were directed to write in
a separate column of the printed sheets in his (or her)
handwriting. Each of the sheets has printed images of 40
basic Urdu alphabets along with the 10 Urdu numerals in
Nastaliq font.

Figure 3 depicts the sample page of our dataset. Fur-
thermore, we have also recorded the demographic infor-
mation of each author to generate the ground truth values of
the whole data set. +is information includes the basic in-
formation about each author, namely, age, race, gender, level
of education, type of job, physical disability (if any), pref-
erence of left (or right) hand while writing, etc. +is activity
helped us in making the dataset more concise and com-
prehensive. After collection of an appropriate amount of
data instances, the handwritten pages of both the Urdu
characters and numerals were carefully scanned on a flatbed
scanner at standard 300 dpi resolution. Furthermore, the
scanned pages are then segmented manually into an image
size of 28× 28 to capture Urdu handwritten character and
numeral individually. As mentioned earlier, the whole
dataset consists of 1000×10�10,000 Urdu numerals and
1000× 40� 40,000.

Urdu characters images: for experimental work, we
randomly selected the 6000 (600 each for the ten numerals)
images of Urdu numerals and 28, 000 (700 each of 40
characters) images of Urdu characters. It is pertinent to
mention that we have planned to increase the number of
participants to 1500 in order to include as many as possible
the variations of different handwriting to create more com-
prehensive and multifaceted data.+e complete data set, after
completion, will be made publicly available for the
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researchers, since there is no dataset of such kind that is
available till date. It is common that noise and distortion may
likely occur while scanning the images. In order to remove the
noise, we directed the authors to write in black ink only. +is
activitymakes the noise removal process rather trivial task in a
way that the colors other than black were considered as noise
and removed easily. Furthermore, before applying any di-
mensionality reduction approach, we make use of some data

transformation algorithms, like gray-scale conversion, image
segmentation, image resizing, extracting area of interest from
the text image, normalizing the raw data, etc., to prepare our
data set in some appropriate form. It is pertinent to mention
that the Urdu characters as shown in Figure 4 and numerals
share common characters with Arabic and Persian; therefore,
our approach is equally applicable in these domains also with
some minor modifications.

Linear

Preserving global
properties

Preserving local
properties

LLC
Man. charting

Global alignment
of linear models

Nonlinear

Reconstruction
weightsNeural network

Autoencoder

Kernel-based

Kernel PCA

‘Unfolding’Distance
preservation

Laplacian
Eigenmaps

Hessian LLE
LTSA

Local tangent
space

Neighborhood
graph Laplacian
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PCA

Dimensionality
reduction

Figure 1: Categorization of dimensionality reduction approaches (Van Der Maaten et al. [8]).

(a) (b)

Figure 2: Similarity among Urdu characters and numerals.
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5. Experimental Results of Dimensionality
Reduction Approaches

In this section, we present the results obtained by applying
PCA (Roweis and Saul [13]), AE, and t-SNE on our two
variants of the dataset. One variant contains the pixel-based
features of both the Urdu numeric and characters. +e second
variant contains structural-based features embedded with
pixel-based data of both the Urdu numeric and characters.+e
experimental results depict that adding structural based fea-
tures presents visualization results with accurate separations
among the clusters and also maintains intracluster variations.

As mentioned earlier, we represented each text image in
our dataset in 28× 28� 784 pixel values (or dimensions). For
evaluation purposes, we make use of the three different
dimensionality reduction approaches, namely, Principal
Component Analysis (PCA) (Roweis and Saul [13]);
Autoencoders (Liou et al. [26]); and t-SNE (Van Der Maaten
et al. [8]) to our Urdu handwritten character and numeral
dataset.

We used the following parameter setting while using t-
SNE (Van Der Maaten et al. [8]) and its variant while

producing visualization results: the number of iterations, T,
set to 1000 in order to achieve the optimized value of
gradient descent, the fine-tuned parameter momentum
term, α(t), is regulated to 0.5, where t is less than 250, while
α(t) is set to 0.8 for t is greater than 250. +e initial value of
learning rate η is set to 100 that may be regulated for each
iteration equipped with a highly adaptive learning rate
scheme. It is pertinent to mention that the experiments were
executed using varying initial learning rates; however, we
observed little variations in the quality of the resulting vi-
sualization results. Moreover, along with the other param-
eters, the perplexity is a tunable parameter that depicts how
to correspond and normalize the local and global aspects of
the data. In other words, we can say that perplexity helps in
finding how many close neighbors each point has. It also has
a complex effect on the resulting visualizations, as explained
in the original t-SNE paper (Maaten and Hinton [9]). +e
selection of an optimal value of perplexity is of significant
importance; therefore, one must have to take care, since it
can be achieved only by producing multiple visualizations
with varying perplexity values. +erefore, in this paper, we
chose the best result based on the quality of visualization.
Furthermore, it is an interesting fact that both the standard
and proposed versions of t-SNE work equally and uniformly
on a single assumed value of the perplexity for the whole
dataset. +e following subsection depicts the results gen-
erated through standard t-SNE on our proposed data set.

5.1. Applying Standard t-SNE. +e results obtained through
the standard t-SNE on the dataset having only the pixel-
based information of the Urdu handwritten numerals are
shown in Figure 5. It is clear from the results that there are
some overlapping clusters while considering pixel-based
information only. We performed a series of experiments
using t-SNE on the same dataset using multiple perplexity
values. It was observed from the output that, with the
perplexity value of 70, the results showed some little

(a) (b) (c)

Figure 3: Sample pages of our dataset showing Urdu characters in (a) and (b) and Urdu handwritten numerals in (c).

Figure 4: Urdu characters and numerals.
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improvement in terms of separations among the clusters of
each clas of the Urdu handwritten numerals when compared
with results using different perplexity values of 30, 50, and
100.

It is of general observation that, with lower perplexity
value, the local structure of the data tends to show higher
perseverance, i.e., the clusters having a smaller number of
data points plotted very close to each other resulting in a
compact visualization. On the other hand, the higher the
perplexity value, the higher the perseverance in the global
structure of the data; i.e., the data points will be plotted with
some notable difference (intracluster difference) and also
maintaining the separation between the clusters (intercluster
difference).

Figure 6 depicts the detailed description of the structural
features of both the Urdu numerics and characters. +e
results obtained by applying the standard t-SNE on the
dataset having a combination of both the pixel- and
structural-based features are shown in Figure 7. +e results
depicted much improvement by producing the clusters with
clear separations. From the results presented in Figure 7, it
can be observed easily that some of the Urdu numerals like 2,

3, and 4 have overlapping clusters. +is overlapping is based
on the fact that these Urdu numerals share much shape
similarity. A similar behavior can also be witnessed in the
case of Urdu numerals 0 and 1. It can be concluded that
combining the pixel- (i.e., 784 features) and structural-based
features (i.e., 10 features) failed to be useful when applied to
the standard t -SNE algorithm.

+e same approach of standard t-SNE is applied to the
datasets of Urdu handwritten characters. One dataset
contains the pixel-based data, and the other contains both
the pixel and structural based features. It is pertinent to
mention that only those Urdu characters are considered for
the experiments that share much of the shape similarity.
Figure 8 shows the Urdu characters grouped on the basis of
shape similarity. +e remaining characters are not consid-
ered to reduce the ink-noise ratio while visualizing the 40
characters individually. +erefore, it is better to visualize the
characters grouped according to shape similarity.

Figure 9 shows the results of applying standard t-SNE
on both the data set of Urdu handwritten characters
mentioned earlier. It is pertinent to mention that the results
shown are chosen among the better results produced by

100

80

60

40

20

0

–20

–40

–60

–80
–100 –80 –60 –40 –20 100

0
1
2
3
4
5
6
7
8
9

806040200

(a)

80

60

40

20

0

–20

–40

–60
–80 –60 –40 –20

0
1
2
3
4
5
6
7
8
9

806040200

(b)
80

60

40

20

0

–20

–40

–60
–60 –40 –20

0
1
2
3
4
5
6
7
8
9

6040200

(c)

0
1
2
3
4
5
6
7
8
9

40

50

30

20

10

0

–10

–20

–30

–40

–50
–50 –40 –30 –20 –10 403020100

(d)

Figure 5: Standard t-SNE based visualization results of the data set containing pixel-based information only of the Urdu handwritten
numerals. (a) Perplexity: 30 Iterations: 1,000. (b) Perplexity: 50 Iterations: 1,000. (c) Perplexity: 70 Iterations: 1, 000. (d) Perplexity: 100
Iterations: 1,000.
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fine-tuning the parameters. One of the results in Figure 9(a)
shows that some of the clusters show higher overlapping
than other clusters. +is overlapping is due to shape
similarity among the characters in Groups 2, 10, and 11. A
similar behavior is observed in the characters of Groups 3
and 9; Groups 4 and 5; and Groups 6 and 7. Only Group 1,
Group 8, and Group 12 characters are correctly drawn by t
-SNE. +is issue of overlapping is solved to some extent by
embedding structural features of Urdu characters, as we
have done with Urdu numerics. +e results shown in
Figure 9(b) depict the better results. +e intracluster
separation is better than the previous result. However,
there is a need for modifying the standard t-SNE algorithm
to make it capable of generating more precise results. To
resolve these issues, a novel idea is proposed to build a
fusion matrix having the pair-wise Euclidean distances of
more (or multiple) independent observation spaces (i.e.,
pixel- and structural-based information). +e standard t-
SNE is then modified to assist the data in the fused matrix.
+e details about the fused data matrix and modified t-SNE
are given in the subsequent section.

5.2. FusedDataMatrix. In this section, we discussed a novel
way to embed the two or multiple observation spaces by
calculating the pairwise Euclidean distances of the instances
resulting in a fusion matrix. Furthermore, we also modified
the standard t -SNE to make it able to assist the data in a
fused matrix form. In our dataset, we build a single fusion
matrix by calculating pairwise Euclidean distance of the data
instances of the two independent spaces, i.e., pixel- and
structure-based information. +e resulting fusion matrix is
then plugged into the modified t-SNE that makes use of both
the features mentioned earlier. +is modified t-SNE will give
equal importance to both the features, thus generating even
more clear and accurate clusters with precise separations.

Our assumption lies in the fact that since the data from both
the independent spaces sources are highly conjunctive and
dependent, therefore, their fusion will produce the more
accurate visualization results in some low-dimensional space
when the visualization results are compared with the output
generated using either the pixel-based data or the structural
data alone.

+e pixel-based features are saved in a matrix form of
size 1× n for a single image of Urdu handwritten character,
where n is the pixel-wise binary data for each image of size
32× 3. If we consider Urdu numerals (for example), we have
used 5000 images of Urdu handwritten numerals (500 each
of ten numerals) for our experimental work; therefore, the
dataset is of size 500× 32. +is pixel-based information is
then embedded with the structural features, using the Eu-
clidean Distance, of the Urdu handwritten numerals. Since
the Urdu numerals share shape similarity, for example, digits
two and three (shown in Figure 2), these structural based
features are embedded to the pixel-based features to reduce
the visualization issues while plotting similar shape images.
Furthermore, we introduced equation (1) to balance the
weighted combinations of both of the independent original
spaces. It is pertinent to mention that t-SNE works on one of
the tunable parameters called perplexity that can be thought
of as “the number of neighboring points t-SNE must con-
sider,” and we used different values of perplexity to en-
compass the whole data. t-SNE shrinks widespread data and
expands densely packed data. It is, hence, suggested not to
decide the size and density/spread/variance of the clusters
based on the output. Furthermore, equation (1) is used for
calculating the minimum value for the fused Euclidean
distances that play a role in winning value for both the
independent spaces. +is novel activity helped us in per-
forming the fusion process in an efficient and principled way
that makes it practically possible for the independent spaces
to contribute equally in order to maintain the separation of

Types of structural features

Number of arcs and
their position

Number of loops

Vertical lines

Horizontal lines

Number of cusp
and its position

Urdu Numerals Urdu Characters

one arc
in upward
direction

Two arcs
in upward
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One arc
in downward
direction Two arcs in upward

directions
One arc on the le�

Figure 6: Types of structural features of Urdu numerics and characters.
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Figure 7: Standard (t) -SNE based visualization results of the combined data of pixel- and structure-based information of theUrdu handwritten
numerals. (a) Perplexity: 30 Iterations: 1,000. (b) Perplexity: 50 Iterations: 1,000. (c) Perplexity: 70 Iterations: 1,000. (d) Perplexity: 100 Iterations:
1,000.
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Figure 8: Grouping of Urdu characters having shape similarity.

8 Complexity



the data instances within a cluster. In order to make the
equal contribution of both the independent spaces, we
assigned an equal weight (α(t)� 0.5) to both spaces.

Euclidfused(a, b) � (t)Euclid Pa, Pmapb(  +(1 − α(t))Euclid Sa, Smapb( . (1)

In equation (1), we computed the similarity patterns in
a very disciplined way that are likely to exist in data in-
stances of both the independent spaces where the pixel
space value is represented by P and structural attribute by S.
+e relative weight, α, depicts the relative weight among the
similarities of the data instances of both the independent
spaces. Whereas the t depicts the epoch number depicts the
number of iterations for the dimensionality reduction
process. α is carefully set to 0.5 to observe the equal
contribution of both of the independent spaces.+is tuning
helps in locating the minimum fused Euclidean distance
(Euclidfused(a, b)), which in return determines the common
successful unit by locating. It is pertinent to mention that in
order to normalize the Euclidean distances of the two
independent spaces (in equation (1)), we apply the product
formula. +is activity played a key role in improving the
results by maintaining the intercluster separations while
visualizing in low dimensions. In the next section, we
discussed the results obtained by our modified t -SNE (Van
Der Maaten et al. [8]); PCA (Roweis and Saul [13]); and AE
(Liou et al. [26]).

+e reason for reducing to two-dimensional space is to
observe the behavior of the high data that assist in finding
the patterns (if they exist). +is activity guides the re-
searchers to apply suitable set of classifiers. +e resulting 2D
features, in our case, are representing the (x, y) coordinates
of each individual instance drawn by the t-SNE. +ese 2D
features are correctly representing each instance on the map
whether they are similar in shape or not. As a result, this
informationmay be used for classification purpose using any

classifier. We used CNN agan for reduced dimensional data,
since it was used for classification using the pixel-based data
only. It is pertinent to mention that 2D does not mean the
kernel sliding window; it means that the CNN is accepting
two inputs in case of reduced dimension.

5.3. Complexity Comparison of Standard t-SNE and Our
Modified t-SNE. In the original source papers (Maaten and
Hinton [9]; Van Der Maaten et al. [8]), the standard t-SNE’s
computational and memory cost is O(n2), where n is the
number of data points, which constrain the application of
the technique. We evolved the algorithm by reducing the
computational complexity to O(nlog(n)) and the memory
complexity toO(n) since the data from both the independent
distributions involve a normalization term that sums overall
n× (n− 1) pairs of unique objects (see Equation 1). It is also
observed that the t-SNE scales quadratically in the number
of objects n, and its applicability is limited to data sets with
only a few thousand input objects.

5.4. Experimental Results Obtained through PCA, AE, and
Modified t-SNE. In this section, we covered the visualization
results of the fused matrix dataset of both the Urdu
handwritten numerics and characters. +e results showed
(see Figure 10) that our modified t-SNE with fused data
matrices of our dataset outperformed the classical ap-
proaches of PCA and AE.

Similarly, while visualizing the fused matrix of Urdu
handwritten characters, we applied the same set of
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Figure 9: Visualization of (a) pixel-based and (b) structure-based data of our dataset of handwritten Urdu characters using standard t-SNE
took 12 minutes 31 seconds. (a) Perplexity: 30 Iterations: 1,000. (b) Perplexity: 50 Iterations: 1,000.
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algorithms having the same parameter settings. Figure 11
shows the visualization results produced when applied to
Urdu handwritten characters.

6. Recognition ofUrduHandwrittenCharacters
Using Deep Network

Wemake use of a deep convolutional neural network (CNN)
model with an output layer generating the output on feature
mapping in order to recognize the Urdu handwritten
characters. CNN is one of the deep networks that are widely
used in image classification problems and recognition be-
cause of its high accuracy. +e CNN follows a hierarchical
model, which works on building a network, like a funnel,
and finally gives out a fully connected layer, where all the
neurons are connected to each other, and the output is
processed. Furthermore, we used 2D convolutional layers,
which are ideal for processing 2D images. Compared to
other image classification algorithms, CNNs actually use
very little preprocessing.+e key objective of our model is to
classify the given input out of 10 classes of the Urdu

handwritten numerals. On the other hand, the same model
will also be used in classifying the given Urdu character out
of 12 classes of the Urdu handwritten characters (see
Figure 8).

In research activities related to image processing, it was
observed that CNN and its variants are most widely used.
While dealing with two-dimensional images, we used 2
VGG16 model that is equipped with 16- and 19-layer net-
work capable of dealing with a maximum input size of
224× 224. It is considered to be one of the excellent vision
model architectures till date. +e most unique thing about
VGG16 is that, instead of having a large number of
hyperparameters, it focused on having convolution layers of
3× 3 filters with a stride 1 and always used the same padding
and max-pool layer of 2× 2 filter of stride 2. While analyzing
the high-dimensional data of our manuscript, we came along
with the exploitation of both the structural- and pixel-based
data in order to generate precise classification results. In
order to resolve this issue, we make the standard t-SNE
compatible with our data by implementing the pair-wise
Euclidean distance formula to the data points of our dataset.
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Figure 10: +e visualization results of the high-dimensional fusion matrix data of the Urdu handwritten Urdu numerals using (a) autoencoders,
(b) principal component analysis and (c) t-SNE.
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+is activity embedded the data points coming from two
independent spaces in one space, thus making it compatible
with the standard t-SNE.

It is noteworthy that we have not reduced the size of the
image; rather, we have reduced the dimension of the
feature-space, that is, the embedded version of structural
and pixel-based features. +ese reduced dimensions are
produced by the dimensionality reduction approaches
discussed in detail in the sections above. +is reduced-
dimensional data is then plugged into the proposed model
of CNN in order to recognize the numeric (or character)
data. +is activity takes minimum time (12 CPU seconds)
and reported same accuracy rate in the classification of
both the Urdu handwritten characters and numerals as
compared with the same model applied on the original
dimensions of the text images, reported in our work
(Husnain et al. [27]) that takes 8 minutes. It is pertinent to
mention that there is no need to increase the number of
convolutional cores of the proposed model as we have
performed in our previous work (Husnain et al. [27]) since

the dimensions of the input data are too small, and they can
be handled trivially by the original model of CNN.

In order to decrease the ambiguity in the quality of
results, we performed a series of experiments using different
variations of the n-fold cross-validation. +is activity helped
in retreating the confusion among the biased results ob-
tained through the conventional ratio of training and testing
data. Tables 1 and 2 depict the confusion matrices for Urdu
handwritten numerals, showing an average accuracy of
96.5% and 94.7%, respectively.

Similarly, Tables 3 and 4 show the results of Urdu
handwritten characters (shown in groups in Figure 8). +e
results showed that our proposed model of CNN out-
performed the previous approaches to perform this task, see
Table 5. We also presented the comparison of the results
produced by our proposed model with some state-of-the-art
related approaches for the same task in Table 5. It can be
observed that our approach is significantly better in terms of
the number of parameters, accuracy, the number of di-
mensions used, and the amount of calculation.
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Figure 11:+e visualization results of the high-dimensional fusionmatrix data of theUrdu handwrittenUrdu characters using (a) Autoencoders,
(b) Principal component analysis, and (c) t-SNE.
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Following are the reasons behind using k -fold cross
validation, and its variants are that the computation time is
reduced as we repeated the process only 10 times when the
value of k is 10. It also reduces the biasness in the results
when using the conventional 70-30 training-testing ratio,
thus limiting the making the classifier to strictly select the
data points from the specified training data. Furthermore,
every data point gets to be tested exactly once and is used in
the training process for at least k - 1 times. Similarly, the
variance of the resulting estimate is reduced as the value of k
increases, that is, the reason we make use of 10- and 8-fold
cross validation to observe the change in variance.

Our proposed model was found quite efficient (in
terms of accuracy) and effective also in performing the
recognition and classification tasks among the ap-
proaches used so far for the same task. +e novelty of our
work lies in the fact that the reduced dimensions ob-
tained through different dimensionality reduction ap-
proaches are used for the first time for the recognition of
the Urdu handwritten characters. Furthermore, our
proposed approach is equally applicable for developing
an efficient system for both online and offline character
recognition for mobile (or handheld) devices for learning
applications for children.

Table 1: +e confusion matrix showing accuracy rate of classification of Urdu handwritten numeral using 10-fold cross validation.

Eight Five Four Nine One Seven Six +ree Two Zero Classified
8 5 4 9 1 7 6 3 2 0 As
95% 3% 0 0 0 0 0 0 0 2% Eight
2% 97% 0 0 0 0 0 0 0 1% Five
0 0 96% 0 0 0 1% 2% 1% 0 Four
0 0 0 97% 2% 0 1% 0 0 0 Nine
0 0 0 1% 98% 0 1% 0 0 0 One
0 2% 0 0 0 98% 0 0 0 0 Seven
0 0 0 0 3% 0% 95% 0 0 2% Six
0 0 2% 0 0 0 0 97% 1% 0 +ree
0 0 1% 0 3% 0 0 2% 94% 0 Two
1% 1% 0 0 0 0 0 0 0 98% Zero
+e values in bold (in diagonal) are representing the accuracy percentage of the classification of Urdu handwritten numerals.

Table 2: +e confusion matrix showing accuracy rate of classification of Urdu handwritten numeral using 8-fold cross validation.

Eight Five Four Nine One Seven Six +ree Two Zero Classified
8 5 4 9 1 7 6 3 2 0 As
94% 3% 0 0 0 0 0 0 0 3% Eight
3% 95% 0 0 0 0 0 0 0 2% Five
0 0 94% 0 0 0 2% 3% 1% 0 Four
0 0 0 95% 3% 0 2% 0 0 0 Nine
0 0 0 3% 96% 0 1% 0 0 0 One
0 4% 0 0 0 96% 0 0 0 0 Seven
0 0 0 2 4% 0 93% 0 0 3% Six
0 0 2% 0 0 0 0 96% 2% 0 +ree
0 0 3% 0 4% 0 0 1% 92% 0 Two
1% 3% 0 0 0 0 0 0 0 96% Zero
+e values in bold (in diagonal) are representing the accuracy percentage of the classification of Urdu handwritten numerals obtained by applying using
variations of n-fold cross-validation approach.

Table 3: +e confusion matrix showing accuracy rate of classification of Urdu handwritten characters using 10-fold cross validation.

Grp Grp Grp Grp Grp Grp Grp Grp Grp Grp Grp Grp Classified
1 2 3 4 5 6 7 8 9 10 11 12 As
93% 0 0 1% 2% 0 0 2% 1% 1% 0 0 Grp 1
0 89% 0 3% 0 0 0 3% 2% 1% 1% 1% Grp 2
0 2% 92% 0 2% 1% 0 0 0 0 2% 1% Grp 3
2% 0 3% 91% 0 2% 0 2% 0 0 0 0 Grp 4
2% 0 5% 0 93% 0 0 0 0 0 0 0 Grp 5
0 0 2% 3% 2% 90% 0 0 2% 0 1% 0 Grp 6
0 0 0 0 0 0 93% 4% 0 0 1% 2% Grp 7
0 2% 3% 0 0 0 0 87% 4% 1% 1% 2% Grp 8
3% 1% 0 0 0 0 0 0 89% 0 3% 4% Grp 9
0 2% 0 0 2% 0 0 3% 1% 90% 0 2% Grp 10
0 1% 0 0 1% 0 0 0 3% 0 91% 0 Grp 11
3% 2% 0 0 0 1% 1% 0 2% 0 1% 90% Grp 12
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7. Conclusion

In this paper, we made use of the reduced dimensions
obtained through the dimensionality reduction ap-
proaches like PCA, AE, and t-SNE, in recognition of
Urdu handwritten characters and numerals. Further-
more, the structural features of each handwritten
character are extracted and embedded in pixel-based
features to enrich the features of our dataset. In order to
make it more compatible, we modified the standard t-
SNE by including equations that support the pairwise
Euclidean distances of the features from two indepen-
dent spaces. +is modification results in accelerating the
efficiency of standard t-SNE by producing a quite better
low-dimensional data that eventually helped in visual-
izing both the Urdu handwritten characters and nu-
merals. Furthermore, this reduced dimensional data is
fed to the CNN model to recognition purposes. +e
results produced are quite similar to our previous work,
in which we used all the dimensions of the text-images.
+e only difference is the time efficiency shown by our
approach that took about 12 CPU seconds as compared

to our previous work (Husnain et al. [27]) that consumed
12 CPU minutes in producing the confusion matrices.
Hence, it can be concluded that, to make the task of
classification/recognition of high-dimensional data, it is
better to apply a suitable dimensionality reduction ap-
proach that will show the faithful representation of the
data. +en, plug this low-dimensional data into any
machine learning classifier for testing/training to per-
form recognition/classification tasks. +e limitation of
our proposed t-SNE is that the algorithms can only be
used to embed or fuse data coming from two or three
independent spaces. Generalizations to a higher number
of independent spaces are practically not possible since
the computation time increases while computing pair-
wise distances among the high-dimensional data
instances.

To the best of our knowledge, a very limited work is
observed in the field of handwritten text recognition at
character level, and the dataset of this kind is not available to
date. Our results are the initiatives towards classification of
the handwritten text at character level in the Urdu script, and
there may be some lack of quality and comprehensiveness.

Table 4: +e confusion matrix showing accuracy rate of classification of Urdu handwritten characters using 8-fold cross validation.

Grp Grp Grp Grp Grp Grp Grp Grp Grp Grp Grp Grp Classified
1 2 3 4 5 6 7 8 9 10 11 12 As
91% 3% 0 0 0 0 2% 0 2% 1% 0 1% Group 1
0 85% 4% 0% 1% 3% 0 2% 0 1% 3% 1% Group 2
0 0 90% 3% 0 1% 2% 0 0 0 2% 2% Group 3
1% 1% 2% 89% 0 3% 0 2% 0 1% 0 1% Group 4
0 0 1% 0 95% 0 1% 0 1% 0 1% 1% Group 5
0 0 2% 0 0 94% 2% 0 2% 0 0 0 Group 6
0 0 0 0 0 0 93% 4% 0 0 1% 2% Group 7
0 0 0 0 2% 1% 0 94% 0 1% 1% 1% Group 8
0 0 1% 0 3% 0 3% 0 87% 0 2% 4% Group 9
0 0 0 3% 2% 0 2% 0 0 90% 1% 2% Group 10
0 0% 3% 0 0 0 0 0 4% 0 90% 3% Group 11
0 0 0 3% 0 2% 1% 0 1% 0 0 93% Group 12
+e values in bold (in diagonal) are representing the accuracy percentage of the classification of Urdu handwritten characters obtained by applying using
variations of the n-fold cross-validation approach.

Table 5: Comparison Analysis of our proposed approach for Urdu handwritten character classification with state-of-the-art approaches.

Reference Approach Features Accuracy (%)
Accuracy rate of classification of the Urdu handwritten character
Ali et al. [28] Neural network Geometrical strokes 75–80%
Haider and Khan [29] BPNN, PNN Geometrical strokes 66%
Shahzad et al. [30] Linear classifier Statistical features 66%
Ahmed et al. [31] BLSTM Pixel-based 92–94%
Ko and Poruran [32] SVM Transfer-learning features 82.30%
Ali et al. [33] SVM Pixel-based features 95.79%
Our approach CNN Pixel- and geometrical-based 96.04%
Accuracy rate of classification of Urdu handwritten numeral
Borse and Ansari [34] Daubechies wavelet Pixel-based 92.05%
Razzak et al. [35]; Razzak et al. [36] HMM, fuzzy rule Pixel-based 97.45%, 97.09%
Sarkhel et al. [37] Multi-column multi-scale CNN Non-explicit feature based approach 98.90%
Takruri et al. [38] (MMCNN) fuzzy C-Means classifier ANN Pixel-based features 88.00%
Said et al. [39] ANN Pixel-based features 94.00%
Mowlaei et al. [40] ANN Wavelet-based features 97.34%
Our approach CNN Pixel- and geometrical-based 99.01%
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Our future work will encompass the recent trends and re-
solve these issues observed in our current work.

Furthermore, we have also created a state-of-the-art
dataset containing the Urdu handwritten characters and
numerals; to the best of our knowledge, there is no publicly
dataset available of such kind. +e existing datasets of Urdu
handwritten text mainly consist of the Urdu handwritten
words and sentences. +e usage of these existing datasets
cannot be used efficiently for recognition of the Urdu text at
the character level. We also presented a comparative analysis
of the results obtained through different approaches to
propose recommendations based on parameter tuning. It is
also concluded that the deep network can help in performing
the recognition and classification task of the handwritten
text of cursive scripts in minimum time. Furthermore, our
approach also helps in providing a platform to the re-
searchers and developers to develop the applications for the
children to learn how to write Urdu (and other cursive
languages) characters and numerals with higher accuracy.
As mentioned earlier, there is also a deficiency of some
standard data repository in the Urdu domain for generating
and comparing the benchmark results. In order to bridge
this gap, we are working on generating and extending our
dataset that will be published publicly in the near future.
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Intelligent manufacturing capability evaluation is the key for enterprises to scientifically formulate the implementation path and
continuously improve the level of intelligent manufacturing. To help manufacturing enterprises diagnose the level of intelligent
manufacturing capability, this paper conducts research on intelligent manufacturing capability maturity evaluation based on
maturity theory. )e evaluation problem is a complex nonlinear problem, and BP neural network is particularly suitable for
solving such complex mapping problems. Aiming at the problem that the BP neural network is sensitive to initial weights and
thresholds, the sparrow search algorithm (SSA) is used to optimize the initial weights and thresholds of the BP neural network. In
order to overcome the shortcoming of SSA that it is easy to fall into the local optimum, the firefly disturbance strategy is
introduced to improve it, a new sparrow search algorithm (FASSA) is proposed, and on this basis, an intelligent manufacturing
capability maturity evaluation model based on the FASSA-BP algorithm is constructed. Finally, a large battery manufacturing
enterprise in China is selected for empirical research, and the comparison experiments are carried out on the FASSA-BP model,
BPmodel, SSA-BPmodel, and PSO-BPmodel in terms of accuracy, stability, etc.)e results show that the evaluation of intelligent
manufacturing capability maturity through this model can effectively help companies diagnose problems in the construction of
intelligent manufacturing and provide a reference for companies to accurately improve their intelligent
manufacturing capabilities.

1. Introduction

With the deep integration of information technology, in-
telligent technology, and manufacturing technology, intel-
ligent manufacturing has received great attention from
governments and industries [1–3]. As the core of the new
round of industrial revolution, intelligent manufacturing is
leading the intelligent transformation of manufacturing
enterprises globally, and the evaluation of intelligent
manufacturing capability has become the key for enterprises
to scientifically formulating the implementation path and
continuously improving the level of intelligent
manufacturing. In the implementation and promotion of

intelligent manufacturing, many enterprises do not know
enough about their overall intelligent manufacturing de-
velopment level and lack effective methods to diagnose
intelligent manufacturing capability and identify gaps. How
to carry out evaluation for enterprise intelligent
manufacturing capability has become a new research area of
concern for scholars at home and abroad, with the study of
intelligent manufacturing capability evaluation based on
maturity theory having become an important research
direction.

)e concept of intelligent manufacturing capability
maturity (IMCM) is not yet uniformly defined. Different
organizations and institutions have given their
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understanding from different perspectives. De Carolis
et al. evaluate the key processes of intelligent
manufacturing from five different dimensions and, in-
spired by the integration framework of capability maturity
models, propose an intelligent manufacturing capability
maturity model [4]. Based on the “Made in China 2025”
plan and combined with capability maturity model theory,
the intelligent manufacturing maturity model was studied
by Hu and Gao based on China’s national conditions from
three aspects: maturity level, capability factor, and ma-
turity requirements [5]. Zhou et al. studied the issues
related to the transformation and upgrading of intelligent
manufacturing in Chinese enterprises and found that
Chinese manufacturing enterprises were able to develop
their own intelligent manufacturing capability upgrading
paths based on their own capabilities and industry
characteristics [6]. From the perspective of smart facto-
ries, Ren et al. firstly proposed the capability maturity
model of China’s petrochemical industry [7]. Simetinger
and Zhang conducted a comparative analysis of several
important maturity models to identify common features
of Industry 4.0 maturity models [8].

)e maturity of intelligent manufacturing capability can
reflect the development level of intelligent manufacturing of
enterprises, but it also needs to be evaluated with specific
evaluation methods. Researchers from different countries
have explored the problem of evaluating the maturity of
intelligent manufacturing capabilities and the construction
of evaluation models.

Wagire et al. used fuzzy hierarchical analysis to deter-
mine an Industry 4.0 maturity assessment model and
implemented an evaluation of an automotive parts
manufacturing company based on this, and the study
showed that the model is feasible in practical application
and easy to self-evaluate [9]. Ruiz et al. established a ca-
pability maturity evaluation model by fuzzy integrated
evaluation method to clarify the level of enterprise intel-
ligent manufacturing [10]. Colli et al. proposed a new 360
digit maturity assessment method based on the learning
theory model, and the results of the study showed that the
method can provide actionable recommendations for en-
terprises, making the results of Industry 4.0 capability
maturity evaluation concrete [11]. Lee et al. constructed a
smart factory assessment framework based on the concept
of operations management, used network analysis to ana-
lyze and evaluate it, and verified its effectiveness through
case studies [12]. Liu et al. explored the research issue about
carbon market maturity evaluation in depth and proposed
the entropy-based TOPSIS model to measure the maturity
level of carbon market [13]. To determine the development
level of intelligent manufacturing maturity, Xiao et al.
combined hierarchical analysis with Hopfield neural net-
work and conducted an empirical study based on it, so as to
clarify the usability of the proposed method [14]. Xu and
Xiao used the fuzzy comprehensive evaluation method to
carry out the study of intelligent manufacturing capability
[15]. Meanwhile, Zhi-qiang used the mutation level method
in order to achieve the metric of intelligent manufacturing
capability [16]. Shao and Wen used factor analysis method

as an evaluation method of intelligent manufacturing ca-
pability and used some Chinese provinces as a research
sample to obtain the capability ranking of each province
after evaluation [17].

)e above-mentioned scholars have conducted research
on the maturity of intelligent manufacturing capability from
different perspectives, providing a certain theoretical basis
and methodological reference for the evaluation of intelli-
gent manufacturing capability maturity. Although certain
research results have been achieved, the overall research is
still in the initial stage of exploration; in particular, in the
evaluation method, there is still room for improvement. )e
concrete performance is that the existing research mostly
adopts traditional evaluation methods such as analytic hi-
erarchy process (AHP) and factor analysis. Although the
original information of most indicators is retained, the
evaluation process is obviously subjective due to the in-
fluence of expert experience in determining the weight. In
addition, these methods still have some defects, such as
heavy workload, complex calculation, and being time-
consuming.

In order to overcome the shortage of traditional eval-
uation methods of capability maturity, this paper applies
intelligent algorithms in the field of computer science; on the
basis of constructing evaluation indexes of enterprise in-
telligent manufacturing capability maturity, uses intelligent
methods such as sparrow search algorithm (SSA), firefly
algorithm (FA), and BP (back propagation) neural network;
proposes an intelligent manufacturing capability maturity
evaluation model based on FASSA-BP algorithm; and ap-
plies it to a large battery manufacturing enterprise in China
for IMCM evaluation research. )rough comparative ex-
periments, the validity and applicability of the evaluation
model are verified.

2. Constructing the IMCM Evaluation Index

Combining intelligent manufacturing capability and
existing maturity theory and referring to the documents
related to intelligent manufacturing capability maturity
released at home and abroad [2, 3], this paper considers
that intelligent manufacturing capability maturity is a
comprehensive measure of the whole process of intelligent
manufacturing in enterprises and describes the evolution
path of intelligent manufacturing from unplanned level to
leading level.

Based on the above-mentioned understanding of the
maturity of intelligent manufacturing capabilities, following
the construction principles of the indicator system [18, 19],
and according to the industry characteristics of intelligent
manufacturing enterprises, we construct the evaluation
index system of intelligent manufacturing capabilities,
providing methods for enterprises to carry out self-diagnosis
of intelligent manufacturing capabilities. )e system in-
cludes one first-level index of strategy and organization,
design, production, equipment, warehouse, sales, service,
network environment, network security, and architecture
platform and refines 20 second level indexes to obtain the
index system shown in Figure 1.
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)rough establishing the evaluation index system, the
evaluation of the maturity of the enterprise’s intelligent
manufacturing capability can be based on the evidence. We

use the evaluation index system to design questionnaires to
collect sample data. Firstly, the questionnaire questions are
designed according to the 20 secondary indicators that have

Enterprise
intelligent

manufacturi
ng capability

maturity
evaluation

index

Strategy and organization B1

Design B2

Production B3

Equipment B4

Warehouse B5

Sales B6

Service B7

NEtwork Environment B8

Network Security B9

Architecture platform B10

Organizational Building C2

Strategic Management C1

Process Design C4

Product Design C3

5S Management C6

Planning and Scheduling C5

Process Management C8

Process Management C7

Exception Management C9

Quality Tracing C11

Quality Control C10

Equipment Acquisition C13

Production Equipment C12

Library Management C15

Out put in storage management
C14

Sales Management C16

Service Management C17

Communication Network
Management C18

Administration of Networks C19

Virtualization C20

Figure 1: Intelligent manufacturing capability evaluation index system.
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been constructed; that is, each secondary indicator corre-
sponds to one question. )ere are 20 multiple-choice
questions in total; each question has six options of ABCDEF,
and each option corresponds to a score of 0, 20, 40, 60, 80,
100. )e collected sample data is the score of each question
in the questionnaire, that is, the score of each secondary
evaluation index. )erefore, after each questionnaire is filled
out by each person, the selected option is converted into the
corresponding score to get the sample data.

3. Improving the Sparrow Search Algorithm

3.1. Basic Sparrow Search Algorithm. )e sparrow search
algorithm is an intelligent optimization algorithm based on
the foraging and antipredation behaviors of sparrow pop-
ulations proposed by Xue and Shen in 2020 [20]. It has three
behavioral strategies: producer searching for food [21],
follower acquiring food through producer [22], and anti-
predation [23]. Among them, the producer is responsible for
finding food and directing the flow of the whole population.
Once an individual finds a predator, it signals an alarm, and
when the alarm value is greater than the safety threshold, the
producer directs all followers to a safe area. During each
iteration, the producer’s position is updated as follows:

X
t+1
i,j �

X
t
i,j · exp

− i

α · itermax
()2 ,

X
t
i,j + Q.Lif R2 ≥ ST.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

In the formula, t represents the current iteration
number, j� 1, 2, . . ., d. Xt

i,j represents the value of the jth
dimension of the ith sparrow when the number of iterations
is t. itermax is the constant with the maximum number of
iterations. α ∈ (0, 1] is a random number. R2(R2 ∈ [0, 1])
and ST (ST ∈ [0.5, 1.0]) denote the alarm value and safety
threshold. Q is a random number obeying normal distri-
bution. L denotes a 1× d matrix, where each element is 1.
When R2 < ST, this means that there are no predators
around the population and the producer enters the wide-
area search mode. If R2 ≥ ST, this means that some sparrows
have found predators and all sparrows need to fly quickly to
other safe areas.

For followers, sparrows that are in a very hungry position
forage elsewhere, while some followers constantly monitor
producers and compete for food to increase their own
predation rate. )e updated formula of follower’s position is
as follows:

X
t+1
i,j �

Q · exp
x

t
worst − x

t
i,j

i
2

⎛⎝ ⎞⎠, if i>
n

2
,

X
t+1
p + X

t
i,j − X

t+1
p



 · A
+

· L, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

where Xp is the best position occupied by the producer.
Xworst denotes the current global worst position. A denotes a
1× dmatrix where each element is randomly assigned as 1 or
− 1, A+ � AT(AAT)− 1. When i> n/2 indicates that the ith

follower with the worse fitness value is most likely to be in
hunger.

Sparrows that are aware of the danger represent 10–20%
of the total population. )e initial positions of these spar-
rows are generated randomly in the population.)e updated
formula of these sparrows’ position is as follows:

X
t+1
i,j �

X
t
best + β · X

t
i,j − X

t
best



 if fi >fg,

X
t
i,j + K ·

X
t
i,j − X

t
worst





fi − fw(  + ε
⎛⎝ ⎞⎠ if fi � fg,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

whereXbest is the current global optimal position. As the step
control parameter, β is a normally distributed random
number with mean 0 and variance 1. K ∈ [− 1, 1] is a random
number. fi is the current adaptation value of the sparrow.
fg andfw are, respectively, the current global best and worst
fitness values. ε is the minimum constant. When fi >fg, this
indicates that the sparrow is located at the edge of the
population. Xbest represents the position in the center of the
population and the surroundings are safe. fi � fg indicates
that the sparrow in the middle of the population is aware of
the danger and needs to move closer to other sparrows. K
indicates the direction of sparrow movement and it is also
the step control coefficient.

)e SSA has a strong partial search capability, but it still
needs to be enhanced in terms of global search and jumping
out of local optimum. )us, it affects its convergence ac-
curacy, but this deficiency belongs to the common problem
of most optimization algorithms [24]. At present, the SSA is
still a newly developed algorithm, and there are still relatively
few related papers and studies, so there is still some room for
improvement in the current SSA.

3.2. Improving SSA Based on FA. Aiming at remedying the
shortcomings of the above-mentioned SSA, we introduce the
firefly algorithm (FA), and the SSA search efficiency is
improved mainly through the firefly disturbance strategy.
)e improved SSA can continue to search when the local
extreme value is reached to obtain the optimal solution.

3.2.1. Firefly Perturbation Strategy. In the firefly algorithm
[25, 26], the fireflies rely mainly on their own brightness to
communicate information. Each firefly has brightness and
attractiveness, and the brightness is used to determine the
current position in order to choose its next flight direction,
while the firefly’s position update in space is influenced by
attractiveness. )ese two are positively related, and fireflies
will be attracted by ones brighter than them in order to
constantly seek the best.

① )e attractiveness of fireflies is

β � β0 ∗ e
− cr2

i,j , (4)

where β0 is its initial attraction; c is the light intensity
absorption coefficient; and ri.j represents the distance
between the fireflies i and j.
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② When the firefly i is brighter than j, i update the
position according to the following formula:

xi � xi + β∗ xj − xi  + α∗ rand −
1
2

 , (5)

where xj, xi are, respectively, the position of fireflies i

and j. α denotes the disturbed step size factor,
α ∈ [0, 1]. rand is a random perturbation, uniformly
distributed, and takes values in the range [0, 1].

3.2.2. Improving SSA Using the Firefly Perturbation Strategy.
In this paper, the idea of improving the SSA is as follows:
after the sparrow search, using the firefly perturbation
strategy to perturb the sparrow, using the firefly disturbance
method for all sparrows and the best sparrows to update
their positions, improving its searchable and comparing the
sparrows after the disturbance with the sparrows before the
perturbation; if better, then the sparrows’ position is
updated; the improved SSA is called FASSA. )e procedure
of FASSA is as follows:

Step 1: initialize the population, the number of it-
erations, and the proportion of discoverers and
joiners
Step 2: calculate the fitness values and rank them
Step 3: sparrow updates the finders’ location according
to formula (1)
Step 4: sparrow updates the followers’ position
according to formula (2)
Step 5: select the vigilantes randomly and update their
positions according to formula (3)
Step 6: calculate the fitness value and update the
sparrows’ position
Step 7: use the firefly perturbation strategy; update the
sparrows’ positions according to formula (5)
Step 8: calculate the fitness value and update the
sparrows’ position
Step 9: if the end requirement is reached, output the
result. If not, continuously execute Steps 2–8

3.2.3. FASSA Validation and Comparison. In order to
verify the feasibility and effectiveness of the FASSA
proposed in this paper, we select high-dimensional
unimodal, high-dimensional multimodal, and low-di-
mensional functions from the benchmark test function
set as the test functions for verification and comparison
in this paper, as shown in Table 1, and compare the test
results with the basic SSA.

)e experimental environment is as follows: Intel®
Core™ i5-4210U processor, 4 GB memory capacity, and
Windows 10 64-bit operating system, with Matlab 2017b as
the experimental software tool.

)e number of populations and the maximum
number of iterations are set to 30 and 1000, respectively.
)e dimension and search space settings of the test
function are shown in Tables 1; within the maximum

number of iterations, the optimal value and convergence
speed of the test function finally found are selected as the
evaluation index for comparing the performance of the
FASSA and the SSA. )e experimental results of the two
algorithms for the 13 test functions are shown in
Figures 2–14.

By analyzing the performance of the two algorithms
on the above multiple functions, it can be seen that the
FASSA proposed in this paper shows good convergence
and search ability compared to the basic SSA on the high-
dimensional unimodal test functions. On the one hand,
for the high-dimensional unimodal test functions, the
performance of FASSA on F1-F3 test functions is obvi-
ously better, and for F4 and F5, in the case of falling into
local extremums, FASSA can jump out in time and
continue to search to find the optimal value. On the other
hand, for the high-dimensional multimodal and low-di-
mensional test functions, FASSA also deals with relatively
better results. As can be seen from the results, on func-
tions F7, F8, and F12, the FASSA gets good fitness values at
the beginning of the iteration, while it has absolute ad-
vantages in F6, F9, F10, F11, and F13 test functions, being
obviously better than the basic SSA.

In summary, compared with the SSA, the FASSA pro-
posed in this paper not only improves the convergence
speed, but also has a higher accuracy in finding the best
performance. )erefore, the improved FASSA is applied to
optimize the BP neural network to build an intelligent
manufacturing capability maturity evaluation model in this
paper.

4. Evaluating IMCM Based on
FASSA-BP Algorithm

4.1. BP Neural Network. Considering that the research
object of this paper is the evaluation of enterprise intelligent
manufacturing capability maturity, the problem studied is
complex and nonlinear. However, BP neural network can
realize mapping function from input to output, which is
especially suitable for solving complex mapping problems
with internal mechanism [27]. It can also self-adapt and
learn. It can not only quantitatively analyze problems, but
also expand the knowledge learned by applying network
models [28]. )erefore, selecting BP neural network algo-
rithm as the evaluation method of this paper can effectively
avoid the interference of human subjective consciousness in
the evaluation process.

BP neural network is a multilayer feed-forward neural
network with error back propagation [29]. It consists of
input layer, hidden layer, and output layer. Each layer has
a large number of different neurons [30]. In the learning
process of BP neural network, it is mainly composed of
forward propagation of signal and backward propagation
of error [31]. Forward propagation means that the input
data are transmitted layer by layer to each hidden layer
through the input layer and finally to the output layer. )e
back propagation of error is that if there is an error be-
tween the training output and the expected output in the
forward propagation process, the error signal is
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Table 1: Test functions.

Type Baseline test functions Dimensionality Search
space

Optimum
value

High-dimensional
unimodal F1(x) � 

n
i�1 x2

i 30 [− 100, 100] 0

High-dimensional
unimodal F2(x) � 

n
i�1 |xi| + 

n
i�1 |xi| 30 [− 10, 10] 0

High-dimensional
unimodal F3(x) � 

n
i�1 (

i
j�1 xj)

2 30 [− 100, 100] 0

High-dimensional
unimodal F4(x) � 

n− 1
i�1 [100(xi+1 − x2

i )2 + (xi − 1)2] 30 [− 30, 30] 0

High-dimensional
unimodal F5(x) � 

n
i�1 ix4

i + random[0, 1) 30 [− 1.28, 1.28] 0

High-dimensional
multimodal F6(x) � 

n
i�1 − xi sin(

���
|xi|


) 30 [− 500, 500] − 418.9829n

High-dimensional
multimodal

F7(x) � − 20 exp(− 0.2
�����������
(1/n) 

n
i�1 x2

i


) −

                                      exp(1/n 
n
i�1 cos(2πxi)) + 20 + e

30 [− 32, 32] 0

High-dimensional
multimodal F8(x) � 1/4000

n
i�1 x2

i − 
n
i�1 cos(xi/

�
i

√
) + 1 30 [− 600, 600] 0

High-dimensional
multimodal F9(x) � π/n 10 sin(πy1) +


n− 1
i�1 (yi − 1)

2
[1 + 10 sin2(πyi+1)] + (yn − 1)

2 30 [− 50, 50] 0

Low-dimensional
function F10(x) � 4x2

1 − 2.1x4
1 + 1/3x6

1 + x1x2 − 4x2
2 + 4x4

2 2 [− 5, 5] − 1.0316

Low-dimensional
function

F11(x) � [1 − |sin[π(x1 − 2)]sin[π(x2 − 2)]/π2(x1 − 2)(x2 − 2)|5],
                                 [2 + (x1 − 7)2 + 2(x2 − 7)2]

2 [0, 14] 0

Low-dimensional
function F12(x) � 

11
i�1(ai − (x1(b2i + bix2)/b2i + bix3 + x4))

2 4 [− 5, 5] 0.000307

Low-dimensional
function F13(x) � − 

4
i�1 ci exp(− 

6
j�1 aij(xj − pij)

2) 6 [0, 1] − 3.32

Table 2: Expected output value of the sample data.

Sample E Order of evaluation Sample E Order of evaluation Sample E Order of evaluation
S1 68 Level three . . . . . . . . . S491 55 Level three
S2 49 Level two . . . . . . . . . S492 69 Level three
S3 41 Level two S487 44 Level two S493 53 Level three
S4 49 Level two S488 43 Level two S494 64 Level three
S5 57 Level three S489 29 Level one S495 62 Level three
. . . . . . . . . S490 54 Level three S496 72 Level four
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Figure 2: Experimental results of the test function F1.
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transmitted back to the hidden layer and the input layer
by the gradient descent method, and the weights and
thresholds of each neuron are continuously adjusted
until the output error of BP neural network reaches the
set accuracy standard or meets the number of iterations.
)e structure of the BP neural network is shown in
Figure 15.

4.2. Optimizing the BP Neural Network Based on FASSA.
In view of the shortcomings of BP neural network, that it
is, being easy to fall into local optimum and randomly
initializing weights and thresholds [32], FASSA is used to
optimize the initial weights and thresholds of BP neural

network, so as to overcome the shortcomings of BP
neural network and improve the accuracy of intelligent
manufacturing capability maturity evaluation model.
)e specific optimization process is shown in Figure 16.

)e steps of optimizing BP neural network based on
FASSA are as follows:

Step 1: design the structure of the BP neural network
firstly.
Step 2: initialize FASSA population. Calculate the
search space.
Dimension of FASSA based on the BP neural network
topology structure.)e calculating formula is described
as follows:
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Figure 3: Experimental results of the test function F2.
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Dim � inputnum∗ hiddennum

+ outputnum∗ hiddennum

+ hiddennum + outputnum.

(6)

In the calculating formula, inputnum, outputnum, and
hiddennum are the number of nodes in the input layer,
output layer, and hidden layer.
Step 3: for the objective function of FASSA, the network
error function is selected to design it:

Fitness �
1
n



n

i

yi − yi( 
2
. (7)

In the formula, n is the number of samples, yi repre-
sents the expected output value of the sample, and
yi

∧
represents the model output value of the sample.

Step 4: the position of sparrows is updated iteratively
according to the formula for updating the position of
sparrows with different roles in the basic SSA and
calculating the fitness value.
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Step 5: use the firefly disturbance strategy to update and
iteratively optimize the sparrows’ position until the
optimal solution is found or the end condition is satisfied.
Step 6: the FASSA is stopped to search, and the final
solution is divided into the initial weights and thresholds
between different neurons in BP neural network; that is,
the optimal solution matrix vector obtained from FASSA
is assigned. Among them, the weight matrix from the
initial input layer to the hidden layer is

W1 � x(1: inputnum∗ hiddennum). (8)

)e initial hidden layer threshold matrix is

B1 � x(inputnum∗ hiddennum + 1 : inputnum

∗ hiddennum + hiddennum).
(9)

)e weight matrix from the initial hidden layer to the
output layer is
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F7
 (x

1, 
x 2

)

20

Parameter space

10

15

5

0
20

0
x2 x1–20 –20

0

20

(a)

0.6

Objective space

0.5

0.4

Be
st 

sc
or

e o
bt

ai
ne

d 
so

 fa
r

0.3

0.2

0.1

0
100 20 30 40

Iteration
50

SSA
FASSA

(b)

Figure 8: Experimental results of the test function F7.

Complexity 9



W2 � x(inputnum∗ hiddennum + hiddennum + 1 : inputnum∗ hiddennum + hiddennum + hiddennum∗ outputnum),

(10)

and the threshold matrix of the output layer is

B2 � x(inputnum∗ hiddennum + hiddennum + hiddennum∗ outputnum + 1 : inputnum∗ hiddennum + hiddennum

+ hiddennum∗ outputnum + outputnum).

(11)
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Step 7: run the network based on the weights and
thresholds that have been allocated, and the gradient
descent method is used to reversely propagate the error
to continuously update and correct its value. Finally,
the stop condition is reached, and the evaluation results
are output.

)e steps of FASSA optimization of BP neural networks
can be summarized as the pseudo-code shown in Algorithm 1.

4.3. Constructing the Evaluation Model Based on FASSA-BP
Algorithm. )is section applies the improved FASSA-BP
algorithm to construct the IMCM evaluation model of BP
neural network based on FASSA.

4.3.1. Construction of the Experimental Environment. )e
experimental environment is as follows:

(1) Hardware aspects: Intel® Core™ i5-4210U CPU,
4GB memory capacity.

(2) Software aspects: Windows 10 64-bit version, Matlab
2017b software platform.

4.3.2. Design of the Network Structure

(1) Design of Input Layer Neurons. )is paper takes the
constructed secondary evaluation index as the input of the
network model. In this paper, 20 secondary evaluation indexes
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Figure 11: Experimental results of the test function F10.
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are used to measure the maturity of enterprise intelligent
manufacturing capability.)erefore, the number of neurons in
the input layer of the network is 20, and the vector of the input
layer is expressed as X � (x1, x2, x3, . . . , x20).

(2) Design of Hidden Layer Neurons. For the setting of hidden
layer nodes, this paper adopts the classical method of com-
putation, S �

�������
(n + m)


+ a (where a is a constant within

[1, 10] and n and m are the numbers of input layer and
output layer) [33]. It is proved that when the number of
hidden layer nodes is 5, the model achieves the best state.

(3) Design of Output Layer Neurons. )is paper takes the
maturity score of intelligent manufacturing capability as the
output layer of the network. Since there is only one output

vector, the number of nodes in the output layer of the
network structure in this experiment is 1, and the output
layer vector is expressed as Y � (y1).

)erefore, this paper builds a network with a structure of
20− 5− 1, as shown in Figure 17. Among them,
W1 � (ω11,ω12,ω13, . . . ,ω120) and W2 � (ω21,ω22, . . . ,ω25)

are, respectively, the weights between input layer and hidden
layer, and between hidden layer and output layer; the hidden
layer vector is set to H1 � (h11, h12, . . . , h15).

(4) Determination and Selection of Parameters and Transfer
Function. Considering that the evaluation objects in this
paper have high accuracy requirements, the basic parameters
of the network model are set as follows: learning rate is 0.01,
network training is 1000 times, and target error is 10− 7.
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tansig and purelin act as hidden layer and output layer
functions, respectively.

4.3.3. Selection of Network Performance Indicators. To test
the performance of the evaluation model, this paper analyzes
and compares the performance of FASSA-BP, SSA-BP, PSO-
BP, and BP algorithms in terms of the accuracy and reli-
ability of the model prediction results. In order to enhance
the scientific nature of the evaluation of the forecast results,
multiple performance metrics are used to evaluate the ac-
curacy and stability of IMCM evaluation model results
[34–38].

)e performance analysis indexes used in this paper are
as follows:

MRE �
1
n



n

i�1

yi − yi

yi




,

MSE �
1
n



n

i�1
yi − yi( 

2
,

MAE �
1
n



n

i�1
yi − yi


,

RMSE �

������������

1
n



n

i�1
yi − yi( 

2




,

R
2

�


n
i�1 yi − y(  yi − y( 

������������


n
i�1 yi − y( 

2



n
i�1 yi − y( 

2
.

(12)

In the above analysis index formulas, n represents the
number of samples, yi represents the true value of the sample,
and yi represents the model output value of the sample. )e
closer the evaluation indexes MRE, MSE, MAE, and RMSE
are to 0, the smaller the evaluation error is, and the stronger
the evaluation ability of the model is. )e value range of R2 is
[0, 1]. )e closer R2 is to 1, the better the evaluation effect is.

4.3.4. Expected Output Value of the Sample Data. )e ex-
pected output value Eh(h � 1, 2, . . . , n) represents the true
value of the enterprise intelligent manufacturing capability
maturity score. )e calculation of the expected output value
of the sample needs to calculate the weight of the evaluation
index and the score of the evaluation index. Because the
topic of the questionnaire is designed according to the 20
secondary evaluation indexes above, the score of the sec-
ondary evaluation index is the sample data recovered.
Arithmetic average method [39] was used to calculate the
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Figure 15: )e structure of the BP neural network.
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weight of primary index and the score of primary index,
which were recorded as Ht andFt, respectively. )e primary
index was recorded as Bt(t � 1, 2, . . . , 10), and the

secondary index was recorded as Ck(k � 1, 2, . . . , 20). )e
formula was as follows:

Ht �
number of secondary indicatorsC corresponding toBt

20
(t � 1, 2, . . . , 10), (13)

Ft �
sumof scores of secondary indicatorsC corresponding to Bt

number of secondary indicatorsC corresponding to Bt
(t � 1, 2, . . . , 10). (14)

Start

Determine BP neural networks topological 
structure

Initialize BP neural network ‘s weights and
thresholds

Get the best initial weight and thresholds

BP neural network is trained

Calculate the errors

Update the weight and thresholds

Whether it meets the
terminal condition

Output the result

End

Initialize the population

BP Neural Network part

Take BP neural network error function as
fitness function

Look for initial extreme value

Update sparrows position and calculate
fitness value according to basic SSA 

Whether it meets the
terminal condition

FASSA Algorithm part

No No

Yes

Yes

Calculate new fitness value and update
sparrows location

Update sparrows location using firefly
disturbance strategy algorithm 

Figure 16: Flowchart of the BP neural network optimized by FASSA.
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We use formula (11) to calculate the score of the first-
level evaluation index and then multiply the score of each
index in the sample data by the corresponding index weight
with method of weighted mean. Finally, the expected output
value Eh of each sample is obtained by adding. )e calcu-
lation formula is as follows:

Eh � F1 ∗H1 + F2 ∗H2 + · · · + Ft ∗Ht, (t � 1, 2, . . . , 10).

(15)

)e expected output value of the sample data is shown in
Table 2.

4.3.5. IMCM Classification. Some intelligent manufacturing
enterprises in China are selected for field visits to un-
derstand the actual situation of intelligent manufacturing
enterprises in detail. At the same time, referring to
the division of intelligent manufacturing capability ma-
turity in the reports of White Paper on Intelligent

Manufacturing Capability Maturity Model and
German Industry 4.0 Maturity Index, the intelligent
manufacturing capability maturity of intelligent
manufacturing enterprises is divided into five grades.
)e interval number of (0,100) is used to divide the
grades. )e corresponding score intervals from low to
high are (0, 30], (30, 50], (50, 70), (70, 90), (90, 100). )e
IMCM classification used in this paper is shown in
Figure 18.

4.4. Evaluation Steps. )e specific evaluation process of the
IMCM evaluation model is shown in Figure 19.

Step 1: data acquisition and preprocessing: data are
acquired and preprocessed according to the con-
structed evaluation index system to design the ques-
tionnaire, and then the questionnaire is distributed to
the enterprise to collect data. Min–max method is used
to normalize the recovered sample data.

Begin
(1) Determine BP network structure
(2) Initialize BP network parameter
(3) Initialize a population with FASSA
(4) Set the network error function as the objective of FASSA
(5) Calculate the initial fitness value of FASSA
(6) while(t<G)

(7) Find the best and worst individuals by comparing fitness values
(8) R2 � rand(1)

(9) for i � 1 : PD
(10) Update the location of the sparrow using formula (1);
(11) end for
(12) for i � (PD + 1) : n

(13) Update the location of the sparrow using formula (2);
(14) end for
(15) for i � 1 : SD
(16) Update the location of the sparrow using formula (3);
(17) end for
(18) Get the current new position
(19) Optimize sparrow using firefly disturbance
(20) for i � 1 : pop
(21) Update the location of the sparrow using formula (5);
(22) Sort fitness values by size to find the best and worst individuals.
(23) Update global optimum. If the new location is better than before, update it.
(24) t � t + 1
(25) end while
(26) return Xbest, fg

(27) Bring the values in matrix Xbest into BP neural network as initial weights and thresholds.
End

ALGORITHM 1: Pseudo-code of FASSA-BP algorithm.
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Figure 17: Network structure diagram of the model.
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Step 2: calculation of the sample expected output value:
the hierarchical calculation method is adopted. First,
the arithmetic average method [39] is used to calculate
the first-level index weight and the first-level index
score according to the recovered sample data, namely,
the second level index score. )en, the weighted av-
erage method [40] is used to calculate the expected
output value of the sample.
Step 3: determination of the experimental environment
and model network structure: the experimental envi-
ronment is introduced, and the numbers of input layer,
output layer, and hidden layer of the model network
structure are determined.
Step 4: comparison of neural network training and
testing of different models: cross-validation experi-
ments are conducted based on SSA-BP and PSO-BP
models with the same population size and evolution
times and the best population size and evolution times,
respectively.
Step 5: analysis of results: the experimental results of
the sample data of the test set are analyzed, and finally
targeted suggestions for improvement are put forward
for intelligent manufacturing enterprises.

5. Empirical Analysis

5.1. Application Object Profile. L International Technology
Company Limited (hereinafter referred to as L Enterprise) is
a well-known company in the manufacturing industry of
China. Its main business field is battery manufacturing, and
the products it produces and develops occupy an important
position in the market of this field. )e establishment of
regional production bases at home and abroad constitutes a
strong and advanced manufacturing and R&D capability of
the enterprise. However, as a large battery manufacturer, L
Enterprise has many subsidiaries in different regions.

Although all the companies are developing intelligent
manufacturing, due to the imbalance of economic devel-
opment and scientific and technological level between re-
gions, the development level of intelligent manufacturing
differs between different subsidiaries. It is urgent to clarify
the level of intelligent manufacturing of subsidiaries, which
is consistent with the research background selected in this
paper and can accurately obtain the evaluation index data
needed in this study. )erefore, the enterprise is selected as
the actual case of the study.

5.2. Data Acquisition and Data Preprocessing

5.2.1. Data Acquisition. )e data of this paper is collected in
the form of questionnaire survey and expert interview, and
the sample data is obtained according to the following four
steps:

(1) According to the quantitative method of evaluation
index introduced above, a preliminary questionnaire
survey is designed by using the constructed evalu-
ation index to recover the quantitative index data.
)rough the questionnaire survey, these 20 sec-
ondary evaluation indexes are quantified into the
determined sample data as the input layer data of the
network.

(2) )e advanced manufacturing enterprises are se-
lected, through research and interviews with the
management personnel of the enterprise and the staff
of the main business department; the collected
opinions are summarized; the questionnaire is
modified according to the refined suggestions, in
order to set the appropriate questionnaire questions,
options etc.; and finally the questionnaire is
determined.

(3) In order to improve the quality of the questionnaire,
some questionnaires were distributed before the

Mechanization, computerization
and automation

Informatization, standardization
and visualization

Digitization, integration,
interaction, sharing

Lean, two integration, synergy

Intelligent, independent and
intelligent factory

1

2

3

4

5

Figure 18: )e level of enterprise intelligent manufacturing capability maturity.
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formal issuance of the questionnaire and according
to the feedback in advance to improve the
questionnaire.

(4) Select the subsidiary of L Enterprise as the research
object, and obtain data through enterprise research
and questionnaire.)e collected data help to support
case studies in detail by understanding the devel-
opment level of intelligent manufacturing enter-
prises in each evaluation index. A total of 536
questionnaires were returned, including 40 invalid
questionnaires.

5.2.2. Division of Datasets. )is paper collects 496 valid
questionnaires and divides them into 441 data for network
model training, which is the training set data. )en, samples

are selected from the remaining 55 sample data as the test
set. Finally, 5 subcompany data are left, and the trained
network model is used to evaluate the application.

5.2.3. Preprocessing of the Data. Considering that the
magnitude of the original data is quite different, which has a
great impact on the network training process and increases
the difficulty of training, in order to better analyze the data
and improve the training efficiency of the model, before the
neural network training, Min − max method that belongs to
the normalization method is used to sort out the sample data
and its expected output value [41]. Because the evaluation
indexes in this paper are positive, the normalization only
considers the positive situation, and the calculation formula
is shown in

Start

Evaluation Indexes

Sample data

quantificationquestionnaire survey

BP neural network input
layer data

The expected output value of
the sample data

BP neural network output layer
data

arithmetic method

weighted sum
preprocessing preprocessing

Based on FASSA-BP evaluation
model

FASSA algorithm of
this paper proposes

optimizing

Network model training
and testing

Determine the structure of BP
neural network

Divide training and test
data sets

input

Analysis of experimental
results

End

Application of evaluation
model

Output the evaluation score and
identify the maturity level of its

intelligent manufacturing capability

Figure 19: FASSA-BP model evaluation flowchart.
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X
∗

�
X − Xmin

Xminmax
. (16)

)e original data obtained by sorting out the collected
questionnaire are shown in Table 3. )e original data are
processed in advance by (16) to obtain the input sample data
as shown in Table 4. Finally, the data processed in advance is
input into the constructed evaluation model to ensure that
the trained model can accurately evaluate the maturity of
enterprise intelligent manufacturing capability.

5.2.4. Calculation of the Expected Output Value of the Sample
Data. )e data obtained in Section 5.2.1 is the sample data
quantified by the evaluation index, that is, the input layer
data of the network model. However, in order to use the
network model for evaluation research, the expected output
value of the sample data is also needed, that is, the ability
maturity evaluation score, as the output layer data of the
network model.

From Section 4.3.4, we can get the weight of the eval-
uation index and its score, and then the weighted sum of the
two can get the expected output value of the sample data.

(1) Calculating the Weight of Evaluation Index. According to
Section 4.3.4, the weight of evaluation index is calculated by
arithmetic average method and weighted average method.
According to (13), the weight of first-level evaluation index
can be obtained:

H1 � H2 � H4 � H5 �
1
10

,

H3 �
7
20

,

H6 � H7 � H8 � H9 � H10 �
1
20

.

(17)

(2) Calculating Scores of Evaluation Indicators. )rough the
quantification of evaluation indexes, it can be seen that, in
the questionnaire survey table, each question reflects the
situation of each secondary evaluation index, so the sample
data collected by the questionnaire correspond to the score
of the secondary evaluation index. )en, according to (14),
the first-level evaluation index score is calculated.

(3) Calculating the Expected Output of the Sample Data.
Finally, the expected output value of each sample data can be
obtained by weighted summation of the first-level evaluation
index score and its corresponding index weight. )e ex-
pected output value of the sample data is shown in Table 5.

5.3. L Enterprise Intelligent Manufacturing Capability
Maturity Evaluation

5.3.1. Comparison of Evaluation Model Training and Testing.
)e population size and the number of iterations have a
great influence on the optimization algorithm to find the

best solution. )erefore, this paper designs comparison
experiments from the two perspectives of the same pop-
ulation size and number of iterations, and the optimal
population size and number of iterations, respectively, and
selects the BP model, PSO-BP model, SSA-BP model, and
FASSA-BP model proposed in this paper for performance
comparison.

Experiment 1. Performance comparison based on the same
population size and iterations.

In Experiment 1, in order to reduce the influence of
initial parameters on the performance of the algorithm, the
settings of the same parameters are guaranteed to be the
same. Because the comparison of several algorithmmodels is
based on BP neural network, the BP neural network pa-
rameters are set according to Section 4.3.2. )e key pa-
rameters in PSO-BP model, SSA-BP model, and FASSA-BP
model are set as shown in Table 6.

After setting the parameters of each model, the pre-
processed sample data are input into FASSA-BP model,
SSA-BP model, PSO-BP model, and BP model for training
and testing. Firstly, the training samples are input into the
fourmodels to train. After the training is completed, it enters
the test stage. After several iterations, the comparison results
of the evaluation value and the real value of each model test
set sample are obtained as shown in Figure 20, and the
relative error results of the expected output value of each
model test set sample data and the actual output value of the
model are obtained as shown in Figure 21.

Considering the different running results of neural
network algorithm and intelligent optimization algorithm,
the four models are run 30 times, respectively, and the
average values of the experimental results of performance
evaluation indexes of different models are compared, as
shown in Table 7.

Combining Figures 20 and 21 and Table 7, we can see
that the evaluation accuracy of the FASSA-BP model pro-
posed in this paper is significantly higher than that of the
basic SSA-BP model, PSO-BP model, and traditional BP
model, and the value of the correlation coefficient R2 is
closer to 1 than that of the other three models, which verifies
that the FASSA-BP model can be better applied to solve the
maturity evaluation problem of intelligent manufacturing
capability.

Experiment 2. Performance comparison based on optimal
population size and iterations.

In this paper, by selecting the test function to set different
population size and iteration number, the optimal pop-
ulation size and iteration number of PSO algorithm, SSA,
and FASSA are obtained to achieve the optimal fitness value,
respectively, as shown in Table 8.

In order to further test the superiority of FASSA-BP
model, the parameters of FASSA-BP model, SSA-BP
model, and PSO-BP model under the optimal fitness are
selected as the best parameter settings, and their model
performance is analyzed by experiments. In the same
experiment, after the parameter setting is completed, the
preprocessed sample data are input to FASSA-BP model,
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SSA-BP model, PSO-BP model, and BP model, respec-
tively. After several iterations, the evaluation value of
each model is obtained and compared with the real value,

as shown in Figure 22. In addition, there is a relative
error, as shown in Figure 23.

)e FASSA-BP model, SSA-BP model, and PSO-BP
model are set to the best population size and number of
iterations, respectively. Because the running time of the
three models is too long in the case of the best population
size and number of iterations, the FASSA-BPmodel, SSA-BP
model, and PSO-BP model are run 20 times, respectively,
and the average value of the experimental data of each model
in the performance evaluation index is calculated to analyze
and compare the performance of these models, as shown in
Table 9.

From the comparison between the evaluation value
and the real value of the sample in Figure 22 test set,
FASSA-BP evaluation model has better evaluation effect.
It can be seen from Figure 23 that the relative
error between the true value of FASSA-BP model and the
actual network output value is the smallest. According to
Table 10, although the SSA-BP model and the PSO-BP
algorithm model are under the optimal population
size and iteration number, from the perspective of

Table 4: Input sample data after preprocessing.

Samples C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20
S1 0.6 0.6 0.8 0.6 0.8 0.4 0.6 0.8 0.6 0.6 0.8 0.8 0.8 0.8 0.8 0.4 0.6 0.8 1.0 0.4
S2 0.8 0.6 0.6 0.6 0.6 0.4 0.4 0.4 0.4 0.4 0.2 0.6 0.6 0.4 0.4 0.6 0.6 0.6 0.4 0.2
S3 0.6 0.2 0.2 0.2 0.4 0.6 0.4 0.4 0.0 0.8 0.0 0.8 0.6 0.4 1.0 0.4 0.6 0.6 0.0 0.0
S4 0.0 0.2 0.6 0.6 0.6 0.4 0.4 0.4 0.8 0.8 0.8 0.6 0.6 0.0 0.6 0.6 0.6 0.4 0.4 0.4
S5 0.4 0.4 0.6 0.2 0.8 0.8 1.0 1.0 1.0 1.0 0.2 0.2 0.4 0.4 0.4 0.8 0.2 0.2 0.8 0.6
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

S487 0.4 1.0 0.0 0.4 0.6 0.2 0.0 0.2 0.8 0.2 0.6 0.4 0.4 0.2 0.2 0.6 0.4 0.8 0.8 0.6
S488 0.2 0.8 0.2 0.6 0.4 0.4 0.6 0.4 0.8 0.2 0.2 0.4 0.6 0.8 0.6 0.0 1.0 0.4 0.0 0.0
S489 0.0 0.2 0.4 0.6 0.2 0.4 0.4 0.4 0.4 0.0 0.2 0.2 0.4 0.2 0.2 0.2 0.4 0.4 0.6 0.0
S490 1.0 0.6 0.4 0.8 0.8 0.6 0.6 0.6 0.4 0.6 0.4 0.6 0.0 0.4 0.2 0.2 0.8 0.2 1.0 0.6
S491 0.4 1.0 0.6 0.8 0.0 0.4 0.8 1.0 0.2 0.4 0.2 0.6 0.4 0.4 0.0 0.2 0.6 1.0 0.8 1.0
S492 1.0 0.8 1.0 0.6 0.0 1.0 1.0 1.0 0.2 1.0 0.6 1.0 1.0 0.6 0.4 0.6 06 0.2 0.2 0.8
S493 0.4 0.0 0.8 0.2 0.8 0.2 0.4 0.6 0.4 0.2 0.6 1.0 0.8 0.6 0.8 0.8 0.0 0.6 0.6 0.8
S494 0.8 0.6 0.4 0.8 0.6 0.6 0.2 1.0 0.8 0.6 0.8 0.8 0.8 0.6 0.6 0.8 0.6 0.4 0.6 0.4
S495 1.0 1.0 0.4 0.8 0.4 0.6 0.8 0.2 1.0 0.0 0.2 0.4 0.0 1.0 0.8 0.8 0.4 0.8 0.8 1.0
S496 0.8 0.8 0.4 0.6 1.0 1.0 0.6 0.8 0.6 0.8 0.8 0.8 0.8 0.8 0.6 0.8 0.8 0.6 1.0 0.0

Table 3: Original data from questionnaires.

Samples C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20
S1 60 60 80 60 80 40 60 80 60 60 80 80 80 80 80 40 60 80 100 40
S2 80 60 60 60 60 40 40 40 40 40 20 60 60 40 40 60 60 60 40 20
S3 60 20 20 20 40 60 40 40 0 80 0 80 60 40 100 40 60 60 0 0
S4 0 20 60 60 60 40 40 40 80 80 80 60 60 0 60 60 60 40 40 40
S5 40 40 60 20 80 80 100 100 100 100 20 20 40 40 40 80 20 20 80 60
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

S487 40 100 0 40 60 20 0 20 80 20 60 40 40 20 20 60 40 80 80 60
S488 20 80 20 60 40 40 60 40 80 20 20 40 60 80 0 60 100 40 0 0
S489 0 20 40 60 20 40 40 40 40 0 20 20 40 20 20 20 40 40 60 0
S490 100 60 40 80 80 60 60 60 40 60 40 60 0 40 20 20 80 20 100 60
S491 40 100 60 80 0 40 80 100 20 40 20 80 40 40 0 20 60 100 80 100
S492 100 80 100 60 0 100 100 100 40 100 60 100 100 60 40 60 60 20 20 80
S493 40 0 80 20 80 20 40 60 40 20 60 100 80 60 80 80 0 60 60 80
S494 80 60 40 80 60 60 20 100 80 60 80 80 80 60 60 80 60 40 60 40
S495 100 100 40 80 40 60 80 20 100 0 20 40 0 100 80 80 40 80 80 100
S496 80 100 40 60 100 100 60 80 60 80 80 80 80 80 60 80 80 60 100 0

Table 5: Expected output value of the sample data.

Sample E Sample E Sample E

S1 68 . . . . . . S486 57
S2 49 . . . . . . S487 44
S3 41 S482 41 S488 43
S4 49 S483 62 S489 29
S5 57 S484 71 S490 54
. . . . . . S485 65 S491 55

Table 6: Parameter settings of model algorithms in Experiment 1.

Arithmetic Population
size

Iteration
times

Individual
parameter

PSO 100 100 C1�C2�1.49445
SSA 100 100 P_percent� 0.2
FASSA 100 100 P_percent� 0.2
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evaluation accuracy, the FASSA-BP model is significantly
better than the SSA-BP model, the PSO-BP model,
and the traditional BP model, which further proves the
superiority of the FASSA-BP model proposed in this
paper.

5.3.2. Performance Analysis of the FASSA-BP Model. In
order to analyze FASSA-BP model more accurately, re-
gression analysis and relative error analysis of model eval-
uation value and expected output value of FASSA-BP model
test set sample data are selected, as shown in Figure 24 and
Table 10.

)e regression analysis of the actual output value and the
expected output value of the network (Figure 24) shows that
regression coefficient R2 of FASSA-BP model is very close to
1, which indicates that the evaluation effect of FASSA-BP
model is very good.

From the comparison results of the relative error
between the output value of the model and the real value
of the sample in Table 10 test set, it can be concluded that
the error of FASSA-BP evaluation model is small, and the
classification results are completely consistent, which also
shows that the comprehensive evaluation score of the
model for the maturity of intelligent manufacturing ca-
pability is almost the same as the actual intelligent
manufacturing capability of the enterprise, and it has
certain accuracy and feasibility. It is further proved that
the model can be used in the evaluation of the maturity of
intelligent manufacturing capability.

5.3.3. Maturity Evaluation of Subsidiary Intelligent
Manufacturing Capability. According to the different geo-
graphical distribution, the attribute values of the secondary
evaluation indexes of five subsidiaries (the numbers of
subsidiaries are C1, C2, C3, C4, C5) of the enterprise are
selected as the sample data. )e trained FASSA-BP evalu-
ation model is used to calculate the evaluation value of the
intelligent manufacturing capability maturity of each sub-
sidiary. According to the classification of evaluation grades,
the corresponding intelligent manufacturing capability
maturity levels of the five subsidiaries are obtained, as shown
in Table 11.

5.4. Empirical Result Analysis and Improvement Suggestions.
By applying the evaluation model based on FASSA-BP al-
gorithm proposed in this paper to practical cases and
comparing it with other evaluation models, it can be seen
that FASSA-BP model is more accurate and reliable than
other models and can better deal with the maturity evalu-
ation of enterprise intelligent manufacturing capability.

It can be seen from Table 11 that there is a certain gap in
the maturity level of intelligent manufacturing capability of
these five subsidiaries. Affected by their geographical location
and the level of urban economic development, these
subsidiaries have different performance in different evalua-
tion indicators. Among them, C4 is the highest rating; the
ability maturity score is 73, which shows that the company’s
intelligent manufacturing capability is relatively mature.
However, although the company’s overall performance in the
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Figure 20: Comparison of test results of each model in Experiment 1.
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production process is good, the process management is still
insufficient; the company needs to focus on the next im-
provement. Although C1, C2, and C3 have the same rating,

they have different performance in evaluation indicators. For
example, C1’s advantage lies in network management, but the
index to be improved is 5S management, so the company
should focus on its lowmaturity 5Smanagement in the future.
One of the main reasons for the low level of C2 capability is
quality control. )erefore, the company should establish a
quality management system to help enterprises control
product quality by automatically collecting quality in-
formation in the production process. C3 scored relatively
low in maturity of strategic management indicators, so the
company should adjust its strategy to keep the develop-
ment of intelligent manufacturing consistent with the
company’s development strategy. C5, as the second level
of evaluation, belongs to “intelligent manufacturing
novice” and has a greater opportunity to enter the next
maturity level. Its maturity evaluation is significant.
)erefore, in the next step, the company should
strengthen its organizational structure and mechanism
construction. It can be seen from this that, for the ma-
turity of intelligent manufacturing capability, different
subsidiaries have differences in the evaluation index.
)erefore, each company should pay more attention to the
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Figure 21: Relative error of each model test set sample in Experiment 1: (a) BP; (b) PSO-BP; (c) SSA-BP; (d) FASSA-BP.

Table 7: Average data of four model performance evaluation in-
dexes in Experiment 1.

Performance evaluation
index BP PSO-BP SSA-BP FASSA-BP

MRE (%) 0.4845 0.3523 0.1781 0.1483
MSE (%) 8.4504 5.8176 2.3848 1.7848
MAE (%) 25.39 18.97 11.61 9.866
RMSE 0.2957 0.2459 0.1646 0.1294
R2 0.9824 0.9861 0.9995 0.9997

Table 8: Optimal parameter settings for model algorithms in
Experiment 2.

Arithmetic Population size Iteration times Individual
parameter

PSO 200 1000 C1�C2�1.49445
SSA 100 1000 P_percent� 0.2
FASSA 100 1000 P_percent� 0.2
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Table 9: Experiment 2 data results of four model performance evaluation indexes.

Performance evaluation index BP PSO-BP SSA-BP FASSA-BP
MRE (%) 0.4845 0.2722 0.1547 0.1441
MSE (%) 8.4504 3.8626 1.9062 1.0151
MAE (%) 25.39 14.63 10.11 7.93
RMSE 0.2957 0.2049 0.1329 0.1003
R 0.9824 0.9946 0.9997 0.9998

Table 10: Relative error between the true value of the sample and the evaluation value of the FASSA-BP model.

Test set samples True value Order of evaluation Model evaluation value Corresponding level Relative error Grade accurate level
S1 62 Level three 62.1728 Level three 0.0028 Yes
S2 55 Level three 55.0090 Level three 0.0002 Yes
S3 46 Level two 46.0456 Level two 0.0010 Yes
S4 53 Level three 52.9477 Level three 0.0010 Yes
. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

S47 62 Level three 62.0847 Level three 0.0014 Yes
S48 50 Level two 50.0713 Level two 0.0014 Yes
S49 43 Level two 42.9258 Level two 0.0017 Yes
S50 45 Level two 45.1327 Level two 0.0029 Yes
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Figure 23: Relative error of each model test set sample in Experiment 2: (a) BP; (b) PSO-BP; (c) SSA-BP; (d) FASSA-BP.

1
Training: R = 0.99855

0.5

0

–0.5

O
ut

pu
t ~

= 
0.

99
∗
Ta

rg
et

 +
 0

.0
00

59

–1
–1 –0.5 0

Target
0.5 1

Data
Fit
Y = T

(a)

1
Validation: R = 0.99524

0.5

0

–0.5

O
ut

pu
t ~

= 
1∗

Ta
rg

et
 +

 –
0.

00
34

–0.5 0
Target

0.5 1

Data
Fit
Y = T

(b)

Figure 24: Continued.

Complexity 23



shortcomings, formulate reasonable improvement mea-
sures, and improve the level of enterprise intelligent
manufacturing.

6. Summary

In order to help manufacturing enterprises diagnose the
level of intelligent manufacturing capability and identify the
gap, this paper conducts research on the maturity evaluation
of intelligent manufacturing capability based on the ma-
turity theory. By using the knowledge of computer science
such as neural network and intelligent optimization algo-
rithm, the evaluation model based on FASSA-BP algorithm
is proposed. Improving and perfecting the theories and
methods in the field of maturity evaluation of intelligent
manufacturing capability can not only enrich the relevant
theories of intelligent algorithms, but also broaden its ap-
plication fields. )e specific research work is summarized as
follows:

(1) In view of the shortcoming that the sparrow
search algorithm is easy to fall into local optimum,
the disturbance strategy in the firefly algorithm is
introduced to improve it, and an improved
sparrow search algorithm (FASSA) is proposed.
Low-dimensional and high-dimensional multi-
modal functions are selected to test the perfor-
mance of the algorithm. Experiments show

that, compared with SSA, FASSA has higher
convergence accuracy and speed and better global
search ability.

(2) An intelligent manufacturing capability maturity
evaluation model based on FASSA-BP algorithm is
established. Firstly, BP neural network is used to
train and learn the relationship between the input
sample data and the expected output value. Aiming
at overcoming the defects of the initial weight and
threshold randomization of BP neural network, we
use FASSA to optimize the accuracy of network
evaluation. )en, we compare and analyze the
evaluation results of FASSA-BP model, BP model,
SSA-BP model, and PSO-BP model from the aspects
of accuracy and stability. )e results show that the
evaluation results of FASSA-BP model proposed in
this paper are more accurate, which provides a new
method for the evaluation of intelligent
manufacturing capability maturity. Finally, it is
applied to the actual case enterprises and combined
with the evaluation results to give suggestions for
improvement of intelligent manufacturing
capabilities.

)e research shows that the evaluation of the maturity of
intelligent manufacturing capability by this model can help
enterprises diagnose the problems existing in the con-
struction of intelligent manufacturing and provide methods

Table 11: Five intelligent manufacturing capability maturity levels of subsidiaries.

Subsidiary number C Network output value N Corresponding grade R
C1 59.0083 Level three, R3
C2 62.0154 Level three, R3
C3 54.9953 Level three, R3
C4 72.9602 Level four, R4
C5 43.0472 Level two, R2
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Figure 24: Regression analysis of the FASSA-BP model evaluation value and expected output value.
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for enterprises to accurately improve their intelligent
manufacturing capability. Although this method has certain
practical significance and promotional value for enterprises
to implement intelligent manufacturing, there is also the
problem that the running time of FASSA-BP algorithm
needs to be improved. It is necessary to further study this
problem in the future.
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Numerous raised areas are established in the field of fog computing (FC), applied for various purposes, and are evaluated for
running analytics on various devices including devices of internet of things and many others in a disseminated way. FC progresses
the prototype of cloud computing to network edge leading various possibilities and services. FC improves processing, decision,
and intervention to take place through devices of IoT and communicate essential details. ,e idea of FC in healthcare based on
frameworks of IoT is exploited by determining dispersed delegate layer of comprehension between the cloud and sensor hubs.,e
clouds suggested systems improved to overcome several challenges in ubiquitous frameworks of medical services such as energy
efficiency, portability, adaptableness, and quality issues by accommodating right to take care of definite weights of the distant
medical services group and sensor networks. ,e proposed research work has considered the analytic network process (ANP) for
selection and ranking of FC-based IoTfor health monitoring systems.,e approach works in situation when complexity arises for
health monitoring. Results of the study show the success of the research for facilitating healthcare.

1. Introduction

Fog computing is a structure positioned anywhere between
the cloud and the data source where information is com-
puted and stored and the applications are placed to operate
the requirements for some specific purpose. FC, like edge
computing, takes the assistance of cloud’s and power nearby
to where information is formed and functioned. Fog
computing and edge computing are used by various people
as both involve taking understanding and computation
together for the formation of information. ,is is generally
performed for reliability improvement but can also be
performed for other reason such as adherence and pro-
tection. Abundant platforms are recognized in the field of FC
which are applied for various purposes and are assessed for
successive analytics on different devices comprising IoT
devices and several others in a disseminated means. FC
improves the prototype of cloud computing to the network
edge, leading various potentials and services. FC improves

processing, decision, and intervention to take place through
devices of IoT and spread essential details.

FC plays an important role in healthcare, and with the
help of this platform, various mechanisms are proposed.
Patients suffering from chronic disease are monitored
through fog computing [1]. ,e challenging task is the
collection of context-sensitive data associated with patient
health. ,e use of sensor-to-cloud is not only feasible, and
the layer of fog computing can make a difference. By doing
this, the efficiency of the entire system grows. ,e issues of
security and deployment of fog computing layer are also
analyzed. ,e large growth and developments in the IoT
have offered excessive possibilities in the sector of health-
care. ,e fitness trackers, wireless technology, and body
sensors have significant effect on health system reliability
and living efficiency.,e applications of wearable devices are
increasing which measure physiological factors, enhance
adherence to exercise in various populations from athletes to
patients, and promote health. Fog-assisted computational
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efficient wearable sensor networks have been considered for
monitoring health through IoT.,e applications of wearable
devices for monitoring respiratory frequency, hear rate, and
movement cadence through physical activity are examined.
,e collected data through the sensor are uploaded to the
connection of IoT system Ethernet module, and the official
individual access is provided to monitor the health of
athletics through Internet. ,e wearable devices and its
applications demonstrate how the resources of computing
cost can reduce while maintaining health requests to access
information of health stored in cloud and fog distributed
setting. ,e effectiveness, reliability, and user-friendliness
are demonstrated through results of the experiments [2].

Health clinics for sports performance services and
medicine of sports team are presented with the applications
of technology for supporting athletes return to play in
various areas of sports. For analyzing and monitoring health
operative optimization of sports person, machine learning
algorithms are presented. With the help of experimental
results and discussions, the efficiency of the designed system
is assessed [3]. Outside the environment of hospital, wireless
body sensor nodes are used to monitor patient based on real-
time IoT. ,ese devices include bio-sensor for capturing
signals from body of patient and transmitting the collected
signals through wireless transmitters to a server in real time.
,e study presented a real-time scheme of encoding per-
forming approximation of wavelet coefficients for sparse
encoding of bio-signals and iterative thresholding for re-
ducing bandwidth consumption and reducing energy of the
wireless body sensor node. ,e proposed system results
presented energy improvement of system level 96% with an
impact of 2% on signal quality [4]. ,e research has dem-
onstrated a novel “Intelligent” skin monitoring device
allowing patients of rural areas to remotely monitor diseases
of skin. ,e approach includes cloud-based IoTand artificial
intelligence for analyzing medical images and predictions of
disease.,e research also addresses the impact of the season.
,e proposed framework offers diagnosis and prevention for
addressing the issues faced by people of remote areas with
less facility of skincare [5].

,e research work presented in this paper has consid-
ered and used the analytic network process approach for
selection and ranking of FC based IoT for monitoring of
health. ,e approach works in situation when complexity
arises for health monitoring.

,e paper is organized as follows. Section 2 depicts the
literature of the proposed research inline with FC-based IoT
for healthcare. Section 3 represents the literature for eval-
uation and quality assurance of FC-based IoTfor monitoring
of health. Selection and ranking of FC-based IoT for health
monitoring are briefly given in Section 4. Section 5 shows the
conclusion of the paper.

2. Related Work

Various approaches are presented for monitoring health-
related activities. Various generic monitoring systems are
existing. Dhingra et al. [6] have offered research on the
analysis integrated fog and distributed computing

arrangement acquainted with limitations of latency, real-
time analytics, and network congestion of basic cloud ser-
vices for monitoring of traffic. ,e planned approach of
cloud and fog framework is linked with Twitter for sending
alerts concerning congestion of traffic.,e system of IoTand
fog-based healthcare for identification and regulation of
Chikungunya virus (CHV) is introduced. Fuzzy-C mean
clustering is used to evaluate the infected users and to
provide customers from the fog layer with thoughtful and
alert concerns quickly. In addition, social network analysis is
used on cloud workers to speak to the CHV outbreak. With
the help of the social network analysis graph, the outbreak
role index is measured which signifies the possibility of any
user to spread or receive the infection. It produces alerts of
warning to healthcare agencies and government for con-
trolling CHV outbreak in risk proven regions. ,e advan-
tages of the research concerning cloud and fog services for
obtaining efficient bandwidth with good quality of service
are shown by the experimental results [7].

To find, shape, and screen customers affected with
mosquito-borne diseases (MBDs), a new system of IoT
sensors, fog computing, and cloud computing is planned to
classify, differentiate, and monitor the users with MBD
infection.,e research aims to stop the outbreak of MBDs at
the initial stage. ,e system is proposed, the similarity factor
is measured for differentiating MBDs, and J48 was con-
sidered for classification of category for each user infection.
,e preventive procedures are formed in a split second and
sent to the client from the fog layer if any anomaly should
occur. Radio frequency identification is considered for
identification of the closeness of customers. Temporal
network analysis uses proximity information to monitor and
talk to the present state of the flare-up of the MBDs. In order
to find MBDs, the examining assessments of the system
resulted low error rate and high accuracy of 94% [8]. A
comprehensive set of topology control (TC) approach for
managing and constructing a large-scale smart city network
of IoT is presented [9]. ,e problem of TC is approached in
two phases consisting of construction and maintenance
phase. In the first phase, a cost effective network of IoT
including fog gateways is built while in the second phase the
resource utilization is optimized. For realizing the objectives,
efficient algorithms are proposed and wide-ranging simu-
lation is done based on experimental and real IoT data sets.
,e effectiveness of the approach is demonstrated and
compared with the available algorithms. ,e efficient de-
velopment of innovation in medical care makes it em-
phatically possible for clinicians to screen and go to patients
with constant illness to provide patients with adequate
treatment in remote areas.

A scientific examination of robotics telesurgery estab-
lished on 5G, artificial intelligence, and tactile internet is
presented. ,e paper has described the issues and challenges
faced in telesurgery. A fog-based supporting interactive
model is demonstrated for expediting and reducing the
process latency [10]. ,e influence of fog computing par-
adigm in healthcare is studied highlighting the key assis-
tances concerning latency, power consumption, and
network usage. With foundation of these parameters, the
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fog-based supporting health monitoring system is planned
and its evaluation performance is carried out. ,e experi-
mental results of the approach demonstrated the en-
hancement possibilities for minimizing data traffic with
security enhancement on health information and providing
optimized insights of patient health [11].

3. Evaluating and Quality Assurance of FC-
Based IoT for Observing Health

In the literature so far, various approaches and mechanisms
are available to monitor healthcare activities. Verma et al.
[12] have presented a new IoT-fog cloud supporting physical
system to diagnose and stage classification of ulcerative
colitis (UC) through Näıve Bayes classifier and deep neural
network. Real-time alert generation is the key point of the
study from fog layer in the situation of emergency needed to
the user with UC. Haghi Kashani et al. [13] analyzed that the
quality of service confirming approaches comes under three
categories including service management, application
management, and communication management for the
years during 2013 till October 2018. ,e planned study has
demonstrated the tools, merits, demerits, evaluation types,
and factors of quality of service. Lastly, the challenges and
issues based on the reviewed studies have been suggested
which need further research for the approaches in fog
computing. A business process model and notation exten-
sion for enabling the IoT aware business process modeling
are proposed at first. ,e approach considers the hetero-
geneous IoT and non IoT resources, quality of service
constraints, resource capacities, and so forth. Secondly, the
approach has considered a novel IoT-fog cloud-based ar-
chitecture. ,irdly, the research has modeled the proposed
BPMN 2.0 extension, smart autistic child, and coronavirus
disease 2019 monitoring system. ,e effectiveness of the
proposed system is illustrated with the help of extensive
experiments [14]. Figure 1 graphically decipts the IoT-based
health monitoring system [4]. ,e figure consists of three
tiers and the details. ,is figure mainly discusses the IoT-
based health monitoring system.

Figure 2 represents the components involved and ar-
chitecture [15]. ,e figure contains IoT sensors, GPS
module, WiFi module, collected health data, wireless local
gateway, wireless remote gateway, and controller.

Karatas and Korpeoglu [16] have considered fog com-
puting and geographically distributed cloud-based archi-
tecture of IoT and planned an approach to place IoT data
into the components such as fog and cloud data centers.
Data are stored in various types, and each of the data type is
required by several applications. ,e research has modeled
the problem of data placement and proposed the effective
and efficient algorithm for placement of data produced and
disbursed through location effectively accessed by applica-
tions which require the type of data. For evaluating the
proposed research, extensive experiments are done and the
effectiveness of the research is shown.

Various searching processes were done in order to
obtain associated materials. ,e Springer library was
searched for the query defined for the search process. ,e

materials were graphically shown for understanding. Fig-
ure 3 graphically represents the details of the papers searched
in the given library.

,e disciplines of the papers were also studied which are
shown in Figure 4.

Alemneh et al. [17] have proposed a two-way subjective
logic-based trust management enabling a service requester
for verifying a service provider is offering a secure and
reliable service and the service provider can check the
trustworthiness of the service requester. Aslam et al. [18]
have presented a solution of an automated fog node audit
certification approach which certifies the secure fog layer by
the proposed fog layer promising mechanism. Figure 5
shows the details of the papers searched in the IEEE li-
brary. ,e figure shows that more papers are published as
conference papers.

Figure 6 is to represent the locations of the conferences
where the papers are published.

Figure 7 depicts the topics of publications.
,e details of publication titles and publications are

shown in Figure 8.
Bandopadhaya et al. [19] have planned an integrated

solution of healthcare monitoring for the soldiers imple-
mented in adversative surroundings circumstances through
the IoTwith distributed computing. Each health parameters
of individual requires to be monitored on a real-time basis
and succeeding examination of the dataset for commencing
suitable healthcare support on time. Bharathi et al. [20] have
presented an energy efficient particle swarm optimization-
based clustering approach for efficient selection of cluster
head amongst different devices of IoT.,e devices of IoTfor
healthcare sensing data are categorized into a form of cluster,
and a cluster head will be elected by the use of the approach.
,e data are forwarded by the cluster head to the cloud
server. Fog devices are used for transmitting data of the IoT
devices to the cloud server.,e ANN algorithm is used as the
classification model for diagnosis of the healthcare data for
identification of the severity of disease. Debauche et al. [21]
presented the health monitoring system based on a fog IoT
cloud through environmental signal and physiological
permitting to generate relative information for the daily
activities. ,e proposed systemmonitors behavioral changes
and health state of elderly people. Recovery and monitoring
rehabilitation processes of patients are provided by the
proposed system. ,e system consists of local gateway for
storing data locally, wireless sensor network, and Lambda
cloud architecture for processing data.

,e ScienceDirect library was considered as search li-
brary for achieving associated materials. Figure 9 shows the
details of the types of articles along with number of articles.

In this library, the year wise search process was also done
to show the increase/decrease in research in the area. Fig-
ure 10 depicts the year wise details of paper.,e figure shows
that there is increase in research work in the area.

,e publication titles were searched in the same library,
and it is shown in Figure 11.

,e subject areas along with publications were found in
the same library. Figure 12 graphically represents the subject
areas with publications.
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,eWiley online library was considered as search library
for identification of relative materials. Figure 13 depicts the
papers type with publications.

Figure 14 shows the subjects along with the publications.
Figure 15 is the presentation of papers published in the

given library.
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4. Selection and Ranking of FC-Based IoT for
Monitoring of Health

Aazam et al. [22] presented a taxonomy of current offloading
approaches adopted for the fields such cloud computing, FC,
and the IoT. ,e study has discussed the technologies of
middleware enabling offloading in a cloud-IoT case and the
significant factors for offloading in a specific scenario. Re-
search prospects associated with offloading in edge and
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cloud computing are also presented. Abdelmoneem et al.
[23] have proposed an interoperable cloud-fog-based ar-
chitecture of IoT for healthcare. Diversity of the medical
cases and mobility of the patient are supported by the
proposed architecture. It demonstrates its architecture, user
context, and environmental context. Individual module
features are elaborated, and the association between the
modules is discussed. Results of the simulations are adequate
for cost, latency, andmiss ratio.,e process of this study was
carried out step by step in this section. Table 1 shows the
details of the components involved in fog computing IoT
(FC-IoT).

,e details of the pairwise comparison of Table 1 are
shown in Table 2.

,e same representation is given for another architecture
of the given components. ,e details are given in Table 3.

,e pairwise comparison of Table 3 is shown in Table 4.
Table 5 shows the architecture for component 1.

,e pairwise comparison process of Table 5 is given in
Table 6.

,e same process of values is given for architecture 2 and
is shown in Table 7.

,e pairwise comparison process of Table 7 is shown in
Table 8.

,e same process was done for rest of the architec-
tures. After completing the process of pairwise compar-
isons, all the calculated values are brought into a single
matrix called weighted matrix. Table 9 represents the
weighted matrix.

For taking the decision regarding the components and its
architectures, the weighted matrix was then converted into
the limit matrix. Table 10 shows the limit matrix.

Figure 16 graphically represents the ranking and se-
lection of FC-based IoT for monitoring of health. ,e figure
shows that FC-IoT 3 got the highest ranking for
consideration.
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Table 1: Details of the components involved.

IoT sensor GPS module WiFi module Collect health
data

Wireless local
gateway

Wireless remote
gateway

IoT sensor 1 1/2 1/3 1/2 1/3 1/2
GPS module 2 1 1/2 1/3 1/2 1/3
WiFi module 3 2 1 1/3 1/3 1/2
Collect health data 2 3 3 1 1/2 1/2
Wireless local gateway 3 2 3 2 1 1/2
Wireless remote gateway 2 3 2 2 2 1

Table 2: Details of the pairwise comparison.

IoT sensor GPS module WiFi module Collect health
data

Wireless local
gateway

Wireless remote
gateway

IoT sensor 0.08 0.04 0.03 0.08 0.07 0.150
GPS module 0.15 0.09 0.05 0.05 0.11 0.100
WiFi module 0.23 0.17 0.10 0.05 0.07 0.150
Collect health data 0.15 0.26 0.31 0.16 0.11 0.150
Wireless local gateway 0.23 0.17 0.31 0.32 0.21 0.150
Wireless remote gateway 0.15 0.26 0.20 0.32 0.43 0.300
CR� 0.083.

Table 3: Details of components for architecture 2.

IoT sensor GPS module WiFi module Collect health
data

Wireless local
gateway

Wireless remote
gateway

IoT sensor 1 2 3 2 4 3
GPS module ½ 1 3 3 2 3
WiFi module 1/3 1/3 1 2 3 2
Collect health data ½ 1/3 1/2 1 3 2
Wireless local gateway ¼ 1/2 1/3 1/3 1 3
Wireless remote gateway 1/3 1/3 1/2 ½ 1/3 1

Table 4: Pairwise comparison.

IoT
sensor

GPS
module

WiFi
module

Collect health
data

Wireless local
gateway

Wireless remote
gateway

IoT sensor 0.34 0.44 0.36 0.23 0.30 0.214 0.315
GPS module 0.17 0.22 0.36 0.34 0.15 0.214 0.243
WiFi module 0.11 0.07 0.12 0.23 0.23 0.143 0.150
Collect health data 0.17 0.07 0.06 0.11 0.23 0.143 0.131
Wireless local gateway 0.09 0.11 0.04 0.04 0.08 0.214 0.094
Wireless remote gateway 0.11 0.07 0.06 0.06 0.03 0.071 0.067
CR� 0.099.

Table 5: Architecture 1.

FC-IoT 1 FC-IoT 2 FC-IoT 3
FC-IoT 1 1 ½ 2
FC-IoT 2 2 1 2
FC-IoT 3 ½ ½ 1

Table 6: Pairwise comparison for architecture 1.

FC-IoT 1 FC-IoT 2 FC-IoT 3 E.V.
FC-IoT 1 0.29 0.25 0.40 0.31
FC-IoT 2 0.57 0.50 0.40 0.49
FC-IoT 3 0.14 0.25 0.20 0.20
CR� 0.052.

Table 7: Architecture 2.

FC-IoT 1 FC-IoT 2 FC-IoT 3
FC-IoT 1 1 3 2
FC-IoT 2 1/3 1 1
FC-IoT 3 ½ 1 1

Table 8: Pairwise comparison of architecture 2.

FC-IoT 1 FC-IoT 2 FC-IoT 3 E.V.
FC-IoT 1 0.55 0.60 0.50 0.55
FC-IoT 2 0.18 0.20 0.25 0.21
FC-IoT 3 0.27 0.20 0.25 0.24
CR� 0.019.
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5. Conclusion

FC is an architecture situated anywhere amongst the cloud and
data source where information is computed and stored and the
applications are placed to operate the requirements for some
specific purpose. Fog computing and edge computing are used
by various individuals as both involve understanding and
computation together to where the formation of information
is done. Numerous platforms and frameworks are considered
and proven in the field of FC, applied for various purposes,
and are assessed for running analytics on innumerable devices
comprising IoT devices and many others in a disseminated

way. FC enhances processing, decision, and intervention to
take place by devices of the IoTand distributes essential details.
,e clouds suggested systems improved to overcome several
challenges in ubiquitous medical services frameworks, such as
manageability, energy efficiency, adaptability, and quality is-
sues through accommodating right to take care of certain
weights of the sensor network and a distant medical services
group. ,e research work presented in this paper has used the
analytic network process for selection and ranking of FC-
based IoT for monitoring of health systems. ,e experimental
results have shown that the proposed research work is efficient
in the selection and ranking of fog computing-based IoT for
monitoring of health systems. ,e approach works well in
situation when complexity arises for health monitoring.
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In the last decade, the Internet of +ings (IoT) has grown to connect a large number of smart entities, devices, and components.
+ese connected entities provide a wide range of services to improve the current society of end customers. +e Industrial Internet
of +ings (IIoTs) are revolutionary systems that have linked manufacturing processes with Internet access in order to preciously
increase quality of services. +ese systems have minimized the costs of production through collaboration with electronic objects,
accumulating computing, advanced analytics, and smart perception techniques. A demanding analysis of the strengths and
limitations of computational models of IIoT is an essential part of the industry and before deciding which approach to use and
implement for enhancing usability. +erefore, the goal of this study is to provide feedback and information to the research
community and identify patterns in recommendations for future research in the context of process, development, and monitoring
of additional technologies of computational models for IIoT. +is paper has presented a comprehensive summary of the existing
literature on IIoT for providing details about modern industrial revolutions in the context of IIoT. Associated materials were
searched and filtered for identification of relevant materials to the proposed study. +ese materials have been collectively studied
with in-depth analysis and then summarized to condense the information of computation models for the readers as well as
entrepreneurs. +e study will facilitate research community and practitioners to develop novel techniques, algorithms, and tools
to automate and facilitate IIoT. +is will develop the field of IIoT and will enhance its usability.

1. Introduction

+e Industrial Internet was identified as linking equipment,
individuals, and statistical analysis on the basis of open
widespread network. +e description of IIoT aims at im-
proving the intelligence of smart services such as healthcare,
manufacturing sites, decreasing energy costs, and enhancing
performance through its use. +e concept of the IIoToffers a
wide variety of IIoT applications in operation and mainte-
nance facilities of life services. Since the current IIoT sug-
gests a similar approach to the system’s high-level
architecture, the ubiquitous use of the word IoT to con-
tribute its use of emerging technologies in the industry is
imprecise because it hinders the study of alternative process

models, along with the placement and existence of con-
ventional data processing and related security and perfor-
mance concerns. +e actual world is changed into being
digitized and made everything linked to the smart devices.
Expansion of smart devices and advancements has permitted
humankind to be in steady correspondence at anyplace and
anywhere. IoT patterns have made subfragments of the IoT
market known as the modern IIoT.

Various approaches have been presented to strengthen
the current Industrial IoTconcepts and to suggest references
for understanding the work of IIoT in various situations, as
the commercial internet demanding less delay and high
reliability for the transmission rate requires emerging
technical assistance such as cloud computing, fog, and fog
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computing. Due to this, the IIoT has attracted worldwide
interest, so the creation of the IIoT has become a popular
option for potential possibilities and challenges for most
industrial services. Sun et al. [1] provide a point of view on
how hardware automation can contribute to industry. A
portion of the key obstacles are included in the system of
successful and adaptable operations. In addition to in-
creasing devices’ interoperability, these developments have
dispatched the Industry 4.0 operation that is concerned with
how digital real frameworks and the web of things can make
preparation frameworks flexible, customized, efficient, and
secure. In addition, the paper presents how these could be
defeated by gear automation to form a real digital com-
puterization network. A good combination of these ap-
proaches would consider the vision of Industry 4.0 in the
planning of the business. Qin et al. [2] discussed the latest
technologies of the Industrial Internet thoroughly, including
the design of reference, key developments, relative imple-
mentations, and potential difficulties. +ere are summarized
comparison models that have been suggested for different
application circumstances and their comparative qualities. A
range of applications in the Industrial Internet is supported,
and the functional technologies like distributed computing,
portable edge processing, and cloud figuring, which are
ordered by diverse layers in the model, are implemented. In
the meantime, future problems and exploration trends are
also addressed to encourage further study of the industrial
platform.

+e proposed study has presented a comprehensive
overview and summarized the recent Industrial Internet of
+ings literature to provide a detailed analysis of the new
industrial revolution in the context of IoT. +is research
includes an overview of the computational and simulated
processes and their applications used in solid state research,
providing a shared platform for readers and experimenters.

+e rest of the paper is structured in different sections.
Section 2 represents the literature review associated with the
proposed study. Section 3 outlines a topical guide of
computational models in industry in a summarized manner.
Section 4 depicts the discussions of the proposed study with
details of the existing literature. Section 5 shows the con-
clusion of the paper, and Section 6 represents the future
directions of the study.

2. Literature Review

+e research community is actively involved in proposing
new computational models and approaches for the IIoT.+e
study establishes an IIoT description and analyses IoT
methodologies that are associated. In the current literature,
it provides an analysis structure for IIoT, as there is a lack of
a comprehensive and analytical review which has focused
specifically on this subject of research. Next, it describes the
process of applied systematic literature review. +e findings
and observations are then demonstrated by the study
concerning the data obtained. Over the last decade, the
Internet of +ings has progressed to combine a monstrous
number of the issues selecting and consolidating adminis-
trations that coordinate the necessary constraints.

Consequently, it has been grouped and analyzed those
cutting-edge computations for administration determina-
tion under constraints in the IoT environment. Abosaif and
Hamza [3] have classified and analyzed the existing algo-
rithms for the selection of service under the constraints of
quality of service in the IoTenvironment. Additionally, they
have discussed the potential headings of exploration re-
garding the strategy, use, and estimation of calculations of
fresh aid determination. As of late suggested and being
worked on, Boncia et al. [4] explored an architecture with the
aim of rendering the design and development of multiagent
systems feasible for the vision and the requirement of in-
dustry in the systems of cyber-physical era. Most of the
standardization research focus is on the IEC 61499 standard
considered as a base for the incorporation of industrial
agents. +erefore, the study has considered relational
multiagent systems as a useful integration aid and a way for
research in the area.

To achieve environmental maintainability, the research
aims to explore the focal points and obstacles of a scenario
configuration approach to sustainable manufacturing in-
dustry (SMI) achievement as there is a growing need for the
manufacturing industry. Configuration of the situation is a
promising approximation to the representation of various
thoughts of sustainable man-making projects. +e current
situation and strategies related to SMIs for this function are
analyzed in this paper. A case study analysis of Japan’s SMI
to 2050, Kishitaa et al. [5], was carried out to examine the
potential of a situation plan using an approach of back-
casting scenario design. +e experimental results of the
study depicted that computer-aided scenario design is
supportive for the classification of rational and logical
structure of the scenarios. In the traditional work process,
the basic commissioning aspect of modern control frame-
works is carried out on the basis of the actual setup and, thus,
during the critical time of the undertaking. Schamp et al. [6]
outlined a way to deal with virtual commissioning steps by
adding specification and functional details and using formal
notations inside the 3D computing system by proper doc-
umentation. Design projects within the virtual era represent
the conditions, the control logic, and transition in the model.
+ese conditions are constantly encountered during a large
charge run of the computing system covering all imaginable
state components and so on. +e time of reduction in
undoubting, dispatching, and prior discovery of value
problems will be seen by a limited scope study. Menezes et al.
[7] presented a methodology for the identification and
design (ID) of smart activities in Industry 4.0 (I4) consid-
ering the modern industrial revolution. Industry 4.0 is the
fourth industrial revolution which is also known as smart or
advanced manufacturing. +e elements of the paper were
advanced analytics, autonomous robots and system inte-
gration, etc. +e supposed approach examined four groups
of I4 elements. +ese groups were (i) information and
communication technologies, (ii) modelling and solution
algorithms, (iii) mechatronics, and (iv) high-performance
computing. Small-level industries with large-level systems
were studied to find their technological gaps and an example
of different firms are also given. At the end, the results were
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tabulated on the bases of these four groups which compare
the technologies that are incorporated with the industrial
instances.

3. Computational Approaches in the Industry

Comprehensive models have been developed for the sci-
entific analysis of industry-related problems and solutions.
However, a new exciting age for solving industry-related
issues arose with the invention of computers and the ad-
vancement of analytical methods, as sophisticated compu-
tational techniques were able to provide approximate but
substantially precise solutions. Zhu et al. [8] have found that
the IoT is highly helpful to get data from a solitary data hub
about an object. +at being said, in numerous applications,
information may be conveyed in various hubs about a
solitary object, and the accumulation of data from these hubs
has become a typical activity. For this mission, an archi-
tecture distributed service-oriented is proposed. Each
manufacturer provides support for its own goods in this
design, and information hubs preserve the information
gathered without anyone else. Semantic inventions are
obtained to fix heterogeneity problems and fill in the in-
stitution to assist numerous applications. Finally, for ex-
ample, utilizing this design to address the problem of the
next object is illustrated. Figure 1 represents the generic
overview of the IIoT. In the figure, various applications,
users, servers, application entities, and IoT applications are
connected.

3.1. Industry 4.0. Rajput and Singh [9] recommended a
mixed-integer linear programming approach for the setup of
Industry 4.0 for achieving cleaner production and circular
economy through optimizing products-machine allocation.
+e approach optimizes the trade-off between consumption
of energy and processing of machine, cost for gaining cleaner
production, and circular economy. +e suggested model is
further capable of achieving ethical business through sensor
deploying for capturing real-time information for estab-
lishing the facility of Industry 4.0. Industry 4.0 architecture
has been concentrated in countless distributions in the areas
of IIoT, enterprise architectures, and also in enterprise in-
tegration and cloud manufacturing. An enormous amount
of designs had been suggested, yet no one of these had been
embraced by countless explorations. Yli-Ojanperä et al. [10]
have presented a study with the objectives to overview the
studies on Industry 4.0 structures in a manufacturing and
survey mindfulness and similarity with Architectural Model
Industry 4.0 and architecture of Industrial Internet refer-
ences. +e second objective of the study is to adjust the
formerly suggested ideas to Reference Architecture Model
Industry 4.0. As for the main objective, it was found that
alone a marginal of analysts knew about the said reference
models and that by and large practitioners offered no
conversation about the similarity of their recommendations
with any universally normalized reference engineering for
Industry 4.0. Concerning the second objective, it was found

that “Reference Architecture Model Industry 4.0” was adult
as for correspondence and data partaking in the extent of the
associated world, that further normalization empowering
the interoperability of various merchants’ innovations is as
yet a work in progress and that innovation normalization
empowering executable business measures between orga-
nized undertakings was inadequate.

Rausch et al. [11] presented a container scheduling
system enabling the platform for edge setting. +e scheduler
makes perceptual trade-offs between data and computation
development, for example, GPU acceleration, and considers
the remaining weighted unambiguous loop requirements. In
addition, it has presented a technique to usually fine-tune the
weights of scheduling constraints for optimizing high-level
objective operations such as limiting of execution task time,
availability of uplink, or cost of fog execution. +e study has
implemented model that targets the Kubernetes action
system holder path and submits it to an edge testbed
designed. +e system is assessed with simulations of trace
driven in various infrastructure scenarios through traces
produced from processing representative workloads. +e
experimental results showed the scheduler enhanced the
quality of task placement and fine-tuning scheduling pa-
rameters supported in meeting operational goals. +e ad-
vanced IoT applications in the technological world are
known as Industry 4.0 and have revitalized the idea of in-
dustrial “IoT.” +e key problems are the authentication and
integrity of data as remote correspondence for communi-
cation. A few computerized signature plans are suggested in
writing tomitigate these difficulties. Nevertheless, such plans
experience the adverse effects of inherent key escrow and
mystery key appropriation problems due to personality-
based or declared growth. Verma et al. [12] have proposed
certificate-based proxy signature approach without pairing.
+e approach is secure in the random oracle model. +e
comparison of the performance of computational costs and
the length of resulting delegation and signature has shown
that the approach cost is appropriate and considerable for
the environment of IIoT.

Industry 4.0, named I4.0, marks the fourth in the In-
dustrial Revolution that centers intensely on inter-
connectivity, independence, AI, and continuous
information. By 2020, it is assessed that more than 30 billion
of the world’s devices will be associated somehow which is a
20 billion with a larger number of devices than today. +e
steady catching and communicating of information among
machines give producing organizations numerous devel-
opment openings. +e IIoT is relied upon changing how we
live, work, and play. +e main test that looked at the In-
dustrial IoT is security and protection. In the event that we
cannot reduce huge amounts of the security and protection
given that sway the Industrial IoT, we will not have the
option to accomplish its maximum capacity. IoT and the
pattern with more noteworthy availability implies that more
information accumulated from more places, continuously,
to empower ongoing choices and increment income, prof-
itability, and proficiency [13].
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3.2. Vulnerable Automation and Networks Exploitation.
+e organizations comprise of industrial materials, services,
processes, or manufacturing equipment and wireless devices
implanting the activities ongoing for goods during their
production period. +is suggested control system was for-
mulated by applying a familiar database in the cloud system
that controls the process bringing together and
manufacturing control logic. +is control system has basic
uses: configuration of the production system, optimization,
control, and monitoring, and historical data storage. +e
article reports a framework for the implementation and
results of the experiments for the assessment of energy.
Răileanu et al. [14] have described solution of a semi-
heterarchical manufacturing control based on infrastructure
of cloud for collection of real-time data from smart devices
linked to entities of shop-floor. Such entities consist of
resources of industry and devices of mobile integrating the
work in the process on products for their cycle of
manufacturing. Digitalization is generally acknowledged as a
primary mechanical system and is relied upon to immensely
affect and change industry transcendently by a significant
improvement of the whole worth chain. In any case, its
execution cycle stays moderate, specifically for little- and
medium-sized ventures, as they will in general have mis-
guided judgments about the intricacies and cost of

digitalization. Kilimis et al. [15] have presented a study for
analyzing factors affecting Brandenburg State, SMEs DEU in
the process of their decision making for efficient imple-
mentation of digital technologies in their routine business.
+e response of arising automated patterns and uses of the
IoT in recent framework is driven in the direction of the
development of IIoT. IIoT covers as an additional vision of
IoT in the modern area via computerizing perceptive items
for detecting, preparing, imparting, and gathering constant
occasions in mechanical frameworks. +e significant goal of
IIoT is to achieve high operational effectiveness, extended
effectiveness, and improved administration of recent re-
sources and cycles by item customization, canny observing
applications for creation floor shops and machine wellbeing,
and perceptive and precautionary maintenance of me-
chanical hardware. Khan et al. [16] described the novel and
obvious definition of Industrial Internet of +ings for
supporting the readers in understanding the idea of IIoT.
+e existing researches in the field are defined in the study.
+e empowering IIoT technologies and the challenges raised
by the IIoT are highlighted. Predictive models are a sig-
nificant achievement factor for smart manufacturing. In a
like manner, simple information-driven models just as
mixture models are progressively sent inside the assembling
environment for ideal control of plants. However, long-term
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Figure 1: Generic overview of IIoT.
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checking and adopting of predictive models has not been a
focus point of study up till now; however, it will probably
turn out to be progressively more significant as an ever
increasing number of predictive models are deployed.
Various proposals for successfully overseeing predictive
models in smart manufacturing are presented [17].

Digital Twin Technology has the spot in the top 10 vital
innovation patterns in 2017 named by Gartner Inc. Ad-
vanced Twin idea draws out the virtual or computerized
representation of this present reality hardware devices or
framework, although this present reality and the virtual
world gets the most elevated synchronization. +e advanced
representation of the total life pattern of an item from its
plan stage to the support stage will give the prophetic
analysis of the issues in the business. Various models and
prediction horizons are analyzed and contrasted to identify
the strongest and effective solutions [18]. Brunelli et al. [19]
have proposed Deep Learning approach for forecasting
production performance in new products packaging. Gao
et al. [20] have revisited the collaborative and smart robotic
system role and its enabling technologies, incorporating
drive system, horizontal integration of robotic network,
robotic sensors, friendly and natural interaction of human-
robot, and deep-learnt robots. Intelligence such as com-
puting, motion, cognition, and perception will be effortlessly
incorporated for meeting diverse societal and industrial
needs. Gittler et al. [21] have presented a novel method for
auxiliary units online condition monitoring by considering
oil mist separator linked as an example to a 5-axis machine
tool. +e data were analyzed through the principles of
machine learning to remove sufficient condition evaluation,
including environmental impacts.

3.3. Cyber-Physical System in Industry. “Internet of +ings”
related to industries targets to link industrial resources with
each other and take advantages from the information that is
produced from the resources. In recent years, the broad
orchestration of smart devices and the development of
technologies related to information and communication are
redefining the importance of resources in our mechanism of
industry. Social assets are belonging that work together to
make the system better optimization. Cyber and physical
systems are developed by inserting resources into micro-
controllers or computer systems that run actual or real-time
results creating algorithms upon the data created from the
resources. Bakliwal et al. [22] have proposed an architecture
of a multiagent system for collaborative learning and
elaborated the results of operation of the architecture for a
prognostics issue. IPv6 is the most encouraging convention
for conveying network applications in the IoTs and Industry
4.0. While, in any case, its advance selection, specifically in
brilliant assembling frameworks, has been much slower than
expected. Despite of this reality that the possible main points
of IPv6 for modern web of items are noteworthy, it is not
efficiently usable. Feldner and Herber [23] presented a
qualitative assessment of IPv6 for IIoT. Interviews were led
with five experts and users of IPv6. +e experimental results
indicated that the key issues are tool supporting and

available libraries are insufficient, the user has to manually
configure the communication of IP, and one-fits-all protocol
is prevalent. Some recommendations are presented for
further development. Based on trajectory data, the regular
behaviour of private cars is extracted [24–26].

Adeodu et al. [27] presented an approach of simulating
cavitation in industrial pumps through the technology of
IoT. In centrifugal pumps, that is faulty and good, cavitation
was simulated through the fast Fourier transform algorithm
incorporated to an Arduino microcontroller. Artificial
Neural Network was used for numerical analysis of the data.
Demartini et al. [28] have built up a theoretical framework
which clarifies the potential significance of utilizing com-
puterized innovations on effectiveness, versatility, and
manageability. It additionally incorporates evidence from
different case analyses, which illustrate the core technologies
which would potentiality be able to add to a maintainable
industrial future. +e discoveries show some impressive
outcomes concerning the supportable implications of the
digitalization of the assembling process. In the event that the
anticipated advantages can be accomplished through
computerized advances, they could enormously affect on
sustainability.

Guaranteeing an excellent set of model advancement
data that precisely represent the manufacturing system is
vital to the productive improvement of an information
driven model. +e cross-business standard cycle process for
data mining structure is utilized to give a reference to what
exactly stage process manufacturers will confront one
unique consideration and difficulties when building up data-
driven model. +e study at that point investigates how data-
driven models can be used to portray, measure streams, and
support the implementation of round economy adminis-
trators, measure flexibility and waste valorization [29]. Guan
et al. [30] have proposed BC-ETS, a safe and proficient
BlockChain-based energy trading scheme. In BC-ETS, the
energy exchanging model is isolated into two levels, which
can secure protection as well as accomplish the harmony
between power organic markets. Moreover, to adjust to the
generally feeble processing intensity of the hidden IoT
hardware in the energy web, a believability-based value
evidence instrument is intended to enormously improve the
framework accessibility. +e examination shows that BC-
ETS can meet the security necessities and has a superior
presentation contrasting and other comparable energy ex-
changing plans. Hansen and Bøgh [31] have presented a
comprehensive overview and investigation of how wide-
spread AI and Internet of things are among assembled small-
and medium-sized enterprise (SMEs) and talks about the
current impediments and openings towards empowering
prescient investigation. Right off the bat, a diagram of the
empowering influences of AI and IoT is given along the four
examination capacities. From now on, an exhaustive writing
audit is led and its discoveries are exhibited. At long last, the
arising subjects of innovative work, making AI and IoTopen
advances to SMEs, and the related future patterns and
difficulties are summed up. In the study, end devices are
considered here as specialists, which settles on its choice on
whether the organization will offload the computation
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undertakings to the edge devices or not. To handle the re-
source allotment and undertaking offloading, this paper
detailed the calculation resource assignment issues as a total
cost postponement of this system. An ideal paired com-
putational offloading decision is proposed and afterward
fortification learning is acquainted to taking care of the issue.
Recreation results show the viability of this support learning-
based plan to limit the offloading cost determined as cal-
culation cost and postpone the cost in mechanical web of
things situations [32].

+e purpose of the study is to evaluate the obstacles
which come in the practical accomplishment of Industry 4.0
for the maintained production. +e study focuses on eight
obstacles which have been shown graphically and are related
to each other. +e methodology describes the hurdles under
supposition of two groups, having names influenced, and
aims to lessen them, giving insufficient organizational re-
sources. +e two important hurdles according to our study
are “technological upgradation” and “lack of policy
framework.” +is study is helpful for little firms and those
government investigators who are finding hurdles for
maintainable production in Industry 4.0. At the end, they
recommend many essential directions for managers and
policy makers [33]. +e Internet of +ings is at the core of
the next industrial revolution. +at being stated, peer-to-
peer communication is at the core of industrial IoT, but
current industries rely on centralized networking and
communication schemes. +ese centralized networks
comply with high standards of IT security. Research has
analyzed the industrial communication infrastructure and
communication schemes that are already in place and de-
rives the requirements of ITsecurity for the new cloud-based
decentralized system. +en, it provides the specification and
implementation of the requirements using state of the art
communication schemes. Furthermore, the specification
and implementations are in strict compliance with IT se-
curity standards [34].

3.4.Cyber-Security and Industry. Researches have been done
for the identification and mapping of possible vulnerable
endpoints in a generic prototype of industry where data will
cross through aggregation and suggested an effective way to
secure a WSN through ensuring the authenticity and in-
tegrity of parcels and identity if the user consists the WSN
[35]. Wang et al. [36] have proposed an approach of missing
value processing that relies on the combination of generative
adversarial and denoising autoencoders aiming at missing
completely at a random dataset with high missing rate and
noise interference in the scenes of industry. +e approach
has executed the process of training on a discreate dataset
with missing values for ensuring the generated dataset in
whole is similar to the distribution of features of the original
dataset. Experiments were conducted on various dimen-
sional datasets for proving the feasibility and effectiveness of
the approach. Industrial automation and control systems
have been increasingly isolated from traditional advanced
organizations. Boyes et al. [37] have reviewed the IIoT and
their associations with ideas such as cyber-physical systems

and Industry 4.0. +e study has developed a description of
the IIoT and analyzed the associated taxonomies of IoT. An
IIoT analysis framework was developed which can be
considered for enumerating and characterizing IIoT devices
when examining system architectures and security vulner-
abilities and threats. Wu [38] introduced a novel compu-
tational framework enabling remote remote real-time
sensing, scalable computing, and monitoring for detection
and prognosis.+e framework usesWSN, machine learning,
and cloud computing. A prototype of proof-of-concept was
designed for demonstrating how the framework enables
manufacturers for monitoring machine health conditions
and produce predictive analytics. +e experimental results
are given for demonstrating the ability and utilization of the
framework. Machine learning algorithm was implemented
on the public cloud for predicting tool wear in milling
operations. +e objective of the research is to evaluate IIOT
business model in the machine-to-machine (M2M) envi-
ronment. +e study provides a supporting framework
concept to classify various types of business models in the
M2M environment. Such innovative designs pass by dif-
ferent industries and operate a system firm designs and
service applications which are encouraged by smart objects.
+e supporting concepts can recognize different IIoT
business models including (a) company-specific business
model, (b) value designs, (c) systemic business model, and
(d) systemic value design. It also highlights abstract levels of
business models basic unit and dissimilarities among the
four business models. At the end, the study advances the
concept of “value design” refer to the business model, with
different actors coupled together, at last bringing about
complex organizations and biological systems of assorted
things, cycles, and organizations [39].

Salman et al. [40] presented a study with the aim of
showing a way of using augmented reality for retrofitting a
production machine. With the help of Microsoft HoloLens,
the augmented reality was implemented. +e study has
briefly described the main technologies of Industry 4.0 and
ranking them based on absolute frequency existing in the
literature. +e research questions defined regarding the
association between technologies of Industry 4.0 and pro-
ductivity. Productivity is considered as the main part of
comparison for industry [41]. +e research has identified
frameworks of open-source machine learning, aligned with
the domain of industry for processing data produced from
IIoT, in its usage, implementation, programming languages,
and future aspects [42].+e current paper presents a first-of-
a-kind reference design for creating modern computeriza-
tion frameworks, dependent anxious edge computing, and
blockchain innovations. It additionally presents the design
of a platform that implements this reference architecture
with the end goal of giving functionality in three reciprocal
areas, to be specific, robotization, creation, production
systems’ virtualization, and data examination. +e intro-
duced stage is bound to give some distinct performance and
reliability benefits based on its edge computing and
blockchain establishment [43]. Kuo et al. [44] have analyzed
the relative innovation policy of China, Germany, and USA
on the basis of different policy with the aim of industrial

6 Complexity



revitalization of Industry 4.0. Although the research is a
theoretical, a practical approach of Rothwell and Zegveld
framework of policy is also adopted. Results have showed
that orientation policy of the USA tends to favor demand-
side policy, political and education, public services, and
training policies are favored, whereas policy preferences,
public services, technical, scientific development and po-
litical favored by Germany and environmental-side policy,
political, legal and regulatory, and public service policies by
China [44]. Various other approaches have been suggested
in the literature in the area of IoT [45, 46].

4. Discussions

Wide-ranging models and techniques have been proposed
for the scientific analysis and management of industry-

related problems to overcome their solutions. However, a
new exciting age for solving industry-related issues arose
with the developments in information technology and the
advancement of analytical methods, as sophisticated com-
putational approaches were able to provide imprecise but
substantially precise solutions. Research have been done in
the area; various approaches, techniques, and solutions were
adopted to tackle the issues of modern industry. Figure 2
depicts the years of publications and the number of articles
published.

In Figure 2, it is mentioned that with the passage of time,
the research in the area is growing and researchers try to
come across different solutions from different perspectives.
A more number of articles were published in the year 2021,
followed by 2020, and so on. +is shows the number of
researches and its growing rate in the area.+e figure depicts
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Table 1: Existing approaches related to the proposed work.

Reference Method Year
[1] Perspective for equipment automation 2017
[2] Recent advances in Industrial Internet 2019
[3] Quality of service-aware service selection for IoT 2020
[4] RMAS architecture for industrial agents 2020
[5] Scenario design to envisioning sustainable manufacturing industries 2016
[6] Virtual commissioning of industrial control systems 2019
[7] Identification and design of Industry 4.0 2019
[10] Agile manufacturing concept to the reference architecture model Industry 4.0 2019
[11] Optimized container scheduling for data-intensive serverless edge computing 2021
[12] Certificate-based proxy signature scheme for IIoT 2020
[13] Industry 4.0: IIOT 2020
[14] Cloud-based manufacturing control system with data integration from multiple autonomous agents 2018
[15] Digitalization for SMEs in Brandenburg, Germany 2019
[16] IIoT: recent advances, enabling technologies, and challenges 2020
[17] Smart manufacturing and continuous improvement and adaptation of predictive models 2020
[18] +e industry use cases for the Digital Twin idea 2020
[19] Deep learning-based production forecasting in manufacturing 2020
[20] From Industry 4.0 to Robotics 4.0 2020
[21] Condition monitoring system for machine tool auxiliaries 2020
[22] Multiagent system architecture to implement collaborative learning 2018
[23] Qualitative evaluation of IPv6 for IoT 2018
[27] IIoTS-based technology for prediction and control of cavitation in centrifugal pumps 2020
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that year-wise the publications are rising. Figure 3 briefly
represents the subjects, paper type, and the materials pub-
lished. +e figure contains mainly two different categories
including the paper type and its subjects of publications. +e
figure depicts that more number of articles were published as
“research article” followed by “book chapter”, and so on.
Also, more number of articles were published in the dis-
cipline of “computer science.”

+e existing approaches used in the area of research are
given in Table 1.+is table represents mainly the reference of
the articles published, along with the method and year of
publication.

5. Conclusion

+e IIoT aims at enlightening the intelligence of smart
services such as healthcare, smart cities, and other
manufacturing sites, decreasing energy costs, and enhancing
performance through its use. +e idea of the IIoT offers a
wide variety of IIoT smart applications in operation and
maintenance facilities. +e IIoTs are revolutionary systems
that have connected manufacturing processes with Internet
access in order to affectedly increase quality and minimizes
costs of production through collaboration with electronic
objects accumulates computing, advanced analytics, and
smart perception techniques. A demanding analysis of the
strengths and weaknesses of computational models of IIoT is
an essential part of the industry and before deciding which
ones to implement for enhancing usability of industry is a
challenging issue. +e goal of this analysis is to facilitate
response and information to the research community and
recognize patterns of propositions for future research in
context of the process, development andmonitoring of other
technologies.+is paper has summarized the existing related
work on IIoT for providing a comprehensive review about
modern industrial revolutions in the context of IIoTwith the
support of computational models. Related materials were
searched and filtered for identifications of the most im-
portant materials to the proposed study. +ese materials
have been studied with in-depth investigation and then
summarized to condense the information of computation
models for the readers as well as entrepreneurs.

6. Future Direction

+e contribution of the study is to present a compressive
summary of the existing literature on IIoT to provide details
about modern industrial revolutions in the context of IIoT.
Related researches and study materials were searched and
filtered for identification of associated materials. +ese
materials have been collectively studied and analyzed in-
depth, and then summary of the approaches has been
presented to condense the information of computation
models. +is study will facilitate the research community
and practitioners to develop and devise novel techniques,
algorithms, solutions, and tools to automate and facilitate
modern industrial Internet of +ings. +is will enhance the
developments in the field of IIoT and will improve its us-
ability and effectiveness.
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[14] S. Răileanu, F. Anton, T. Borangiu, S. Anton, and M. Nicolae,
“A cloud-based manufacturing control system with data in-
tegration from multiple autonomous agents,” Computers in
Industry, vol. 102, pp. 50–61, 2018.

[15] P. Kilimis, W. Zou, M. Lehmann, and U. Berger, “A survey on
digitalization for SMEs in Brandenburg, Germany,” IFAC-
PapersOnLine, vol. 52, no. 13, pp. 2140–2145, 2019.

[16] W. Z. Khan, M. H. Rehman, H. M. Zangoti, M. K. Afzal,
N. Armi, and K. Salah, “Industrial internet of things: recent
advances, enabling technologies and open challenges,”
Computers & Electrical Engineering, vol. 81, p. 106522, Article
ID 106522, 2020.

[17] G. Kronberger, F. Bachinger, and M. Affenzeller, “Smart
manufacturing and continuous improvement and adaptation
of predictive models,” Procedia Manufacturing, vol. 42,
pp. 528–531, 2020.

[18] P. Augustine, “+e industry use cases for the digital twin idea,”
in Advances in Computers, P. Raj and P. Evangeline, Eds.,
vol. 117, pp. 79–105, Elsevier, Amsterdam, Netherlands, 2020.

[19] L. Brunelli, C. Masiero, D. Tosato, A. Beghi, and G. A. Susto,
“Deep learning-based production forecasting in
manufacturing: a packaging equipment case study,” Procedia
Manufacturing, vol. 38, pp. 248–255, 2019.

[20] Z. Gao, T. Wanyama, I. Singh, A. Gadhrri, and R. Schmidt,
“From industry 4.0 to robotics 4.0 - a conceptual framework

for collaborative and intelligent robotic systems,” Procedia
Manufacturing, vol. 46, pp. 591–599, 2020.

[21] T. Gittler, F. Stoop, D. Kryscio, L. Weiss, and K. Wegener,
“Condition monitoring system for machine tool auxiliaries,”
Procedia CIRP, vol. 88, pp. 358–363, 2020.

[22] K. Bakliwal, M. H. Dhada, A. S. Palau, A. K. Parlikad, and
B. K. Lad, “A multi agent system architecture to implement
collaborative learning for social industrial assets,” IFAC-
PapersOnLine, vol. 51, no. 11, pp. 1237–1242, 2018.

[23] B. Feldner and P. Herber, “A qualitative evaluation of IPv6 for
the industrial internet of things,” Procedia Computer Science,
vol. 134, pp. 377–384, 2018.

[24] Z. Xiao, S. Xu, T. Li et al., “On extracting regular travel
behavior of private cars based on trajectory data analysis,”
IEEE Transactions on Vehicular Technology, vol. 69, no. 12,
pp. 14537–14549, 2020.

[25] Y. Huang, Z. Xiao, D. Wang, H. Jiang, and D. Wu, “Exploring
individual travel patterns across private car trajectory data,”
IEEE Transactions on Intelligent Transportation Systems,
vol. 21, no. 12, pp. 5036–5050, 2020.

[26] Y. Huang, Z. Xiao, X. Yu, D. Wang, V. Havyarimana, and
J. Bai, “Road network construction with complex intersections
based on sparsely-sampled private car trajectory data,” ACM
Transactions on Knowledge Discovery from Data (TKDD),
vol. 13, no. 35, pp. 1–28, 2019.

[27] A. Adeodu, I. Daniyan, O. Omitola, C. Ejimuda, E. Agbor, and
O. Akinola, “An adaptive Industrial Internet of things (IIOts)
based technology for prediction and control of cavitation in
centrifugal pumps,” Procedia CIRP, vol. 91, pp. 927–934, 2020.

[28] M. Demartini, S. Evans, and F. Tonelli, “Digitalization
technologies for industrial sustainability,” Procedia
Manufacturing, vol. 33, pp. 264–271, 2019.

[29] O. J. Fisher, N. J. Watson, J. E. Escrig et al., “Considerations,
challenges and opportunities when developing data-driven
models for process manufacturing systems,” Computers &
Chemical Engineering, vol. 140, Article ID 106881, 2020.

[30] Z. Guan, X. Lu, N. Wang, J. Wu, X. Du, and M. Guizani,
“Towards secure and efficient energy trading in IIoT-enabled
energy internet: a blockchain approach,” Future Generation
Computer Systems, vol. 110, pp. 686–695, 2020.

[31] E. B. Hansen and S. Bøgh, “Artificial intelligence and internet
of things in small and medium-sized enterprises: a survey,”
Journal of Manufacturing Systems, vol. 58, no. 13, pp. 362–372,
2021.

[32] M. S. Hossain, C. I. Nwakanma, J. M. Lee, and D.-S. Kim,
“Edge computational task offloading scheme using rein-
forcement learning for IIoT scenario,” ICT Express, vol. 6,
no. 4, pp. 291–299, 2020.

[33] A. G. Khanzode, P. R. S. Sarma, S. K. Mangla, and H. Yuan,
“Modeling the industry 4.0 adoption for sustainable pro-
duction in micro, small & medium enterprises,” Journal of
Cleaner Production, vol. 279, Article ID 123489, 2021.

[34] S. Plaga, N. Wiedermann, S. D. Anton, S. Tatschner,
H. Schotten, and T. Newe, “Securing future decentralised
industrial IoT infrastructures: challenges and free open source
solutions,” Future Generation Computer Systems, vol. 93,
pp. 596–608, 2019.

[35] D. Mourtzis, K. Angelopoulos, and V. Zogopoulos, “Mapping
vulnerabilities in the industrial internet of things landscape,”
Procedia CIRP, vol. 84, pp. 265–270, 2019.

[36] H. Wang, Z. Yuan, Y. Chen, B. Shen, and A. Wu, “An in-
dustrial missing values processing method based on gener-
ating model,” Computer Networks, vol. 158, pp. 61–68, 2019.

10 Complexity

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0
http://creativecommons.org/licenses/by-nc-nd/4.0


[37] H. Boyes, B. Hallaq, J. Cunningham, and T. Watson, “+e
industrial internet of things (IIoT): an analysis framework,”
Computers in Industry, vol. 101, pp. 1–12, 2018.

[38] D. Wu, S. Liu, L. Zhang et al., “A fog computing-based
framework for process monitoring and prognosis in cyber-
manufacturing,” Journal of Manufacturing Systems, vol. 43,
pp. 25–34, 2017.

[39] S. Leminen, M. Rajahonka, R. Wendelin, and M. Westerlund,
“Industrial internet of things business models in the machine-
to-machine context,” Industrial Marketing Management,
vol. 84, pp. 298–311, 2020.

[40] S. Salman, H. Al-Maeenia, C. Kuhnhena, B. Engela, and
M. Schillera, “Smart retrofitting of machine tools in the
context of industry 4.0,” Procedia CIRP, vol. 88, pp. 369–374,
2020.

[41] S. K. Hubert Backhaus and D. Nadarajah, “Investigating the
relationship between industry 4.0 and productivity: a con-
ceptual framework for malaysian manufacturing firms,”
Procedia Computer Science, vol. 161, pp. 696–706, 2019.

[42] A. I. Khan and A. Al-Badi, “Open source machine learning
frameworks for industrial internet of things,” Procedia
Computer Science, vol. 170, pp. 571–577, 2020.

[43] M. Isaja and J. K. Soldatos, “Distributed ledger architecture
for automation, analytics and simulation in industrial envi-
ronments,” IFAC-PapersOnLine, vol. 51, no. 11, pp. 370–375,
2018.

[44] C.-C. Kuo, J. Z. Shyu, and K. Ding, “Industrial revitalization
via industry 4.0 - a comparative policy analysis among China,
Germany and the USA,” Global Transitions, vol. 1, pp. 3–14,
2019.

[45] Q. Hao, S. Nazir, X. Gao, L. Ma, and M. Ilyas, “A review on
multicriteria decision support system and industrial internet
of things for source code transformation,” Scientific Pro-
gramming, vol. 2021, pp. 1–9, Article ID 6661272, 2021.

[46] X. Yang, S. Nazir, H. U. Khan, M. Shafiq, and N. Mukhtar,
“Parallel computing for efficient and intelligent industrial
internet of health things: an overview,” Complexity, vol. 2021,
pp. 1–11, Article ID 6636898, 2021.

Complexity 11



Research Article
Ontology-Based Smart System to Automate Higher
Education Activities

Nada Abdullah Alrehaili ,1MuhammadAhtishamAslam ,1 DimahHussein Alahmadi,1

Dina Abdullah Alrehaili ,2 Muhammad Asif,3 and Muhammad Sheraz Arshad Malik4

1Department of Information Systems, King Abdulaziz University, Jeddah 21589, Saudi Arabia
2Department of Management Information Systems, Taibah University, Madina 42353, Saudi Arabia
3Department of Computer Science, School of Science, National Textile University, Faisalabad 37610, Pakistan
4Department of Information Technology, Government College University, Faisalabad 38000, Pakistan

Correspondence should be addressed to Muhammad Ahtisham Aslam; maaslam@kau.edu.sa

Received 5 January 2021; Revised 31 January 2021; Accepted 17 February 2021; Published 3 August 2021

Academic Editor: Muhammad Ahmad

Copyright © 2021 Nada Abdullah Alrehaili et al. (is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

(e need for smart e-learning environments is resulting in new challenges for researchers and practitioners to develop intelligent
systems that can be used to automate the Higher Education (HE) activities in an intelligent way. Some common examples of such
activities are “analyzing, finding, and ranking the right resource to teach a course,” “analyzing and finding the people with
common research interests to start joint research projects,” and “using data analytics and machine reasoning techniques for
conducting the exams with different levels of complexities.” Ontological reasoning and smart data analytics can play an important
role in analyzing and automating these HE activities and processes. In this paper, we present a framework named as Higher
Education Activities and Processes Automation Framework (HEAPAF).(eHEAPAF framework can be used to identify, extract,
process, and produce the semantically enriched data in machine understandable format from different educational resources. We
also present the Higher Education Ontology (HEO) that we designed and developed to accommodate the HE data and then to
perform analysis and reasoning on it. As a proof of concept, we present a case study on the topic, “analyzing, finding, and ranking
the right resources to teach a course,” which can dramatically improve the learning patterns of students in the growing smart
educational environment. Finally, we provide the evaluation of our framework as evidence of its competency and consistency in
improving academic analytics for educational activities and processes by using machine reasoning.

1. Introduction

In the academic analytic domain, applying machine rea-
soning and data analytics techniques on semantically
enriched data can help to automate the different activities
and processes in HE [1]. HE systems have different activities
and processes such as “analyzing, finding and ranking the
right resource to teach a course,” “analyzing and finding the
people with common research interests,” and “conducting
the exams with different levels of complexities.”(e ultimate
purpose of addressing and automating these tasks and
processes is to address the different challenges in HE to
improve the learning curve of students without comprising
the quality of education.

Keeping the importance of challenges in automating HE
activities and processes, researchers and practitioners are
proposing different methods and solutions to improve the
performance in teaching and learning activities. For example,
in [2], the authors presented an ontology-based knowledge
system for e-learning.(e proposed systemmakes use of smart
question answering and data analytic techniques that are based
on machine reasoning by using the SPARQL queries. (e
results of such smart and integrated queries can be used to
analyze student’s performance in a virtual learning environ-
ment. Similarly, another ontology-based solution (i.e., Cur-
riculum Course Syllabus Ontology (CCSO)) has been
presented in [3]. In this paper, the authors presented the design
and the model of an educational ontology as an acting model
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for data, concepts, and entities within an academic environ-
ment. (e proposed ontology is used for annotating the po-
tentially remarkable resources that can support the reasoning-
based analysis and searching of educational resources. In ad-
dition to this, the authors [4] presented an ontology model to
perform a semantic-based search of the educational resources.
(e proposed ontology is based on real-life data taken from
Rajiv Gandhi Technical University, Bhopal, to describe real-life
education scenarios. In [5], the authors propose an overall
process of building university datasets by using Linked Open
Data (LOD). (e resulting datasets cover maximum vocabu-
laries, data items, RDF entities, and finally interlink them for
query purposes. (ese Tsinghua University Open Data re-
sources demonstrate the RDF-based linking with other datasets
to have bigger knowledge graphs that can be used for improved
accuracy in the education system.

Despite all these efforts to address different challenges in
HE, no ontology-based solution has been presented to au-
tomate the different activities and processes in HE. Moreover,
highlighting the significant importance of inferencing and
reasoning to extract new knowledge from existing data is not
yet addressed. In addition to this, investigating and making
use of data characteristics in educational data that are
mentioned implicitly or/and explicitly is not yet investigated.

In this paper, we aim at addressing the abovementioned
limitation and challenges in the current state of the art and to
provide the solution to automate the HE activities and
processes by using machine reasoning and academic analytic
techniques. (is paper has the following contributions:

(i) A Higher Education Activities and Processes Au-
tomation Framework (HEAPAF) that can be used to
identify, extract, process, and produce the seman-
tically enriched data from different educational
resources such asWord files, Excel sheets, CSV files,
and traditional databases

(ii) A Higher Education Ontology (HEO) that can be
used to document the knowledge in semantically
enriched format about different HE activities and
processes based on the LOD principles [6]

(iii) A case study on the topic, “finding and ranking the
right resource to teach a course.”(e case study also
describes our approach to find:

(a) Which faculty member is suitable to teach
which course?

(b) (e criteria for ranking the faculty members, by
applying machine reasoning on semantically
enriched data

(iv) Finally, we also provide an evaluation of our
methodology

(e rest of the paper is organized as follows: Section 2
describes the motivation and the background of this work.
(e related work is discussed in Section 3. In Section 4, we
describe our methodology for automating HE activities by
using machine reasoning. Section 5 describes the case study
of “finding and ranking the right resource to teach a course.”
(e evaluation of our methodology is described in Section 6.

Finally, the conclusion and the discussion of the future work
is given in Section 7.

2. Motivation and Background

Over the preceding two years, there was evidence of a rising
number of establishments seeking to disseminate information
to their members [7]. Such desires were further strengthened
by the transformation of unprocessed primary data into the
semantically enriched form, thereby confirming the feasibility
of employing and sharing such data for various purposes.
Educational establishments possess a vast amount of data that
can be accessed by users to automate different activities and
procedures in university programs.

Semantically enriched data can also be deployed by a
number of other providers including governmental bodies,
schools, colleges, and universities. On an individual basis, it
can be deployed by students, parents, and teachers, and can
be used for various forms of learning resources. Accordingly,
it is clear that the learning arena is a good means of
employing semantically enriched data to enable the auto-
mation of related activities.

(e educational processes can be assisted by adding
semantics to education data. It can also reduce the obstacles
faced since it provides the transparency that will help avoid
accountability in the decision-making process. As a matter
of transparency, the educational data used must be Findable,
Accessible, Interoperable, and Reusable (FAIR) [8] and
should be associated with the target audience and com-
prehended for its purposes.

(e openness and availability of the educationmaterial is
not the only benefit of such a system, another benefit is
derived from the associations formed. Moreover, there is an
added benefit from the interlinking of data processes as it
allows the data to be searched and browsed. (e educational
data can be put into a context to create new information and
services by using Linked Open Data (LOD).(e scope of this
research is to develop a framework that can support the
automation of different activities and processes in HE by
making use of machine reasoning and ontologies. As a case
study and proof of concept, we implemented the framework
at the Faculty of Computing and Information Technology
(FCIT) at King Abdulaziz University (KAU).

3. Related Work

Lately, there has been a greater emphasis on the use of
semantically enriched linked data in varying fields, and this
also includes that of the learning environment. One study by
Dietze et al. [9] indicated the rise in reliance on LOD by
many universities. (ey concluded that the primary diffi-
culties that will be faced by educational establishments will
be their great level of dependency on technology and ex-
tensive use of linked data. (is involves (1) the combining of
a varied and vast number of heterogeneous resources, (2) the
capability of acclimatizing to many modifications through
services that are provided, e.g., Application Programming
Interfaces (APIs) on the web, (3) planning and facilitating
metadata via varied learning sources, and (4) the forming of
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primary data that is, for instance, derived from textual re-
ports that are deeper and more reliant. (at said, the time of
many researchers has been employed in combating such
difficulties and it is about time that learning establishments
benefitted from the provision of linked data. Various plat-
forms have come to be in the learning environment, and
these consequently supply the linked data that is to be di-
rectly used or reused.

Numerous researchers have made and developed on-
tology for universities; here, we review some of them. A
“knowledge-based university examination ontology” [10]
was created and developed to provide a huge degree of help
for the examination system in the university by the utili-
zation of the protégé tool. In this work, the authors pre-
sented the organization of the examination system by
dividing it into several sections (classes, subclasses, objects,
and data properties) and by making the use of ontological
reasoning. Also, in [11], the authors presented an ontology
for Massive Open Online Courses (MOOCs) domain in the
Coursera platform to retrieve the educational data quickly
according to the learners’ requests. (ey ensure the com-
petency and consistency of their ontology by using the
reasoning of Harmit and Pellet reasoner. Finally, the
OWLViz Protégé plugin has been used to visualize the
ontology structure and to provide the whole picture of all
relations among the classes. Another ontology for the
university was developed in [12]. In this work, the main
focus of the authors was on building university ontology
methods using protégé 4.0.

Similarly, in [13], the authors presented a framework for
building an ontology to perform the process of information
integration in four specific universities in Iraq. (is work
focuses on assisting postgraduate students in the process of
searching for information relevant to postgraduate research.
Also, in [14], authors presented an ontology to manage the
different university-level activities [14] focusing on auto-
mating the activities and minimizing the administrative
burden.

In [15], the authors presented an ontology in the domain
of HE (focusing on the engineering domain). (e authors
also describe the consistency and evaluation of the proposed
ontology by using different reasoners such as Fact++ and
Pallet. Finally, they used the SPARQL endpoint to query and
to perform reasoning on the data as individuals. (e main
limitation of this work is that it is specific to the engineering
field and cannot be generalized for HE activities. A uni-
versity-level ontology is described in [4]. (e authors also
described different methods of conducting reasoning be-
tween instances of different superclasses and subclasses. A
SPARQL endpoint is also described to query the knowledge
and to analyze the results. Furthermore, Ullah and Hossain
[16] created ontology on the domain of university, proposed
a general framework for the process of ontology searching,
and explained the searching process through university
ontology. Also, it provides several ways of reasoning and
inferencing ontology.

In Abir et al. (2016), the authors focused on creating an
ontology for the technical university of Rajiv Gandhi Bhopal,
India. (eir main goal was to provide the greatest help in the

process of internship assignment in the university by ap-
plying ontologies and machine reasoning. In addition, they
also proposed the system of a semantic recommender for the
educational processes and to enhance the results of the
process of querying. (ey also proposed a system of se-
mantic matching of educational processes [17]. E-campus
ontology for educational purposes is presented in [18]. (e
proposed ontology is very specific to and focused on learning
activities and a hierarchy programming language such as
C-Sharp. For developing ontologies, they provide a hybrid
methodology based on the approaches of software
engineering.

Zeng et al. [19] provide an ontology model for the
courses of the university by applying a bottom-up ap-
proach in the ontology of courses, which can explain
many open courses and draw the knowledge of the field
from open courses in addition to providing the greatest
benefits to learners, especially learners in the process of
finding their preferred courses. (ey also developed and
built a system aimed at retrieving information-based
ontology by the use of the fuzzy ontology framework of
the university in the process of managing scientific
research.

(e ontology of Ahlia University is designed and
presented in [20]. SPARQL and DL queries are used to
retrieve the direct and inferred data from the ontology. In
[21], the authors described a meta-model design and rel-
evant ontology. (ey also explained the process of the
methodology developed on the ontological improvement
by applying a method of semi-supervised learning. An
ontology-based e-learning system has been presented in
[22]. (e proposed system can be used to review the
problems currently existing in Russian education, which
include the poor structure of educational resources and the
lack of connections between their components. It also
provides a platform called Information Workbench and an
ontology-based model that is used in the system. Still, the
proposed system does not address the problems and issues
in automating educational activities and processes to
minimize human involvement and improve efficiency and
accuracy. (e authors in [23] presented a model for the
integration and the extraction of multi-source software
knowledge. Categories of entities for software were defined
as well as they presented a method for keyword extraction
based on K-means, TF-IDF, and TexRankmethods. Most of
the previous studies started from the phase of building an
ontology in various fields, especially education without
focusing on the activities and processes of HE. In our
research, we address the phases before building and de-
veloping an ontology in terms of specification, knowledge
acquisition, and the conceptualization phases. As well as
how to benefit from the extracted information. For ex-
ample, our ontology moved to an advanced stage, where in
addition to finding certain results, by defining some cri-
teria, we can also get more accurate results. In the next
section, we address the abovementioned limitations of the
existing work and present our methodology that can be
used to automate the HE activities and processes by using
ontologies and machine reasoning.
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4. Higher Education Activities and Processes
Automation Framework (HEAPAF)

Higher educational bodies and institutions have a lot of data
that are related to different activities, procedures, and
processes in educational systems. (ese data can be used to
automate HE activities and procedures. (e main issue with
these data is their availability in traditional formats such as
Doc files, Excel sheets, and CSV files. Here, we describe our
framework (i.e., Higher Education Activities and Processes
Automation Framework (HEAPAF)) that can be used to
identify, extract, process, and produce the semantically
enriched data in machine-understandable format from
different data sources. (e resulting semantically enriched
data can be used for making smart queries that ultimately
can support the automation of different HE activities and
procedures by using reasoning. (e authors in [24] use the
HEAPAF framework to automate the higher education
activity. As proof of concept, the work provides an ontology-
based solution to find the right resource for research col-
laboration. Our HEAPAF framework consists of the fol-
lowing phases: specification, knowledge acquisition,
conceptualization, HEO development, and SPARQL End-
point (as shown in Figure 1). In the following subsections,
we describe each of these phases in detail.

4.1. Specification. (e purpose of this phase was to identify
and specify the data entities for semantic annotation and
ontology development. (e ultimate goal is to automate the
HE activities, improve the educational process, and lower
the cost. Moreover, specifying the data items helps to im-
prove interoperability which leads to sharing and raising the
opportunities for accessibility and portability. It also makes
unstructured data that come, for example, from text doc-
uments more interdependent and richer as LOD. (e
purpose of the ontology is to define a schema that can be
used to accommodate HE activities and processes in a
machine-understandable format. Also, the ontology can be
used by the knowledge engineers and developers’ teams at
universities.

For the purpose of our research, we specified and
identified data entities from different resources and some of
these resources are locally developed for accreditation
purposes. (e local data resources include Accreditation
InformationManagement System (AIMS) and OUDS PLUS.
(ese resources contain all the course data including the
course topics, weekly plan, and prerequisites. AIMS also
contains the faculty CVs in a well-structured format that
provides information about faculty member research in-
terest, expertise, courses taught in the past, and publications.

We collected, identified, extracted, and transformed the
data from these resources into a machine-understandable
format (i.e., RDF). (e data at a later stage are used to
perform inferencing and machine reasoning to conduct
different tasks automatically. For example, finding and
ranking the right resource to teach a course, finding the
people with common research interests, and conducting the
exams. Figure 1 shows the proposed methodology.

To guarantee the scope of the ontology, we define a list of
competency questions [25], which provides some scenarios
for the proposed ontology in terms of its applications. (ese
questions play two important roles. First, they determine the
expectations that the ontology must fulfill. Secondly, it is
used to evaluate applications of ontology by examining the
retrieved answers.

Hence, the following competency questions are
identified:

(i) Which course does an academic staff teach based
on his/her research interests?

(ii) Which course does an academic staff teach based
on his/her publications?

(iii) Which course does an academic staff teach based
on his/her academic and professional experiences?

(iv) Which course does an academic staff teach based
on his/her certifications and trainings?

(v) Which academic staff has themost priority to teach
a course based on his/her experiences in some
research areas/interests?

(vi) Which academic staff has themost priority to teach
a course based on his/her experiences in some
publications?

(vii) Which academic staff has themost priority to teach
a course based on his/her experiences in some
academic and professional experiences?

(viii) Which academic staff has themost priority to teach
a course based on his/her experiences in some
certifications and trainings?

4.2. Knowledge Acquisition. (e necessary data to create
HEO and individuals are revealed by using text analysis
techniques such as text extraction.(e resources related to the
facultymember’s CV and courses at the Faculty of Computing
and Information Technology (FCIT) are extracted fromAIMS
in the format of PDF files, Excel sheets, and Doc files. (ese
data resources are studied and analyzed to figure out which
data entities can be used in the development of the HEO.
(ese data resources can also be used to support our case
study (i.e., “finding and ranking the right resource to teach a
course”). (e data items that are extracted from the above
resources include “research interests,” “certifications and
trainings,” “academic and professional experiences,” and
“publications” from the CVs of faculty members (as shown in
Figure 2(a)). In addition to this, data entities such as “topics,”
“sub-topics,” “weekly data,” “course book,” and “assessment
plan” are extracted from the syllabus of the courses (as shown
in Figure 2(b)), for example:

(1) (e academic staff⟶ has research interest⟶
keywords
Dr. Maram⟶ has research interests⟶ Social
Commerce

(2) Keywords⟶ related to⟶ Course
Social Commerce⟶ related to⟶ CPIS604
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(e extracted data can be used at later stages in creating
and identifying classes, subclasses, properties, and individuals.

4.3. Conceptualization. A conceptual model is designed by
identifying the key concepts in the domain. To do that, we
analyzed the existing data models and ontologies from

repositories as well as determined the missing classes and
properties until we got a formal representation of the model.
After that, we built a Glossary of Terms (GT), which includes
the classes, object-type properties, data-type properties, and
describes their uses and definitions. Here are some of the key
concepts used in representing the entities in the university
structure.

Purpose of the ontology

Intended uses

Scenarios of use

End users

Identify the scope of the
ontology

Information resource

Specification phase

KAU
Has

OUDS
plus

AIMS
system

Ex
tra

ct
ed

 d
at

a

CV

Course syllabus
–Topics coverage

–Research interests
–Certifications
and trainings
–Academic
and professional
experiences
–Publications

Knowledge acquisition phase

Create the classes

Create object and data type properties

Create instances

Ontology design

Ontology coding

HEO development phase

Triple store

User query

Results of the query

Assessment of the results

SPARQL endpoint phase

Conceptualization phase

Indentify key concepts and relationships in the domain

Build the glossary of terms (GT)

Figure 1: (e architecture of the Higher Education Activities and Processes Automation Framework (HEAPAF).

(a) (b)

Figure 2: Captured criteria that support the activity.
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(a) (b)

Figure 3: Continued.
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(i) (e class “Person” is a subclass of the main class
“9ing.” It divides people at the university into two
types, the first type is the academic staff class,
which, in turn, is ranked and coded as Assistant
Professor, Associate Professor, Lecturer, Professor,
Teaching assistant classes. and the second type is
the Student class.

(ii) (e class “Course” is a subclass of the main class
“9ing.” It contains all the information about the
courses. Also, it contains “Syllabus” as a subclass,
which in turn has two subclasses “Assessment Tool”
and “Learning Outcome.” (e “Assessment Tool”
has Assignments, Lab Work, projects, Quiz, and
Exams as subclasses. Furthermore, “Learning
Outcome” has Course Learning Outcomes and
Student Outcome subclasses as shown in
Figure 3(a).

(iii) (e class “Keywords” is a subclass of the main class
“9ing.” It contains all the main and useful words

that are extracted from the CVs of the faculty
members as subclasses, which are Academ-
ic_and_Professional_Experiences, Certifi-
cations_and_Trainings, Publications_Keywords,
and Research_Interests.

(iv) (e class “Publications” is a subclass of the main
class “9ing.” It contains the person’s work that is
published and available on the web. Also, it has
Book, Conference, Journal, Workshop as subclasses.

(v) (e class “Experience_Since” is a subclass of the
main class “9ing.” It contains the specific year of
experience that is related to the Keywords gained
by the academic staff.

(vi) (e object property “has_research_interests” is a
summary of a person’s scientific trends and future
directions. It has Academic_Staff, Assistant_Pro-
fessor, Lecturer, Professor, Teaching_Assistant,
Associate_Professor classes as a domain, and
Keywords, Research_Interests classes as a range.

(c)

Figure 3: (e HEO classes, object, and data type properties hierarchy.
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(vii) (e object property “Has_Certifications_and_-
Trainings” is the certification and training that was
attended and gained by the academic staff. It has
Academic_Staff, Assistant_Professor, Lecturer,
Professor, Teaching_Assistant, Associate_Professor
classes as a domain, and Keywords, Certifi-
cations_and_Trainings classes as a range.

(viii) (e object property “Has_Academic_and_Pro-
fessional_Experiences” is the academic and pro-
fessional experience that the academic staff
obtained to satisfy one or more areas. It has
Academic_Staff, Assistant_Professor, Lecturer,
Professor, Teaching_Assistant, Associate_Professor
classes as a domain, and Keywords, Academ-
ic_and_Professional_Experiences classes as a range.

(ix) (e object property “Has_Keywords” are the words
that capture the essence of a specific publication. It
has Publications class as domain, and Keywords,
Publications_Keywords classes as a range.

4.4. Higher Education Ontology (HEO) Development. (e
design and development of ontology require several stages
and standards principles to follow [26]. Our HEO defines
elements to describe the university and HE activities and
procedures. We developed the ontology based on the map of
different standard educational systems such as “Blackboard”
and local systems such as “OUDS Plus” and “AIMS.” (e
ontology contains the creation of the classes, properties, and
instances as described follows:

(i) Create the classes and the class hierarchy: the class
describes the concept of the domain and organizing
them in a taxonomic hierarchy (class–subclass), as
shown in Figure 3(a).

(ii) Create the properties of the ontology: there are two
types of properties, namely, object properties and
datatype properties. Object properties describe the
relationship between classes, as shown in
Figure 3(b). Datatype properties describe the rela-
tionships between instances and data values such as
string and integer, as shown in Figure 3(c).

(iii) Create instances of the ontology: OWL allows us to
define individuals and to include properties related
to them. First, we select the proper class and then
create its instances. Also, the instance can belong to
many classes.

4.5. SPARQL Endpoint. We also established a SPARQL
endpoint to query the semantically enriched data that we
extracted from different data sources. (e HEO and all the
HE-related RDF data are dumped into the GraphDB da-
tabase. Different properties of HEO support the reasoning
and inferencing over the RDF data that are structured
according to ontology schema. SPARQL queries result into
RDF data in the form of RDF triples which contain either
literal values or other resources as objects of resulting RDF
triples. We prepared plenty of competency questions

(discussed in the next section) and also posed SPARQL-
based queries to the SPARQL endpoint to get these questions
answered by using machine reasoning. For the purpose of
ongoing research, we did not make the datasets and the
SPARQL Endpoint publicly available, but they could be
provided on demand.þ

5. Case Study: Finding and Ranking the Right
Resources to Teach a Course

In the above section, we described ourHEAPAF framework that
can be used for identifying and extracting data entities from
different resources and the development of HEO that can be
used for data representation in a machine-understandable
format (i.e., RDF). Once the HEO is ready and filled with an
individual’s data (i.e., RDF data) and links are established be-
tween data items, we can use it to ask smart queries for rea-
soning-based question-answer purposes. As a proof of concept
to ourmethodology and framework, we present the case study of
“finding the right resources to teach a course.” Answering the
case study involves the two potential sub-questions (1) finding
the right resource to teach a course and (2) defining the criteria
for the ranking of faculty members. Here, we describe our
methodology to answer these potential questions.

5.1. Finding the Right Resource to Teach a Course. Our case
study topic refers to the process of determining specific faculty
members who are most suitable to teach specific courses. (e
process of finding and matching the suitability of faculty
members to teach a course is determined based on different
attributes of faculty members, such as research interests,
publications, certifications, and experience, as well as different
course attributes such as topics and subtopics. Table 1 shows
the most important factors and attributes of faculty members
and courses as object and data type properties and logical
description and usability of these properties.

(e transitive characteristic was applied to Related_to
property. Table 2 explains in detail the mechanism of this
property.

Here, we describe the use of machine reasoning in
finding a resource to teach a course based on different
contributing attributes. We also explain here the role of each
attribute by describing one relevant example. A short de-
scription of these examples is as follows (Tables 3–7):

(i) Example 1 finding the resource based on the re-
search interests as shown in Table 3

(ii) Example 2 finding the resource based on the cer-
tifications and trainings as shown in Table 4

(iii) Example 3 finding the resource based on the aca-
demic and professional experiences as shown in
Table 5

(iv) Example 4 finding the resource based on the pub-
lications as shown in Table 6

(v) Example 5 finding the resource based on the re-
search interests, certification and trainings, aca-
demic and professional experiences, and
publications as shown in Table 7

8 Complexity



Table 1: (e properties used with their logical description.

Property name Logical description

has_research_interests

Research Interests ∈ Keywords
Keywords⊆Course
∵Course⊆Academic Staff
Keywords⊆Academic Staff

∴Research Interests ∈ Academic Staff

Has_Certifications_and_Trainings

Certifications andTrainings ∈ Keywords
Keywords⊆Course
∵Course⊆Academic Staff
Keywords⊆Academic Staff

∴Certifications andTrainings ∈ Academic Staff

Has_Academic_and_Professional_Experiences

Academic and Professional Experiences ∈ Keywords
Keywords⊆Course
∵Course⊆Academic Staff
Keywords⊆Academic Staff

∴Academic and Professional Experiences ∈ Academic Staff

has_publication

Publication’s Keywords ∈ Keywords
Keywords⊆Course
∵Course⊆Academic Staff
Keywords⊆Academic Staff

∴Publication’s Keywords ∈ Academic Staff

Has_Keywords
Keywords⊆Course
∵Course⊆Academic Staff
∴Keywords⊆Academic Staff

Table 2: Related_to property mechanism.

Property name
Related_to
Text description
(e contents of the academic and professional experiences, the certifications and trainings, research interests, topics, and the keywords of a
publication has a relationship with the course.
Reasoning
If a property P has the characteristic transitive, and the property relates individual a to individual b, also individual b to individual c, then
the ontology can infer that individual a is related to individual c via property P. Once we assign the characteristic transitive to the property
“Related_to,” the ontology can figure out which academic staff can teach which course based on research interests, publication,
certifications and trainings, academic and professional experiences, and topics coverage.

Table 3: (e research interests example.

Example 1
(e object property Related_to has the Keywords class as domain and Course class as a range. By adding the individual (Maram
Abdulrahman Meccawy) of class Associate_Professor and the individual (Social Commerce) of class as keywords. Also, the individual
(CPIS604/CIS_MSc/CIS_D/FCIT/KAU) to the class Course. (en link Dr. Maram by using the property has_research_interests with
Social Commerce and link Social Commercewith CPIS604/CIS_MSc/CIS_D/FCIT/KAU by using the property Related_to. In other words,
we can say define the following RDF triples:
Dr.Maram has_research_interests Social Commerce.
Social Commerce Related_to CPIS604/CIS_MSc/CIS_D/FCIT/KAU.
By applying this, no inference will be found but once we assign the characteristic transitive to the property “Related_to,” the reasoner
logically found that Dr. Maram can teach the course CPIS604/CIS_MSc/CIS_D/FCIT/KAU based on her research interests. Figures 4(a)
and 4(b) show the visualization of Related_to and research interest properties.
SPARQL query
PREFIX KAU: <http://www.semanticweb.org/nada_/ontologies/2019/11/untitled-ontology-43#>
SELECT DISTINCT ?Academic_Staff ?Course ?Research_Interests
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Research_Interests rdf:type KAU:Research_Interests.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:has_research_interests ?Research_Interests.
?Research_Interests KAU:Related_to ?Course.
} Figure 4(c) shows the results of the query
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According to the results of the previous examples, the
second activity is defining the criteria for the ranking of the
faculty members.

5.2. Criteria for the the Ranking of Faculty Members. (e
query result of finding the right resource to teach a
course shows all the academic staff without any ranking
process. So, we define criteria matching the different
attributes such as Experience_Since, academic and pro-
fessional experiences, the certifications and trainings,
research interests, publications, and topics covered. It
helps in ranking the faculty members’ suitability to teach

a course. Here, we explain the role of reasoning in
ranking the faculty member in more detail by using the
following potential questions:

(i) Rank founded resources based on research interests
(Table 9)

(ii) Rank founded resources based on academic and
professional experiences (Table 10)

(iii) Rank founded resources based on certifications and
trainings (Table 11)

(iv) Rank founded resources based on publication
(Table 12)

Table 4: (e certifications and trainings example.

Example 2
(e object property Related_to has the Keywords class as domain and the Course class as a range. We add the individual (Muhammad
Ahtisham Aslam) of class Associate_Professor, the individual (SW Technologies) of class Keywords, and CPIS640/CIS_MSc/CIS_D/FCIT/
KAU to the class Course. (en link Dr. Muhammad by using the property Has_Certifications_and_Trainings with SW Technologies and
link SW Technologies with CPIS640/CIS_MSc/CIS_D/FCIT/KAU by using the property Related_to. In other words, we can say that we
defined the following RDF triples:
Dr.Muhammad Has_Certifications_and_Trainings SW Technologies.
SW Technologies Related_to CPIS640/CIS_MSc/CIS_D/FCIT/KAU.
By applying this, no inference will be found. But once we assign the characteristic transitive to the property “Related_to,” the reasoner
logically found thatDr. Muhammad can teach the course CPIS640/CIS_MSc/CIS_D/FCIT/KAU based on his certifications and trainings.
Figures 5(a) and 5(b) show the visualization of Related_to and certifications and trainings’ properties.
SPARQL query
SELECT DISTINCT ?Academic_Staff ?Course ?Certifications_and_Trainings
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Certifications_and_Trainings rdf:type KAU:Certifications_and_Trainings.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:Has_Certifications_and_Trainings ?Certifications_and_Trainings.
?Certifications_and_Trainings KAU:Related_to ?Course.
} Figure 5(c) shows the results of the query

Table 5: (e academic and professional experiences example.

Example 3
(e object property Related_to has the Keywords class as domain and Course class as a range. By adding the individual (Maram
Abdulrahman Meccawy) of class Associate_Professor and the individual (Business Analyst) of class Keywords. Also, the individual
(CPIS604/CIS_MSc/CIS_D/FCIT/KAU) to the class Course. (en link Dr.Maram by using the property
Has_Academic_and_Professional_Experiences with Business Analyst. And link business analyst with CPIS604/CIS_MSc/CIS_D/FCIT/
KAU by using the property Related_to. In other words, we can say define the following:
Dr.Maram Has_Academic_and_Professional_Experiences Business Analyst.
Business Analyst Related_to CPIS604/CIS_MSc/CIS_D/FCIT/KAU.
By applying this no inference will be found. But once we assign the characteristic transitive to the property “Related_to,” the reasoner
logically found that Dr.Maram can teach the course CPIS604/CIS_MSc/CIS_D/FCIT/KAU based on her academic and professional
experiences. Figures 6(a) and 6(b) show the visualization of Related_to and academic and professional experience properties.
SPARQL query
SELECT DISTINCT ?Academic_Staff ?Course
?Academic_and_Professional_Experiences
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Academic_and_Professional_Experiences rdf:type KAU:Academic_and_Professional_Experiences.
KAU:Academic_and_Professional_Experiences.
?Academic_Staff KAU:Has_Academic_and_Professional_Experiences
?Academic_and_Professional_Experiences.
?Academic_and_Professional_Experiences KAU:Related_to ?Course.
} Figure 6(c) shows the results of the query
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Table 6: (e publications example.

Example 4
(e object property Has_Keywords has the Publications class as the domain and the Keywords class as a range. By adding the individual
(Maram Abdulrahman Meccawy) of class Associate_Professor and the individual (A Safety Tracking and Sensoring System for School
Buses in Saudi Arabia) of class Publications. Also, the individuals (Tracking System, Sensor, Tracking, School Buses, Temperature sensor,
GPS, IoT) to the class Keywords. Furthermore, link the individual (CPIS604/CIS_MSc/CIS_D/FCIT/KAU) to the class Course.(en link
Dr. Maram by using the property has_publication with A Safety Tracking and Sensoring System for School Buses in Saudi Arabia. And
link A Safety Tracking and Sensoring System for School Buses in Saudi Arabia with Tracking System, Sensor, Tracking, School Buses,
Temperature sensor, GPS, IoT by using the property Has_Keywords. As well as link Tracking System, Sensor, Tracking, School Buses,
Temperature sensor, GPS, IoT with CPIS604/CIS_MSc/CIS_D/FCIT/KAU by using the property Related_to. In other words, we can say
define the following:
Dr. Maram has_publication A Safety Tracking and Sensoring System for School Buses in Saudi Arabia.
A Safety Tracking and Sensoring System for School Buses in Saudi Arabia Has_Keywords Tracking System.
Tracking System Related_to CPIS604/CIS_MSc/CIS_D/FCIT/KAU.
By applying this, no inference will be found. But once we assign the characteristic transitive to the property “Related_to,” the reasoner
logically found that Dr.Maram can teach the course CPIS604/CIS_MSc/CIS_D/FCIT/KAU based on her publications. Figures 7(a) and
7(b) shows the visualization of Related_to and publications properties.
SPARQL query
SELECT DISTINCT ?Academic_Staff ?Course ?Publications_Keywords ?Publications
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Publications rdf:type KAU:Publications.
?Academic_Staff KAU:has_publication ?Publications.
?Keywords rdf:type KAU:Keywords.
?Publications_Keywords rdf:type KAU:Publications_Keywords.
?Course rdf:type KAU:Course.
?Publications_Keywords KAU:Related_to ?Course.
?Publications KAU:Has_Keywords ?Publications_Keywords.} Figure 7(c) shows the results of the query

Table 7: (e research interests, certification and trainings, academic and professional experiences, and publications example.

Example 5
(e example shows the best resource to teach a course based on the research interests, certification and trainings, academic and
professional experiences, and publications together in one query.
SPARQL query
SELECT DISTINCT ?Academic_Staff ?Course ?Research_Interests ?Certifications_and_Trainings ?Academic_and_Professional_Experiences
?Publications_Keywords
WHERE {
{?Academic_Staff rdf:type KAU:Academic_Staff.
?Research_Interests rdf:type KAU:Research_Interests.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:has_research_interests ?Research_Interests.
?Research_Interests KAU:Related_to ?Course.}
UNION
{?Academic_Staff rdf:type KAU:Academic_Staff.
?Certifications_and_Trainings rdf:type KAU:Certifications_and_Trainings.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:Has_Certifications_and_Trainings ?Certifications_and_Trainings.
?Certifications_and_Trainings KAU:Related_to ?Course.}
UNION
{?Academic_Staff rdf:type KAU:Academic_Staff.
?Academic_and_Professional_Experiences rdf:type KAU:Academic_and_Professional_Experiences.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:Has_Academic_and_Professional_Experiences
?Academic_and_Professional_Experiences.
?Academic_and_Professional_Experiences KAU:Related_to ?Course.}
UNION
{?Academic_Staff rdf:type KAU:Academic_Staff.
?Publications rdf:type KAU:Publications.
?Academic_Staff KAU:has_publication ?Publications.
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Tables 8 to 12 describe the relationships of the keywords
gained by the academic staff to a specific year, which is
extracted from his/her CV. Accordingly, the ranking criteria
were set, through which we determined who has the most
priority to teach a course. For example, academic staff 1 and
academic staff 2 both have Semantic Web (SW) as a research
interest. However, academic staff 1 gained the SW in 2011 and
academic staff 2 gained the SW in 2009, then academic staff 2 is

more likely suitable to teach the course related to SW. So, the
object property Experience_Since is inverse to the object
property For_Keywords, which can figure out the year of the
research interest that is related to a person (as shown in
Figure 9). And the same goes for the academic and professional
experience, certifications and trainings, and publication. Further
details of other object properties that are used in this case study
are given below.

Table 7: Continued.

Example 5
?Keywords rdf:type KAU:Keywords.
?Publications_Keywords rdf:type KAU:Publications_Keywords.
?Course rdf:type KAU:Course.
?Publications_Keywords KAU:Related_to ?Course.
?Publications KAU:Has_Keywords ?Publications_Keywords.}
} Figure 8 shows the results of the query

Academic staff
Has_research_interests Related_to

Course

Related_to

Keywords

(a)

CPIS604Dr.Maram
Has_research_interests Related_to

Social commerce

Related_to

(b)

(c)

Figure 4: (e visualization of Related_to property with research interests and the results of the query.
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Academic staff

Has_certifications_and
_trainings Related_to

Course

Related_to

Keywords

(a)

Has_certifications_and
_trainings

CPIS640Dr.Muhammad
Related_to

Semantic web technologies

Related_to

(b)

(c)

Figure 5: (e visualization of Related_to property with certifications and trainings and the results of the query.

Academic staff

Has_academic_and_
professional_experiences Related_to

Course

Related_to

Keywords

(a)

Has_academic_and_
professional_experiences

CPIS604Dr.Maram
Related_to

Business analyst

Related_to

(b)

Figure 6: Continued.
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(c)

Figure 6: (e visualization of Related_to property with academic and professional experiences and the results of the query.

Academic
staff

Has_publication Has_Keywords Related_to

KeywordsPublication

Related_to

Course

(a)

Has_publication Has_Keywords Related_to

Related_to

Tracking systemA safety tracking and sensoring system
for school buses in saudi arabia

Dr.Maram CPIS604

(b)

(c)

Figure 7: (e visualization of Related_to property with publications and the results of the query.
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Table 8: (e properties used for the ranking of the faculty members.

Object property name Domain Range Characteristic
Experience_Since Keywords Experience_Since Inverse of
For_Keywords Experience_Since Keywords Inverse of
related_to_person Experience_Since Academic_Staff Symmetric

Figure 8: (e result of the research interests, certification and trainings, academic and professional experiences, and publications query.

Keywords

Experience_Since

Experience_Since

Related_to_person

Related_to_person

Academic_Staff

Dr. Muhammad

Experience_Since

Semantic web

2011

Figure 9: (e visualization of Experience_Since and related_to_person properties.

Table 9: (e research interests’ example after criteria.

SPARQL query related to the research interests
SELECT DISTINCT ?Academic_Staff ?Course
?Experience_Since ?Research_Interests
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Research_Interests rdf:type KAU:Research_Interests.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:has_research_interests ?Research_Interests.
?Research_Interests KAU:Experience_Since ?Experience_Since.
?Experience_Since KAU:related_to_person ?Academic_Staff.
?Research_Interests KAU:Related_to ?Course.
}
ORDER BY ASC (?Experience_Since)
Figure 10(a) shows the results of the query.
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6. Evaluation and Analysis

(e evaluation process examines technically the features,
usability, and utility of the framework, HEO, reasoning
mechanism that we defined in the ontology, and datasets that

we produced in this work. We used the iterative approach in
our evaluation process [27] in which evaluation of activities,
processes, output, datasets, and reasoning mechanism is
implemented through all the phases of the framework life
cycle. (e goal is to discover wrong, incomplete, or missed

Table 10: (e academic and professional experiences example after criteria.

SPARQL query related to the academic and professional experiences
SELECT DISTINCT ?Academic_Staff ?Course ?Academic_and_Professional_Experiences ?Experience_Since
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Academic_and_Professional_Experiences rdf:type KAU:Academic_and_Professional_Experiences.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:Has_Academic_and_Professional_Experiences ?Academic_and_Professional_Experiences.
?Academic_and_Professional_Experiences KAU:Related_to ?Course.
?Academic_and_Professional_Experiences KAU:Experience_Since ?Experience_Since.
?Experience_Since KAU:related_to_person ?Academic_Staff.
}
ORDER BY ASC (?Experience_Since)
Figure 10(b) shows the results of the query.

Table 11: (e certifications and trainings example after criteria.

SPARQL query related to the certifications and trainings
SELECT DISTINCT ?Academic_Staff ?Course
?Certifications_and_Trainings ?Experience_Since
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Certifications_and_Trainings rdf:type KAU:Certifications_and_Trainings.
?Course rdf:type KAU:Course.
?Academic_Staff KAU:Has_Certifications_and_Trainings ?Certifications_and_Trainings.
?Certifications_and_Trainings KAU:Related_to ?Course.
?Certifications_and_Trainings KAU:Experience_Since ?Experience_Since.
?Experience_Since KAU:related_to_person ?Academic_Staff.
}
ORDER BY ASC (?Experience_Since)
Figure 10(c) shows the results of the query.

Table 12: (e publications example after criteria.

SPARQL query related to the publications
SELECT DISTINCT ?Academic_Staff ?Course
?Publications_Keywords ?Publications ?Experience_Since
WHERE {
?Academic_Staff rdf:type KAU:Academic_Staff.
?Publications rdf:type KAU:Publications.
?Academic_Staff KAU:has_publication ?Publications.
?Experience_Since rdf:type KAU:Experience_Since.
?Keywords rdf:type KAU:Keywords.
?Publications_Keywords rdf:type KAU:Publications_Keywords.
?Course rdf:type KAU:Course.
?Publications_Keywords KAU:Related_to ?Course.
?Publications KAU:Has_Keywords ?Publications_Keywords.
?Publications_Keywords KAU:Experience_Since ?Experience_Since.
?Experience_Since KAU:related_to_person ?Academic_Staff.
}
ORDER BY ASC (?Experience_Since)
Figure 10(d) shows the results of the query.
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definitions as soon as possible.(e evaluation points include a
check of the ontology structure, the syntax of definitions, and
the content in the definitions, logic of reasoning, and validity
of extracted RDF datasets. At the final stage, we followed two
different approaches to verify and validate the ontology.(ese
approaches are described below.

6.1. Ontology Consistency and Validity. (e consistency and
validity of ontology are verified by using the Pallet reasoner
during the different stages of ontology design and development.
Figure 11 shows a sample snapshot of ontology consistency
when a consistency check is performed on the structure,
subsumptions, and classes and properties’ design of ontology.

(a)

(b)

(c)

(d)

Figure 10: (e result of the research interests, certification and trainings, academic and professional experiences, and publications
query after criteria. (a) (e result of research interests query after criteria. (b) (e result of academic and professional experiences
query after criteria. (c) (e result of certifications and trainings query after criteria. (d) (e result of publications query after
criteria.
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6.2. Answering the Competency Questions. After the tech-
nical validation has been completed, the ontology is eval-
uated against a set of competency questions that we have
defined and determined in the specification phase. (is test
is done by using the SPARQL query [28]. (e output of the
query is shown as triplets such as subject, object, and
predicate. Two different environments have been used for
executing the queries such as the SPARQL query tab in
Protégé and the SPARQL tab in GraphDB, where the on-
tology has been uploaded and is available as an endpoint for
public queries.

(e previous tables in Section 5 show the result of the
queries in the protégé editor. Both activities of finding and
ranking the right resource to teach a course are examined by
answering the competency questions. After comparing the
results that we found from the RDF datasets, we found that
the results of the queries were accurate and correct when
verified against the actual data.

Figures 12 and 13 describe the same queries that were
executed in Tables 9 and 10, but in the platform of GraphDB.

(1) SPARQL query for the research interests after
criteria

(2) SPARQL query for the academic and professional
experiences after criteria

Since the results above are the same as the results
provided by the protégé editor in Section 5, it proves that
the queries can work in different environments.

7. Conclusion and Future Work

Challenges in smart academic environments can be
better addressed by using machine reasoning and smart
data analytic techniques. It can also help to automate
different Higher Education (HE) activities and processes
in a smart way. As an example, the course syllabus and
CVs of the faculty members provide important data
about the acquired skills of the academic staff and the
skills required to teach a particular course. (ese data can
be used to automatically find the best resource person to
teach a course. In this paper, we presented a framework
that can be used to automate different activities and
processes in HE by making use of machine reasoning and
data analytics techniques. We also presented the design
and implementation of educational ontology. As a proof
of concept, we presented a case study on “analyzing,
finding and ranking the right resource to teach a course.”
In our case study, we answered the two main questions,
i.e., (1) which faculty member is suitable to teach which
course and (2) the criteria for ranking the faculty

:Abdul_Hamid_Ibrahim
:Maram_Abdulrahman_Meccawy
:Mostafa_Saleh
:Muhammad_Ahtisham_Aslam
:Muhammad_Ahtisham_Aslam
:Salha_Abdullah
:Naif_Radi_Aljohani
:Naif_Radi_Aljohani
:Ola_Yousef_Alshagran
:Maram_Abdulrahman_Meccawy
:Maram_Abdulrahman_Meccawy

1
2
3
4
5
6
7
8
9
10
11

Academic_Staff Course
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS640/CIS_MSc/CIS_D/FCIT/KAU
:CPIS604/CIS_MSc/CIS_D/FCIT/KAU
:CPIS604/CIS_MSc/CIS_D/FCIT/KAU

:1985
:2009
:2011
:2011
:2011
:2011
:2016
:2016
:2016
:2017
:2017

:E-Systems
:E-Systems
:E-Systems

:E-Systems

:E-Systems

:Linked_open_data

:Linked_open_data

:Semantic_Web

:Semantic_Web

:Social_Commerce
:Web_Services

Experience_Since Research_Interests
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Figure 11: Results of consistency and validity check performed by using Pallet Reasoner.
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members, by applying machine reasoning on semanti-
cally enriched data. Finally, we also presented an eval-
uation of our approach by answering the potential
questions in HE. As future work, we plan to enhance our
framework and related ontology so that it can accom-
modate maximum HE activities and processes. We are
also working on linking our datasets with open datasets
of scientific publications so that research-related tasks
and activities can be automated to the maximum extent
possible.
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(e amount of data produced in scientific and commercial fields is growing dramatically. Correspondingly, big data technologies,
such as Hadoop and Spark, have emerged to tackle the challenges of collecting, processing, and storing such large-scale data.
Unfortunately, big data applications usually have performance issues and do not fully exploit a hardware infrastructure. One
reason is that applications are developed using high-level programming languages that do not provide low-level system control in
terms of performance of highly parallel programming models like message passing interface (MPI). Moreover, big data is
considered a barrier of parallel programming models or accelerators (e.g., CUDA and OpenCL).(erefore, the aim of this study is
to investigate how the performance of big data applications can be enhanced without sacrificing the power consumption of a
hardware infrastructure. A Hybrid Spark MPI OpenACC (HSMO) system is proposed for integrating Spark as a big data
programming model, with MPI and OpenACC as parallel programming models. Such integration brings together the advantages
of each programming model and provides greater effectiveness. To enhance performance without sacrificing power consumption,
the integration approach needs to exploit the hardware infrastructure in an intelligent manner. For achieving this performance
enhancement, a mapping technique is proposed that is built based on the application’s virtual topology as well as the physical
topology of the undelaying resources. To the best of our knowledge, there is no existing method in big data applications related to
utilizing graphics processing units (GPUs), which are now an essential part of high-performance computing (HPC) as a powerful
resource for fast computation.

1. Introduction

Recently, there has been drastic growth in the volume of data
generated by many different scientific fields for all big data
characteristics. Big data can be characterized using different
Vs: variety, volume, velocity, veracity, and value [1]. Many
applications and systems in the real world depend on col-
lecting, storing, and analyzing such large-scale data, and this
trend is predicted to overgrow [2]. Big data environments,
such as Hadoop, MapReduce, and Spark, have emerged for
supporting parallelism in processing huge dataset volumes
[3]. With a future path leading toward Exascale computing
with increasing the number of high-performance CPUs and

GPUs in each compute node [4], resource and job man-
agement techniques can be considered a keystone of any
scalable computing system to support a high degree of
parallelism, control system processes, and impact overall
performance and system efficiency [5].

Currently, Apache Spark is the largest and perhaps the
most comprehensive open-source framework dealing with
big data [6]. However, due to its use of the Java Virtual
Machine (JVM), its performance is not as desired, and there
is still much room for improvement. A high-level imple-
mentation of Spark is unaware of the underlying hardware
and how to best utilize it, focusing more on the optimization
of the virtual machine on which it operates.
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Existing High Performance Computing (HPC) tools,
such as MPI-based tools, are not designed to manage big
data applications [7]. (is is a missed opportunity to use the
rich set of resources developed over time for HPC that are
intended to deliver high performance. (ere is no existing
method in big data applications using GPUs, which are now
an essential part of HPC, as a powerful resource for fast
computation. Traditionally, GPUs have been utilized to solve
complex algorithms, but they can be an effective tool in big
data applications and help solve the convergence challenge.

In our previous research [8], we surveyed HPC systems
that should support big data for high performance and
resource utilization. (e studied factors include load bal-
ancing and data locality, job scheduling strategies, topology-
awareness, and data decomposition. It was found that
parallel programmingmodels are dataset specific and it lacks
generality. While much of the research problems regarding
HPC in big data have been elaborated, complete solutions
are still lacking.

In this paper, our proposed solution builds upon three
systems: Spark, MPI, and OpenACC.(e basic idea is to use
a best-of-both-worlds approach: take the big data man-
agement offered by Spark, integrate it with the optimal
computational processing offered by MPI, and further ac-
celerate the GPUs process by using OpenACC. However,
simply integrating the three systems alone is not enough.
Spark is a high-level framework implemented in Java and
uses the JVM for execution, whereas MPI and OpenACC
require low-level programming languages and libraries, such
as C, C++, or Fortran. Our proposed approach requires the
establishment of a bridging process.

Such bridging alone is also not enough; however, a
complete resource management mechanism needs to be
established, which defines all modules within the new system
and any potential optimization that can be achieved to
enhance the system further. To test and verify the effec-
tiveness of the new system, a benchmark was established
that, for defined parameters, it must outperform Spark. A
case study was chosen with challenging big data problems,
for which both Spark and the new system and its variants are
tested under strenuous circumstances. (e results of the test
case provide in-depth information on the effectiveness of the
proposed approach.

Our paper has been structured in the following manner:
Section 2 will highlight various state-of-the-art techniques
used for big data applications. Our proposed hybrid system
is explained in Section 3, and its software architecture and
modules are discussed in Section 4. In Section 5, we present
the system implementation and its evaluation based on the
results of a case study along with a discussion of those re-
sults. Finally, our conclusions and future work will be
discussed in Section 8.

2. Background and Related Work

A computing system that consists of multiple nodes of
multiple processors as a part of one unit is known as high-
performance computing (HPC). (ese machines are capable
of rapidly processing large amounts of data or information

by using several clusters of processing units within a single
resource unit. (e core methodology used within the
framework of these fast processing units is parallel com-
puting [3]. Briefly, HPC is fabulous for its fast-processing
capacity to analyze or process data and information.

In today’s modern world, technologies like big data
processing, artificial intelligence (AI), and the Internet of
(ings (IoT) are evolving and changing the spectrum of
modern life. Moreover, in these times, data are considered
vital for organizations, and it is expanding exceptionally.
Technologies like HPC are in demand to support infor-
mation processing in real time and achieve desired goals and
targets [9].

To develop the HPC architecture, a network of servers is
created to form clusters so that the collection of computers
can work together as a single unit and process the data as fast
as possible. In some cases, such as financial markets and
stock exchanges, data processing needs to occur in real-time.
Different algorithms and software programs are used con-
currently within the architecture of the clusters. (ese
clusters are networked together with an output unit where all
the information is collected or stored [10]. (ere is no
denying the fact that these HPC clusters seamlessly complete
diverse tasks.

Within the HPC clusters, it is vital to synchronize each
component’s pace with other servers to get the maximum
performance from the machine. For instance, the computing
servers’ processed data should be transferred into the storage
components at the same pace as it is processed. If the storage
component is not storing the data or information as fast as
the clusters have processed it, then its HPC infrastructure
would not be able to perform as fast as it should. (erefore,
all the components within the network must perform at the
same pace.

Typically, there are hundreds of computing servers in
HPC clusters that are connected to form a network. Each
server within the network is known as a node. (ese nodes
within the network perform parallel computing to enhance
the processing speed to deliver the output in minimum time.

In the following subsections, several state-of-the-art
mechanisms and techniques used for big data applications
have been highlighted. Although the topic itself is vast, it
attempts to cover many techniques and aspects to support
big data applications.

2.1. Topology Awareness. (e expanding complexity of
computing platforms fueled the necessity of developers and
programmers understanding hardware organization and
adjusting their applications accordingly [11]. As a component of
the overall optimization process, there is a great need to visualize
a hardware platformmodel. Hardware locality (HWLOC) is the
most famous programming tool used for revealing a consistent
perspective on central processing unit (CPU) and memory
topology. (e paper published in [12] demonstrates how
HWLOC accesses these computing assets by joining the I/O
structure and providing ways to handle different hubs.

More recently, a particular type of application has been
targeted by some work, such as MapReduce-based
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applications. Topology-Aware Resource Adaptation (TARA)
[13] uses an application description for resource allocation
purposes. However, the work is designed for a particular set
of applications and is not intended to address other hard-
ware details.

Most open-source and proprietary resource and job
management systems (RJMS) consider this kind of feature
by using their underlying infrastructure topology charac-
teristics. However, they have failed to consider the impor-
tance of application behavior while allocating resources. An
approach named HTCondor, formerly Condor [14], is
proposed to take advantage of the matchmaking method,
which allows for matching the applications’ requirements
with hardware resource availability. However, this match-
making method does not consider application behavior, and
HTCondor applies to both connected workstations and
clusters. In [15], an open-source topology-aware hierarchical
unstructured mesh partitioning and load-balancing tool is
proposed and named as TreePart tool. (e framework can
detect and build a hierarchical MPI topology for the un-
derlying hardware at runtime. (is topology information
can help in partitioning load-balancing between shared and
distributed parallel algorithms intelligently.

2.2. Load Balancing and Data Locality. Load balancing
techniques such as work stealing are used for distributed task
scheduling systems, where tasks are transferred from heavily
loaded schedulers and assigned to the idle ones. However,
the work-stealing technique could lead to poor data locality
in data-intensive applications because tasks’ execution de-
pends on extensive data processing, resulting in data-
transferring overhead.

(e research in [16] proposed two methods for dis-
tributing and optimizing load balancing for processing big
data. (e proposed method aims to reduce idle node time,
which minimizes task execution time. Results show a sig-
nificant decrease in processing time. One attempt to enhance
the work stealing is by organizing dedicated and shared
queues [17] based on their location and data size. Computing
multiple tasks could be distributed via techniques such as the
MATRIX task scheduler. (e Distributed Key-Value Store
(DKVS) organizes the metadata and other data locality and
task dependency elements. Research showed that the data-
aware work-stealing technique exhibits adequate
performance.

A fast and light-weight task execution framework (FAL-
KON) [18] is a centralized task scheduler for supporting many-
task computing (MTC) applications. FALKON adopts a data
diffusion approach for scheduling data-intensive workloads via
DKVS [17]. However, FALKON suffers from uncertain task
execution times resulting in poor load balancing due to its
hierarchical implementation. It is also prone to the issue of
scaling in Petascale systems. Data diffusion acquires computing
resources and storage dynamically. (e process replicates data
based on demand to schedule computations close to the data. In
contrast to the distributed key-value store [17], FALKON suffers
from poor scalability due to deploying a centralized index server
for storing metadata.

Mesos platform shares resources among many cluster
computing frameworks for scheduling tasks [19]. (erefore,
it allows frameworks to achieve data locality via reading the
data stored on each machine. When delay scheduling sys-
tems are deployed, it waits for a limited time to get data
storing nodes. (erefore, the approach generates a signifi-
cant waiting time for any task that is scheduled on time,
especially for larger datasets.

(e flexible and dynamic framework of Quincy [20] is a
distributed concurrent job scheduling that adopts fine-grain
resource sharing. However, the Quincy model takes sub-
stantial time to find the best graph structure solution based
on both data locality and load balancing.

MPI-based scientific applications generally prefer a
computer-centric architecture that runs on several nodes
using a file system. However, the unpredictable growth of
scientific data threatens the efficiency and high performance
of these MPI-based applications. Data locality MPI (DL-
MPI) was proposed to solve this problem by acquiring data
information through a data locality API and a scheduling
algorithm that tasks each node based on its capacity [21].
Similarly, the data locality API assesses the amount of un-
processed local data; thereby, the scheduling algorithm al-
locates processing to compute nodes. However, the
algorithm scales down on a large number of nodes, and its
implementation requires sophistication. It would seem that
the data movement overhead obstructs the scaling of the
system in its baseline.

It was found that the locality-aware scheduling and data
distribution on many-core processors have not been dis-
cussed adequately in the literature [8]. It was claimed [8] that
leveraging the locality awareness reduces high-performance
parallel-systems energy waste via optimized power-efficient
techniques. (e reference explains two power efficiency
symbiotic techniques, which are the intralocality power-
driven power optimization and the interprocess locality-
driven power optimizations. (e intralocality technique has
the flexibility and control to assign processor frequency and
manage sleep states within the same process sequence. On
the other hand, the interprocess technique uses the
coscheduling and coplacement of jobs in a varied set of
threads from a diverse set of processes executed simulta-
neously on an HPC cluster. Coscheduling and coplacement
group threads and processes, based on the similarity of their
affinity patterns and symbiosis, reduce as much as 25% in
energy consumption. However, energy reduction efficiency
depends heavily on the correct identification of computer
memory functions and the CPU capacity, which should be
used in perfect harmony to be more beneficial. (erefore, it
is prudent to analyze the results of these techniques in a
systematic framework.

2.3. Decomposition Techniques. While software application
parallelization provides efficiency, it could be error inclined
and exceptionally unoptimistic, specifically in terms of the
data decomposition task [22, 23]. (erefore, careful atten-
tion should be taken when choosing a parallelization
methodology that provides consequent conveyance of data
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or task processing running on available cores [24, 25]. While
several studies were conducted to understand software us-
age, debugging, testing, project organization, and tuning
[26, 27], data decomposition research is a significant chal-
lenge in a parallel programming environment [28]. Up to
this point, there has been insufficient empirical research in
the HPC field that has focused on these issues.

2.4. Hybrid-Programming Models. Several studies showed
that MPI-based applications outperform Spark or Hadoop-
based big data applications by order of magnitude or more
for several applications, e.g., k-nearest neighbors and sup-
port vector machines [29], k-means [30], graph analytics
[31, 32], and large-scale matrix factorizations [7]. It was
found that compute load was the primary performance
bottleneck in some Spark applications, precisely the duration
of serialization and deserialization [33].

Big data programming models can be improved by
combining them with parallel programming models like
MPI. (is approach can be seen in [34], which showed how
to enable the Spark environment using the MPI libraries.
Even though this technique signposts remarkable speedups,
it must use shared memory and other overheads, potentially
drawbacks. Several MPI-based communication primitives
were used to resolve the performance problem of HPC over
big data, for example, replacing MapReduce communicators
in Hadoop (Jetty) with an MPI derivative (DataMPI) [35].
However, the approach is not a drop-in replacement for
Hadoop, and existing modules need to be recoded to use
DataMPI. While machine learning libraries can interoperate
with Spark, such as H2O.ai [36] and deeplearning4j [37],
they are limited. Such Java-based approaches do not provide
the direct integration of existing native-code MPI-based
libraries. One solution was spark with accelerated tasks
(SWAT) [38] that creates OpenCL code from JVM code at
runtime to improve Spark performance. As opposed to our
work, SWAT is limited to single-node optimizations; it does
not have access to the communication improvements made
available through MPI. Alchemist [39] interfaces between
MPI libraries and Spark and observes that such interfacing
speeds up linear algebra routines. Improved performance
comes from the comparative overhead of moving data over
the network between Spark nodes and Alchemist, and there
is still a benefit from working in the Spark environment.

3. The Proposed Hybrid System

Spark alone has serious deficiencies when handling com-
putationally intensive tasks with big data, although it is
excellent at managing big data itself. Alternatively, MPI-
based implementations, due to their native approach, are
considerably more computationally performant. However,
MPI-based applications lack the efficiency to handle big
data. Further, to enhance the computation process, GPU
processors can be utilized if available. GPU programming
standards, such as OpenACC, which support multivendor
devices, are also low-level implementations supported in
either C, C++, or Fortran and are compatible with MPI [40].

However, with the use of extra resources and GPUs, more
energy is required. (is creates a burden on the system,
causing heating issues that can be a determinant in long-
term computation.

(erefore, the two main factors that were considered
while formulating the proposed technique are the following:

(1) Combining the benefits of Spark data handling with
the computationally intensive nature of MPI and
OpenACC

(2) Keeping power usage to a minimum by employing
optimal integration techniques

3.1. 0e Simple Integration. In this section, the process of
minimum integration is discussed while maintaining the two
key principles explained previously. (e three tech-
nologies—Spark, MPI, and OpenACC—will be integrated
together to form the Hybrid Spark MPI OpenACC system
(HSMO). Spark’s core is based on the resilient distributed
dataset (RDD), a special data structure that has the ability to
handle and compute data in parallel. RDD is the best so-
lution for managing big data. However, RDDs are created
and managed by high-level frameworks that require the use
of JVM [41]. (ere is currently no stable interface for low-
level programming languages or frameworks to manage
RDDs [39]. (is obstacle creates a hurdle for the transfer of
data for processing to MPI- and OpenACC-based imple-
mentation. Hence, any implementation will require a bridge
between Spark and low-level implementations, in which
Spark will handle the data and call upon MPI-based workers
to execute the desired computations of the data.

Nevertheless, any transfer of data after initial parti-
tioning will conflict with the second principle of integration
and cause a spike in power usage. Hence, the data, once
partitioned, must not leave the nodes at which it resides.

To accomplish this, repartitioning is disabled, and
workers are called on specific nodes. As the technique
evolves, further steps are taken to ensure data movement is
curtailed as much as possible to reduce power consumption.
(e previous discussion created a rough sketch of the
components of the system that are to be created. Data are to
be gathered in Spark, that is the input of the system and the
point receiving user interaction. Likewise, as a high-level
system, it is logical to make it the interface for the entire
system. It will behave as the controller of the system, re-
sponsible for input, output, task distribution, and system
management. Workers, which will do the bulk of the
computations, will be implemented in MPI +OpenACC.
Henceforth, they will be referred to asMPI-Workers.(e job
of the MPI-Worker is to process data and return a result to
the controller. In Simple Integration, the goal is to combine
the three subsystems to formulate the hybrid system.
However, simple integration is not sufficient, and additional
steps are required in certain cases and at certain points to
enhance the performance of the newly formed hybrid sys-
tem. Figures 1 and 2 show an abstract-level view of the
hybrid system and our simple integration of Spark, MPI, and
OpenACC.
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3.2. 0e Extended Integration. Once the basic integration of
subsystems has been accomplished, it can be extended for
the optimal performance of the parameters defined in the
next chapter. (e extension is based on three factors:

(1) Physical topology generator.
(2) (e virtual topology generator of the application

(e.g., big data application).
(3) Mapping technique based on virtual and physical

topologies.

In simple integration, the goal is to make all subsystems
work together, building upon the same infrastructure.
Additional components are added to the simple integration;
these are as follows.

3.2.1. Virtual Topology Generator. A low-level component
generates the topology within the MPI-worker. (e grid
generation can be accomplished by analyzing the ap-
plication behavior to detect the number of processes/
threads as well as the communication frequency between
processes/threads for better mapping and task manage-
ment. (is can be accomplished by tracking every MPI
sent and received and the messaging frequency between
every two processes.

3.2.2. Physical Topology Generator and Core Mapper. A low-
level component is responsible for two things: first, retrieve
the core information for the entire system and second, bind
the process/threads as per the virtual topology.

Figures 3 and 4 show the extended integration, in which
C1, C2, and Cm1 are system cores, and g1, g2, and gp are the
GPUs of the system. (ere are two forms of extended in-
tegration where the first one is extended integration with
common GPU that many CPUs are sharing the same group
of GPUs as shown in Figure 3. (is can have less perfor-
mance with less power consumption. In contrast, Figure 4
shows groups of CPUs sharing dedicated GPUs, and this

may enhance the performance with more power
consumption.

3.3. GPUOptimization. In GPU optimization, regular cores
are assigned for data handling, and partition numbers are
increased, making it a function of the number of cores
available across all GPUs in a combined system. While the
bulk of computation is handled by GPUs, if any cores are
available, they still handle processing as per the extended
integration rules, because GPU integration is built upon
extended integration and contains all features and charac-
teristics of simple and extended integration. Figure 5 shows
the GPU optimization variant.

4. Software Architecture and Modules of the
Proposed Techniques

(e high-level architecture of our hybrid system is shown in
Figure 6; it is designed based on different software modules,
resources, and interconnectivity components to create the
overall system.

(e data are provided by the user in Spark to the tri-
model interface with the help of the metadata about the
stored big data. (e metadata could include useful infor-
mation, such as the location, size, and type of the stored data.
(is can play a critical role in supporting big data computing
in HPC, as the massive volume of data will be stored in many
different nodes. (e task here is distributed between Spark
andMPI-workers, as the Spark source code is responsible for
the management of the system, while the MPI-worker code
processes the data. (e Spark controller creates the parti-
tions of the data based on the available HPC system re-
sources in terms of regular CPU and GPU cores. In order to
achieve this, it communicates with the HPC system and
obtains the necessary system information. Based on this,
partitions are created, and MPI-workers are called.

Spark controller MPI worker
Data

Figure 1: Abstract-level view of the hybrid system.

P1

.
.
.

Data
Spark, RDD

P2

PN

Spark

MPI + OpenACC
worker 

MPI + OpenACC
worker 

MPI + OpenACC
worker 

Figure 2: Simple integration of Spark, MPI, and OpenACC.
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(e MPI-worker receives the data allocated to it for
processing. By receiving this and analyzing the worker
behavior, the virtual topology of the worker can be
generated.

Once the topology is generated, threads are created
accordingly and bound to cores in the nodes in which the
partitions reside. In order to do so, the physical topology of
the nodes containing a bitmap and logical core tree is ob-
tained. In the following explanation, each module, along
with its algorithm, is discussed.

4.1. SparkControllerModule. (e Spark controller module is
the nerve center of the proposed technique; from here, the
entire system is controlled and managed in terms of par-
titioning the RDD data and gathering the system resources.
(e first step is for the system user to input and/or choose
the data. (is is supported by metadata that helps the user
explore and choose the required data. (en, this increases
the effectiveness and quality of the system service. In ad-
dition, caches, along with system cores and GPUs, need to be
fetched for partitioning purposes to maximize GPU

P1

.

.

.

Data

MPI + GPU
worker 

MPI + GPU
worker 

MPI + GPU
worker 

Spark,
RDD 

P2

PN

Spark

C1

C2

Cm1

Cm2

C1

C2

C1

C2

Cmn

g1

g2

gp

...
...

...

...

Figure 4: Extended integration with common GPU grid.
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Figure 3: Extended integration with separate GPU grid.
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utilization. In order to do so, the hardware infrastructure
information is fetched, and, from there, the GPU cores are
obtained. (e number of partitions is then made dependent
on the number of GPU cores.(emore GPU cores there are,
the more partitions there will be.

Regular system cores are responsible for managing the
partitions. If any system cores are left or idle, they may be
used for processing in MPI-workers. (e last step is result
collection, during which MPI-workers send data back to the
Spark controller.

In Algorithm 1, we show the Spark controller module
mechanism.

4.2. Virtual Topology Generator Module. (is module is
responsible for generating the virtual topology of the MPI
workers. (e generation parameters are mainly depen-
dent on the analysis of the MPI-worker source code to
detect the number of processes/threads as well as the

communication frequency between them in order to
formalize the grid’s size and the ordering of the pro-
cesses/threads on the grid.

A grid structure is created for threads intended to be
created with possible messaging among neighbors. (e
reordering option allows for reordering the topology during
execution. Such an option can be used based on the com-
munication frequency between processes, so the highest
communication processes should be close together and,
accordingly, map the neighboring processes on physical
resources close to each other. (is period option allows
cycling at the end of the grid. (is is set to true, as it is
intended to introduce new threads onto cores from the ready
queue as soon as any slot becomes available.

Once options are set, the MPI_Cart_Create [42] method
is called, which creates the new topology and returns the
communicator for the new topology. (e communicator
holds the information regarding the structure of the

Data
MPI + GPU worker 

SparkHPC system

Partitioner

Spark controller

Partitions

C1

C2

Cm1

g1

g2

gp

Partitions based on GPU cores

GPU core information

Bulk of workload is transferred to GPUs

Figure 5: GPU optimization variant.
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(Spark + MPI + OpenACC)

System resources, 
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User

Worker (MPI + OpenACC)
behavior analysis

Virtual topology generator 
of the worker

Spark controller

Hardware
(HW)

infrastructure

Process/thread 
to core mapper

Virtual topology
Analysis result: 

(no. of process/threads, 
grid size, communication 

frequency)

Metadata
Metadata of Big data

Big data
Metadata of 

Big data manipulator

Decomposer
(code partitioner)

Dual code (MPI + OpenACC)

Physical 
topology

Physical 
topology 
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Figure 6: High-level architecture of the proposed system.
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topology and the communicator is used in subsequent
modules.

Our virtual topology generator module is presented in
Algorithm 2, and the data structure example of the virtual
topology is shown in Figure 7.

4.3. MPI +OpenACC Implementer Module. (e purpose of
this MPI-worker module is to implement application-spe-
cific tasks and generate partial results. (is module is the
core workhorse in which all the computations take place. For
running on GPU, the first step is to check whether Open-
ACC libraries are available on the system. If so—and a
compatible GPU is available—it can be initialized. Open-
ACC is a directive-based implementation, the benefit of
which is that the absence of either OpenACC or GPU allows
for normal/alternate execution to proceed smoothly.

However, within a GPU, code is parallelized even fur-
ther.(is process is automated and not controlled within the
scope of the proposed system. (is obstacle is presented as
future work.

4.4. Physical Topology Tree Gatherer Module. An important
step within the implementation is core binding. In order to
bind threads to cores, the physical topology of the cores is
required, and, as explained earlier, workers are called on the
respective nodes of the partition. Each node may have its
unique hardware topology. In order to retrieve this infor-
mation, the HWLOC (Hardware locality) library is used,
which provides two main items: topology and bitmap.

4.4.1. Topology. It is the entire system architecture of the
node, core block, internal and external caches, memory, and
buses. Topology is needed for referencing when binding to
cores.

4.4.2. Bitmap. (is is specific to cores. It contains the core
layout, the way they are arranged in blocks, and their
number.

(is information can help deduce the ability of a node to
handle simultaneous threads. Hardware locality provides

methods for extracting the information, which is then used
for the mapping of threads.

Algorithm 3 shows our physical topology tree gatherer
approach.

4.5. Mapper Module. (e purpose of this module is to bind
threads to cores. (e information provided from the “Physical
Topology Tree Gatherer Module” and “Virtual Topology
Generator Module” is the input. (e “implementer” module
provides the thread in the simple and extended cases. In the
GPU optimization case, core-binding is not required.

From the bitmap, a single-core reference is extracted
and, again, the HWLOC provides the necessary method. An
active thread is bound to a core by following the principle of
virtual topology, in which neighboring threads, by following
the principle of virtual topology, must be bound on
neighboring cores.

In Algorithm 4, we show our core mapper mechanism.

5. Implementation and Evaluation

(is section discusses the system implementation and its
evaluation based on the results of a case study along with a
discussion of those results. (e details of the testing envi-
ronment are also presented along with the testbed setup.

Additionally, the parameters for which the results were
evaluated are discussed. Each technique is then evaluated
based on those parameters. Moreover, the benefits and
shortcomings of the techniques are presented. Finally, a
comparative study is presented with the closest competitors
of the technique.

5.1. PageRank Algorithm as a Case Study. PageRank Algo-
rithm was used as a test case for the proposed system.
PageRank is an iterative algorithm [16] defined by the
following:

PRt+1
(v) � r +(1 − r) × 

u|(u,v)∈E

PRt
(u)

degree(u)
, (1)

where “E” is the total number of nodes and “u” is the
summation variable 1, 2, 3, . . ., E. “v” is the function of the

INPUT: Data.
OUTPUT: Result.
START

(1) Let M hold R’s metadata for reference.
(2) Let R be the RDD holding data, input by the system user.
(3) Let H be the set of system resources containing Cores C, Memory r, Cache Ca, GPU cores Gc, and Nodes N.
(4) Let Pi be a partition of R, where i� 1, 2, . . ., Gc.
(5) Call worker on Node Np for each Pi, where Np is the node holding data for partition Pi.

(a) Collect partial results Ri for Pi.
(b) Combine Ri to form complete result R as per the application requirement.

(6) Out Result.
STOP

ALGORITHM 1: Spark controller.
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equation to be calculated, since its iterative equation “r” is a
damping factor equal to 0.85, and it is based on PageRank
theory, in which the surfers who click on random links will
stop at the end of clicking.

(e equation can be parallelized and is widely used in big
data case studies. (e equation is implemented using fixed
iterations. (e implementation algorithm is provided in
Figure 8.

5.2. Testing Environment. Table 1 and Figure 9 show the
specifications of the target machine used for developing the
HSMO prototype. Figure 9 depicts the hierarchical view of
the hardware specifications that are extracted by hwloc’s
lstopo command.

5.3. Methodology of the Experiments. In order to test the
PageRank Algorithm implementation, a large dataset is
required. PageRank’s input links between nodes. Each node
can represent a web page, social media account, or any
similar scenario. (e link between the two nodes can be
represented by many means. For instance, they can be
represented as a single line, in which each line has two-node
entries.

For this purpose, the dataset requires millions of such
links to produce enough load in order to satisfy various test
cases for the system against the defined parameters.

(e specifications of the dataset used for experimenta-
tion are listed in Table 2 [43]. In order to test the system, the
dataset was sliced into various ranges, and readings were
taken for parameters explained in a later section. (e

PageRank algorithm allows for such slicing due to the nature
of the algorithm.

5.4. Experiments and Benchmarks. (ere are two main pa-
rameters for which experiments are conducted: processing
time and power consumption. (ese parameters are dis-
cussed below. (e benchmark for both parameters is that
they must improve on a Spark-only implementation of
PageRank for all defined inputs.

5.4.1. Processing Time. In order to measure processing time,
elapsed time “te” is calculated, which is defined as the du-
ration between an input being distributed among workers
and the receipt of the overall results from all partitions.
Equation (2) defines the elapsed time:

te � tf−t0, (2)

where “t0” is the initial time recorded before the input is
submitted to the workers and “tf” is the time recorded after
the results are received.

Elapsed time “te” was recorded for all techniques and is
the key in determining the optimally beneficial choice of a
technique for a data range. A technique is said to be more
efficient for a dataset range if its elapsed time is less than that
of other techniques.

5.4.2. Power Consumption. Power consumption is defined as
the amount of power, in Watts, used over the execution time.
(e value is measured using the powerstat tool [44]. As per
principle 2 of the proposed technique, power consumption is to
be kept to aminimum.Hence, this parameter was essential for a
complete analysis of the techniques.

Powerstat gives values in steps, while execution proceeds.
(emeasurements need to be observed for idle state and spiked
state when a task is submitted to the Apache Framework.
Further, each step needs to be considered in the final calculation
of the overall power consumption of a technique. Equation (3)
gives the power consumption formula:

Pt � 
n

k�1
(Pn − Pi), (3)

where “Pt” is the total power consumption, n is the number
of steps in powerstat, “Pi” is the idle state value, and “Pk” is
the step value of the power.

INPUT: MPI-worker processes.
OUTPUT: virtual topology for MPI-worker.
START

(1) Let Q be no. of Processes/(reads obtained using MPI_comm_size.
(2) Let Dim be the dimensions of the Grid by calling the generator method.
(3) Set options for virtual topology Reorder & Period True or False.
(4) Call method mpi_cart_create with generated dimensions, and set options.
(5) Out new communicator for virtual topology.

STOP

ALGORITHM 2: Virtual topology generator.

Partition # X Y
0 0 9 0
0 0 10 0
0 0 1 1
0 0 2 0
0 0 7 0
0 0 3 0
0 0 8 0
0 0 5 0
0 0 4 0
0 0 6 0
0 0 0 0

Is GPU available?

Figure 7: Example of virtual topology data structure.
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6. Discussion

Figure 10 shows the processing time comparison for theHSMO
Simple and Extended variants with the Spark implementation.
(e first point to note is that, for the same set of resources,
HSMOSimple is able to extend the range of data the systemwas
able to handle. With HSMO Extended, the range was even
further extended. It is noticeable that, as the data increased,
HSMO Simple and Extended outperformed Spark. However, it
is also observed that, for the smaller dataset, HSMO Simple and
Extended performed almost identically, and, on someoccasions,
HSMO Simple performed better than HSMO Extended for
smaller datasets. (is can be attributed to the HSMO Extended
version spending time creating a virtual topology and core

binding, whereas the simple variant used that time on com-
putation. Only when the dataset was small could this overhead
in HSMO Extended be noticed. However, these steps are
necessary, since, as the dataset grows, system performance
improves.

Figure 11 illustrates that power consumption is reduced
in both the HSMO Simple and Extended variants in com-
parison with Spark, as the data size is increased. (e ab-
normal spike in Spark’s chart is due to the data movement
that occurs due to the computational process being non-
uniform in nature at any given stage.

(e processing time comparison of HSMO Extended for
various numbers of cores is shown in Figure 12. It can be
seen that increasing the number of cores improves the
processing time of the system, which emphasizes that the
system is scalable. (is is simply because the MPI-workers
have more resources at their disposal.

(e power consumption value comparison of HSMO
Extended for various numbers of cores is displayed in Figure 13.
It can be observed that, asmore cores are introduced, less power
is consumed.(is is attributed to the fact that results are quickly
calculated, resulting in lower runtime, and, hence, less power
was consumed even though more resources were available for
disposal. (e abnormal spike in the middle of the chart can be
attributed to the time required to create the virtual topology, so
more time leads to more power usage.

Figure 14 shows the time and power statistics for HSMO
GPU optimized. It can be observed that HSMOGPU optimized
is able to outperform the Extended variant quite significantly in

INPUT: HPC node hardware infrastructure.
OUTPUT: Bitmap, logical core tree.
START

(1) Let NCW be the HPC node for worker W.
(2) Let TNCW be the hardware topology for NCW obtained using hwloc_topology_load.
(3) Let BNCW be the bitmap for cores obtained from TNCW.
(4) Let LNCW be the logical core tree obtained from BNCW.
(5) OUT BNCW, LNCW.

STOP

ALGORITHM 3: Physical topology tree gatherer.

INPUT: bitmap, logical core tree, MPI thread, T, Td.
OUTPUT: partial result.
START

(1) Let Td hold the depth information based on the system topology T containing logical core information using method,
hwloc_get_type_or_below_depth.

(2) Let PU be the logical core obtained from T & Td using method hwloc_get_obj_by_depth.
(3) Let PU_Cpuset hold PU core’s cpuset.
(4) Set PU_CPuset to get only one logical processor in case of SMT/hyperthreading using method hwloc_bitmap_singlify.
(5) Bind current mpi_thread to core using method hwloc_set_bind.

(a) If bind fails, report error.
(b) Otherwise calculate and return result R.

(6) Out R.
STOP

ALGORITHM 4: Core mapper.

var PR = Array.fill (n) (1. 0)

val oldPR = Array.fill (n) (1. 0)

swap (oldPR, PR)

for (iter <-0 until numlter) {

for (i <-0 until n) {

PR[i] = alpha + (1 - alpha) ∗ inNbrs[i].map (j=> oldPR[j]/ outDeg[j]).sum

}

}

Figure 8: (e PageRank algorithm implementation.
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terms of both time and power.(is can be attributed to the fact
that the capabilities of GPUS outperform CPUs performance
significantly, and this clarifies that our system exploits such
capabilities to achieve research objectives successfully.

It can also be realized from Figures 15 and 16 that HSMO
GPU optimized is able to handle large datasets, with significant
improvements in both time and power consumption. From
Figure 15, we noticed that even after increasing the data size by

Table 1: System specification.

OS Ubuntu 18.04.1

Memory

Description: system memory
Physical id: 3 b

Slot: system board or motherboard
Size: 16GiB

Cache

∗-cache:0
Description: L1 cache-size: 384KiB

∗-cache:1
Description: L2 cache-size: 1536KiB

∗-cache:2
Description: L3 cache-size: 9MiB

CPU Description: CPU–12 cores-product: Intel(R)
Core (TM) i7-8750H CPU @ 2.20GHz

GPU NVIDIA GeForce GTX 1060

Machine (16GB total)

package p#0

NUMANode p#0 (16GB)

L3 (9216KB)

L2 (256KB)L2 (256KB)

L1d (32KB) L1d (32KB) L1d (32KB) L1d (32KB) L1d (32KB)

L1i (32KB)L1i (32KB)L1i (32KB)L1i (32KB)L1i (32KB)L1i (32KB)

L1d (32KB)

L2 (256KB) L2 (256KB) L2 (256KB) L2 (256KB)

Core p#0 Core p#1 Core p#2 Core p#3 Core p#4 Core p#5

PU P#0

PU P#6

PU P#1

PU P#7

PU P#2

PU P#8

PU P#3

PU P#9

PU P#4

PU P#10

PU P#5

PU P#11

16 16 PCI 01:00.0

PCI 00:02.0

PCI 00:14.3

PCI 00:17.0

PCI 02:00.0

wlo1

sdb
931GB

sdb
119GB

enp2s0

0.20.2

Host: waleed-msi

Indexes: physical

Date: Sat 31 Aug 2019 01:25:18 PM + 03

Figure 9: Hardware information of the target machine.

Table 2: Dataset specification.

Dataset property Characteristics
Dataset nature Social circles: Twitter
Nodes 81,306
Edges 1,768,149
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more than 20.000% (exactly 20.461%), the processing time has
decreased by 42%, which improved the system performance. As
we see in Figure 16, the power consumption has decreased by
69% even with the huge increase in the data size as we men-
tioned previously by more than 20,000%.

7. Comparative Study

(e novelty of the proposed technique in this research can be
seen in the tri-model that involves Spark, MPI, and OpenACC.
In addition, and as far as we know, there is no work yet that
employs this tri-model and considers both big data application
behavior and the resource management of the hardware in-
frastructure. Furthermore, most of the related work focuses on
enhancing performance—whether explicitly or implicitly.
However, such enhancement is usually accompanied by an
increase in power consumption. Targeting performance en-
hancement while controlling power consumption is a key
challenge.(is challenge arises clearly in the field of big data and
HPCenvironments as the volume of data is enormouswith high
velocity and various varieties, and the underlying infrastructure
has hundreds of different resources. Accordingly, it is important
to consider parameters in both domains. Particularly the
convergence of these two domains is going to bemore necessary
in many different scientific fields.

(e two competing approaches, “bridging the gap between
HPC and big data frameworks” [34] and Alchemist [39] in-
tegrate Spark with MPI. (e first approach focuses on shared
memory and optimizing Spark. Alchemist also fails to address
the data locality question. Apart from not including OpenACC,
it solely focuses on integration and not optimizing the inte-
gration. (ere is no mention of how MPI handles computa-
tions, a fault shared with [34].

(e approach presented in “bridging the gap between HPC
andbig data frameworks” ismore of an effort to optimize existing
techniques rather than providing a new technique. It also fails
to present how the actual integrationmodule works. Alchemist

also suffers from data transfer overhead when data are on
different nodes, indicating a lack of utilization of the Spark
framework, as Spark is able to manage initial data transfers.

In comparison, HSMO placed an additional accelerant in
the form of a GPU and presented variants for optimizing its use
and also addresses the question of data locality. Furthermore,
HSMO focuses on optimizing the hybrid system instead of the
high-level system. (is shows an understanding of the proven
fact that high-level systems cannot compete in computational
performance when compared with low-level systems. More-
over, HSMO has well-defined roles for each subsystem. User
interactivity is not compromised, as the high-level module
controls all user interactions. Moreover, performance is not
compromised, as the low-level module controls all computa-
tional processes.

Comparing HSMO with Alchemist [34, 39] yields that it
is a more dynamic technique that addresses practical
questions of integration, specifically for MPI, which, by
itself, lacks the ability to handle big data.

8. Conclusion and Future Work

(is research demonstrated the performance gap challenge for
big data applications onHPC clusters.(e big data revolution is
still moving at a high rate of growth in terms of the volume,
velocity, and variety of data, whichmakes dealingwith such data
increasingly difficult. Accordingly, big data technologies keep
emerging to face this drastic growth and overcome the difficulty
of storing, transferring, and analyzing such enormous data to
extract value and desired benefits.

In the same context, HPC, with its hardware infrastructure
combining hundreds of thousands of computer nodes, pack-
ages, and parallel programming models, is a very attractive
environment and a fertile field for supporting big data com-
puting as well as many other types of research and experiments.

(e convergence of HPC and big data is inventible,
which makes its progress subject to many accompanying
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challenges, especially in the field of resource and job
management and their effect on performance and power
consumption.

Usually, there is a performance issue when deploying big
data platforms on HPC clusters resulting from the underuti-
lization of the capabilities afforded by HPC. (is lack of per-
formance is due to the difference between the two environments
in terms of architectural design and the level of programming
models that each support. (e architectural design of big data
platforms differs from that of HPC, which makes resource
management and job scheduling very difficult. Furthermore, big
data technologies are written in high-level programming lan-
guages that do not effectively support parallelism when com-
pared with the lower-level programming languages supported
by HPC environments. (e large volume of big data may also
hinder the application of a high level of parallelism when
employing parallel programming models. As a result, big data
needs to be tamed and optimized to maximize the potential
from using HPC.

(is was the focus of this paper, and it is achieved by
developing the Hybrid Spark MPI OpenACC (HSMO) System
that employs a novel resource management and mapping
technique to stimulate high parallelism. HSMO takes into ac-
count decomposition and data locality strategies to schedule
tasks according to the capabilities and availabilities of hardware
infrastructure to enhance the performance while also con-
trolling power consumption. Our future work can be sum-
marized as the following:

(1) GPU internally manages its resources—mainly cores.
A mechanism should be developed, allowing access
to those resources for an overall HSMO system.

(2) When collecting results, data movement is required;
this creates power consumption, and an alternate
method may be investigated either to minimize the
power consumption or to obtain alternative results.

(3) Direct access to RDD partitions fromMPI workers is
required; this will entail the following:
(e integrity of the original data for future reference.
A referencing mechanism within MPI-workers for
threads. If achieved, this will further enhance both
power consumption and processing time measures.

(4) Currently, when data need to be transferred to workers,
a copy is made in the system even, as elaborated in the
discussion of the proposed technique, if that data do not
leave the node of the partition. (is is due to the
limitation of a stable interface between the HDFS File
system, which is the backbone of RDDs, and low-level
programming languages such a C, C++, or Fortran.

(5) A copy creates a burden on the system, eats up re-
sources thatmay be utilized for computation, or extends
the data range of the available HPC system.

(6) (e metadata extraction in the Spark controller can
be extensive and linked with MPI-workers for better
user interactivity.

(7) HSMO needs to be tested on HPC clusters; this
includes clusters of various configurations.
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In this work, the Haar collocation scheme is used for the solution of the class of system of delay integral equations for het-
erogeneous data communication.,e Haar functions are considered for the approximation of unknown function. By substituting
collocation points and applying the Haar collocation technique to system of delay integral equations, we have obtained a linear
system of equations. For the solution of this system, an algorithm is developed in MATLAB software. ,e method of Gauss
elimination is utilized for the solution of this system. Finally, by using these coefficients, the solution at collocation points is
obtained. ,e convergence of Haar technique is checked on some test problems.

1. Introduction

Integral equations (IEs) are equations in which the unknown
functions appear under one or more integral signs [1]. Delay
integral equations (DIEs) are those IEs in which the solution
of the unknown function is given in the previous time in-
terval [2]. DIEs are further classified into two main types:
FredhomDIEs andVolterra DIEs on the basis of the limits of
integration. Fredhom DIEs are those IEs in which limits of
the integration are constant, while in Volterra DIEs, one of
the limits of the integration is a constant and the other is a
variable. A Volterra-Fredhom DIEs consist of disjoint
Volterra and Fredhom IEs [1]. ,e DIEs play an important
role in mathematics [3]. ,ese equations are used for
modelling of various phenomena such as modelling of
systems with memory [4], mathematical modelling, electric
circuits, and mechanical systems [5].

Several researchers are trying to find out the numerical
solution of delay IEs. Darania [6] used the multistep

collocation method for solving DIEs. For each subinterval,
the solution is obtained through a fixed number of collo-
cation points and of previous steps in the current and next
subintervals. Avaji et al. [7] used the variational iteration
method for approximate solution of nonlinear and linear
Voterra DIEs. ,e Volterra DIEs are constructed using
general Lagrange multipliers that are defined by the varia-
tional theory and the initial approximations. Zhao et al. [8]
used the Sinc collocation method for solving the DIEs. ,is
technique reduces the DIEs of Volterra type to an explicit
algebraic equation. ,e solution of these algebraic equations
gives the solution of the Volterra DIEs. Yuzbasi and Ismailov
[9] solved Volterra IEs with proportion delays by themethod
of differential transformation. In this technique, the solu-
tions obtained are in the series form. ,e solution of the
series expanded to Taylor series to find the unknown co-
efficients. For the system of nonlinear Volterra DIEs, Sekar
and Murugesan [10] used the Walash series method. ,is
technique reduces the Volterra IEs into a system of
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equations. ,e solution of an algebraic equation leads to the
solution of the Volterra IEs. Kurkcu [11] used generalized
Mott polynomials for the approximate solution of DIEs with
variable bounds. Maleknejad et al. [12] developed the nu-
merical method for the solution Volterra IEs of first, second,
and singular type of equations by the use of Bernstein ap-
proximation. Raza and Khan [13] found solution of neutral
delay differential equations. Ghasemia and Kajani [14]
utilized Chebyshev wavelets to find the solution time delay
systems. ,e method is based on the expansion of various
time functions and truncated Chebyshev wavelets. Wang
[15] used hybrid functions for the solution of system of DIEs.
,e hybrid functions consist of Legendre polynomials and
block-pulse function. Samadi and Tohidi [16] used the
spectral method for solution of systems of Volterra IEs; also,
they used Spectral Galerkin approach for solution of two-
dimensional Volterra IEs [17]. Tohidi [18] utilized Taylor
matrix technique for solution of linear two-dimensional
Fredholm IEs. Demko et al. [19] presented data-type ag-
nostic algorithm calculating a concept lattice from hetero-
geneous and complex data. Luo et al. [20] investigated a
communication scheduling problem to address data com-
pression and data communication together. Ding and Zheng
[21] investigated the bounded consensus tracking problem
of heterogeneous nonlinear multiagent systems based on
asynchronous sampled-data communication. Plaz et al. [22]
presented MEdit4CEP-SP, the model-driven system that
integrates stream processing and complex event processing
technologies for consuming, processing, and analyzing

heterogeneous data in real time. Alqarni et al. [23] proposed
a semicontrolled environment system which overcomes the
limitations of users’ age, gender, and smartwatch wearing
style. Mazzara et al. [24] proposed a surveys’ Internet of
things and smart and software-defined buildings’ technol-
ogies and their cooperation towards the realization of smart
spaces. Sohaib et al. [25] enhanced a new technology ac-
ceptance-based research with the artificial neural network
method to enable more precise and in-depth research results
as compared to the single-step SEM method. ,e Haar
technique for the solution of Fredholm and Volterra IEs was
used by Aziz and Islam [26]. Haar technique is used for
solution of different problems in literature. Some of the
recent are fractional-order delay differential equations [27],
distributed order time-fractional differential equations [28],
second-order linear and nonlinear integro-differential
equations [29], third-order linear and nonlinear boundary
value problems of integro-differential equations [30], and
second-order delay differential equations [31]. Amin et al.
[32] developed Haar technique for the approximate solution
of delay IEs. In this work, we will extend [32] for a system of
delay IEs by using Haar wavelet collocation (HWC)
technique.

In this study, the HWC scheme is used for the solution of
system of linear delay IEs in heterogeneous data commu-
nication. ,e accuracy and efficiency will be checked on
some test problems. ,e system of delay Volterra-Fredholm
IE (DVFIE) ξ > 0 is [33]

W(t) �
W(t − ξ) + 

t

0
K(t, s)W(s)ds + 

1

0
M(t, s)W(s − ξ)ds + 

t−ξ

0
N(t, s)W(s)ds + F(t),

Φ(t), t ∈ [−ξ, 0),

⎧⎪⎪⎨

⎪⎪⎩
(1)

with initial conditions w1(0) � λ1 and w2(0) � λ2, where

W(t) �
w1(t)

w2(t)
  is vector function of the solution of

system (1), Φ(t) �
Φ1(t)

Φ2(t)
  is the delay conditions, K �

[ki,j]2×2 and M � [mi,j(t, s)]2×2 are sufficiently smooth
functions known as kernels of integration, and

F(t) �
f1(t)

f2(t)
  are given functions. For explicit derivation

of the HWC technique, we consider ξ � 1.

2. Numerical Method

In this section, the HWC scheme is developed for the so-
lution of the system of DVFIE (1). Let

W(t) � W(t) �
w1(t)

w2(t)
  ∈ L2[0, 1); then,

w1(t) � 
N

i�1
aihi(t),

w2(t) � 

N

i�1
bihi(t).

(2)

,e system of DVFIE (1) can be written as

w1(t) �

w1(t − ξ) + 
t

0
k11(t, s)w1(s)ds + 

t

0
k12(t, s)w2(s)ds + 

1

0
m11(t, s)w1(s − ξ)ds

+ 
1

0
m12(t, s)w2(s − ξ)ds + 

t−ξ

0
n11(t, s)w1(s)ds + 

t−ξ

0
n12(t, s)w2(s)ds + f1(t),

Φ1(t), t ∈ [−ξ, 0),

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩
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w2(t) �

w2(t − ξ) + 
t

0
k21(t, s)w1(s)ds + 

t

0
k22(t, s)w2(s)ds + 

1

0
m21(t, s)w1(s − ξ)ds

+ 
1

0
m22(t, s)w2(s − ξ)ds + 

t−ξ

0
n21(t, s)w1(s)ds + 

t−ξ

0
n22(t, s)w2(s)ds + f2(t),

Φ2(t), t ∈ [−ξ, 0).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩
(3)

By applying Haar approximation to the above system, we
get the expression as


N

i�1
aihi(t) �

Φ1(t − ξ) + 
t

0
k11(t, s) 

N

i�1
aihi(s)ds + 

t

0
k12(t, s) 

N

i�1
bihi(s)ds

+ 
1

0
m11(t, s)Φ1(s − ξ)ds + 

1

0
m12(t, s)Φ2(s − ξ)ds

+ 
t−ξ

0
n11(t, s)Φ1(s)ds + 

t−ξ

0
n12(t, s)Φ2(s)ds + f1(t), for t< 0,



N

i�1
aihi(t − ξ) + 

t

0
k11(t, s) 

N

i�1
aihi(s)ds + 

t

0
k12(t, s) 

N

i�1
bihi(s)ds

+ 
1

0
m11(t, s) 

N

i�1
aihi(s − ξ)ds + 

1

0
m12(t, s) 

N

i�1
bihi(s − ξ)ds

+ 
t−ξ

0
n11(t, s) 

N

i�1
aihi(s)ds + 

t−ξ

0
n12(t, s) 

N

i�1
bihi(s)ds + f1(t), for t> 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


N

i�1
bihi(t) �

Φ2(t − ξ) + 
t

0
k21(t, s) 

N

i�1
aihi(s)ds + 

t

0
k22(t, s) 

N

i�1
bihi(s)ds

+ 
1

0
m21(t, s)Φ1(s − ξ)ds + 

1

0
m22(t, s)Φ2(s − ξ)ds

+ 
t−ξ

0
n21(t, s)Φ1(s)ds + 

t−ξ

0
n22(t, s)Φ2(s)ds + f2(t), for t< 0,



N

i�1
aihi(t − ξ) + 

t

0
k21(t, s) 

N

i�1
aihi(s)ds + 

t

0
k22(t, s) 

N

i�1
bihi(s)ds

+ 
1

0
m21(t, s) 

N

i�1
ai(s − ξ)ds + 

1

0
m22(t, s) 

N

i�1
bi(s − ξ)ds

+ 
t−ξ

0
n21(t, s) 

N

i�1
aihi(s)ds + 

t−ξ

0
n22(t, s) 

N

i�1
bihi(s)ds + f2(t), for t> 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

discretizing the above two equations at CPs tj; where j �

1, 2, 3, · · · , N, we get the following expression:

Complexity 3





N

i�1
aihi tj  �

Φ1 tj − ξ  + 
tj

0
k11 tj, s  

N

i�1
aihi(s)ds + 

tj

0
k12 tj, s  

N

i�1
bihi(s)ds

+ 
1

0
m11 tj, s Φ1(s − ξ)ds + 

1

0
m12 tj, s Φ2(s − ξ)ds

+ 
tj−ξ

0
n11 tj, s Φ1(s)ds + 

tj−ξ

0
n12 tj, s Φ2(s)ds + f1 tj , for tj < 0,



N

i�1
aihi tj − ξ  + 

tj

0
k11 tj, s  

N

i�1
aihi(s)ds + 

tj

0
k12 tj, s  

N

i�1
bihi(s)ds

+ 
1

0
m11 tj, s  

N

i�1
aihi(s − ξ)ds + 

1

0
m12 tj, s  

N

i�1
bihi(s − ξ)ds

+ 
tj−ξ

0
n11 tj, s  

N

i�1
aihi(s)ds + 

tj−ξ

0
n12 tj, s  

N

i�1
bihi(s)ds + f1 tj , for tj > 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


N

i�1
bihi tj  �

Φ2 tj − ξ  + 
tj

0
k21 tj, s  

N

i�1
aihi(s)ds + 

tj

0
k22 tj, s  

N

i�1
bihi(s)ds

+ 
1

0
m21 tj, s Φ1(s − ξ)ds + 

1

0
m22 tj, s Φ2(s − ξ)ds

+ 
tj−ξ

0
n21 tj, s Φ1(s)ds + 

tj−ξ

0
n22 tj, s Φ2(s)ds + f2 tj , for tj < 0,



N

i�1
aihi tj − ξ  + 

tj

0
k21 tj, s  

N

i�1
aihi(s)ds + 

tj

0
k22 tj, s  

N

i�1
bihi(s)ds

+ 
1

0
m21 tj, s  

N

i�1
aihi(s − ξ)ds + 

1

0
m22 tj, s  

N

i�1
bihi(s − ξ)ds

+ 
tj−ξ

0
n21 tj, s  

N

i�1
aihi(s)ds + 

tj−ξ

0
n22 sj, s  

N

i�1
bihi(s)ds + f2 tj , for tj > 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

and let

L1i tj  � 
tj

0
k11 tj, s hi(s)ds,

L2i tj  � 
tj

0
k12 tj, s hi(s)ds,

L3i tj  � 
1

0
m11 tj, s Φ1(s − ξ)ds,

L4i tj  � 
1

0
m12 tj, s Φ2(s − ξ)ds,

L5i tj  � 
tj−ξ

0
n11 tj, s Φ1(s)ds,

L6i tj  � 
tj−ξ

0
n12 tj, s Φ2(s)ds,

L7i tj  � 
1

0
m11 tj, s hi(s − ξ)ds,

L8i tj  � 
1

0
m12 tj, s hi(s − ξ)ds,

L9i tj  � 
tj−ξ

0
n11 tj, s hi(s)ds,

L10i tj  � 
tj−ξ

0
n12 tj, s hi(s)ds,

L11i tj  � 
tj

0
k21 tj, s hi(s)ds,

L12i tj  � 
tj

0
k22 tj, s hi(s)ds,

L13i tj  � 
1

0
m21 tj, s Φ1(s − ξ)ds,

L14i tj  � 
1

0
m22 tj, s Φ2(s − ξ)ds,

L15i tj  � 
tj−ξ

0
n21 tj, s Φ1(s)ds,

L16i tj  � 
tj−ξ

0
n22 tj, s Φ2(s)ds,

L17i tj  � 
1

0
m21 tj, s hi(s − ξ)ds,

L18i tj  � 
1

0
m22 tj, s hi(s − ξ)ds,

L19i tj  � 
tj−ξ

0
n21 tj, s hi(s)ds,

L20i tj  � 
tj−ξ

0
n22 tj, s hi sj (s)ds,

(6)

4 Complexity



so



N

i�1
aihi tj  �

Φ1 tj − ξ  + 
N

i�1
aiL1i tj  + 

N

i�1
biL2i tj  + L3i tj  + L4i tj 

+L5i tj  + L6i tj  + f1 tj , for tj < 0,



N

i�1
aihi tj − ξ  + 

N

i�1
aiL1i tj  + 

N

i�1
biL1i tj  + 

N

i�1
aiL7i tj  + 

N

i�1
biL8i tj 

+ 
N

i�1
aiL9i tj  + 

N

i�1
biL10i tj  + f1 tj , for tj > 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


N

i�1
bihi tj  �

Φ2 tj − ξ  + 
N

i�1
aiL11i tj  + 

N

i�1
biL12i tj  + L13i tj  + L14i tj 

+L15i tj  + L16i tj  + f2 tj , for tj < 0,



N

i�1
aihi tj − ξ  + 

N

i�1
ai + 

N

i�1
biL12i tj  + 

N

i�1
aiL17i tj  + 

N

i�1
biL18i tj 

+ 
N

i�1
aiL19i tj  + 

N

i�1
biL20i tj  + f2 tj , for tj > 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩


N

i�1
ai hi tj  − L1i tj   − biL2i tj   � Φ1 tj − ξ  + L3i tj  + L4i tj  + L5i tj 

+L6i tj  + f1 tj , for tj < 0,



N

i�1
ai hi tj  − hi tj − ξ  − L1i tj  − L7i tj  − L9i tj   − bi L2i tj  − L8i tj  − L10i tj   

� f1 tj , for tj > 0,



N

i�1
ai L11i tj   − bi hi tj  − L12i tj    � Φ2 tj − ξ  + L15i tj 

+L16i tj  + f1 tj , for tj < 0,



N

i�1
ai −hi tj − ξ  − L11i tj  − L17i tj  − L19i tj   + bi hi tj  − L12i tj  − L18i tj  − L20i tj   

� f2 tj , for tj > 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

We get the 2N × 2N linear system of algebraic equations
with unknowns ai and bi. Solving this system, we obtain the
values of unknown constants ai and bi.,e required solution
is obtained by putting these unknowns in equation (2).

Remark 1. If we take K � 0 and N � 0, then system (1) is
known as system of delay Fredholm IEs (DFIEs), and if we
take M � 0, then system (1) is known as system of delay
Volterra IEs (DVIEs). Similarly, HWC technique can be
developed for DFIEs and DVIEs.

3. Test Problems

In this section, the HWC scheme is used for solution of some
examples. To show the convergence of this scheme, the
maximum absolute errors with a different choice of CPs is
given in tables. If Wexa(t) denotes the exact solution and
Wappr(t) denotes the approximate solution at CPs, then L∞
maximum absolute error is L∞ � max|Wexa(t) − Wappr(t)|,
and the Mcp mean square root error in CPs is defined as
Mcp �

��������������������������
1/N(

N
i�1 |Wexa(t) − Wappr(t)|2)


.
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Problem 1. Consider the following system of delay VIEs
[33]:

W(t) �

F(t) + 
t

0

s 1

1 s
 w(s)ds + 

t−1

0

s − 1 1

1 s
 w(s)ds, 0≤ t< 1,

e
−t

t
3

⎛⎝ ⎞⎠, −1≤ t< 0.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)

,e function F(t) is so that the exact solution is

W(t) �
e

− t

t
3

⎛⎝ ⎞⎠. (9)

Problem 2. Consider the following system of delay VIEs
[34]:

w1(t) + tw2(t) � sin t + t cos t − sin(t − 1) + 
t

0
t
2 cos sw1(s) − t

2 sin sw2(s) ds + w1(t − 1),

w2(t) − 2tw1(t) � cos t − 2t sin t − cos(t − 1) + 
t

0
sin t cos sw1(s) − sin t sin sw2(s)( ds + w2(t − 1),

0≤ t< 1,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

where w1(0) � 0 and w2(0) � 1 and delay condition w1(t) �

sin t and w2(t) � cos t, for −1< t≤ 0, and the exact solution
is w1(t) � sin t and w2(t) � cos t

Problem 3. Consider the following system of delay VIEs
[34]:

w1(t) �
1
4

(cos(t − 1) − cos(t + 1)) + cos t(2 + sin t − t cos t) −
t

2
sin(t − 1) − 1

−cos(t − 1) + w1(t − 1) + 
t

0
sin((t − s) − 1)w1(s) +(1 − s cos t)w2(s)( ds,

w2(t) � w2(t − 1) + sin t − t − sin(t − 1) + w2(t − 1) + 
t

0
w1(s) +(t − s)w2(s) ds,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

where initial conditions w1(0) � 1 and w2(0) � 0 and delay
conditions w1(t) � cos t and w2(t) � sin t for −1< t≤ 0.
,e exact solution is w1(t) � cos t and w2(t) � sin t.

Problem 4. Consider the following system of delay FIEs:

w1(t) − tw2(t) � e
2t

− t cos(2t) −
1
2

t(2 + sin 2) − e
−2(t− 1)

+ 
1

0
te

− 2s
w1(s) + tw2(s) ds + w1(t − 1),

tw1(t) + w2(t) � te
2t

+ cos(2t) −
1
4

1 + 3e
t 1 + e

2
  − cos 2 + 2(−1 + t)sin 2  − cos(2t − 2)

+ 
1

0
(t − s)w1(s) +(t + s)

2
w2(s) ds + w2(t − 1),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)
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Table 1: L∞ and Mcp errors for Problem 1.

J N � 2J+1 L∞ Mcp

w1(t) w2(t) w1(t) w2(t)

1 4 7.227277 ×10−02 3.535106 ×10−02 3.642416 ×10−02 3.642416 ×10−02

2 8 3.651301 ×10−02 1.949725 ×10−02 1.331555 ×10−02 1.331555 ×10−02

3 16 2.021651 ×10−02 1.171350 ×10−02 5.561894 ×10−03 5.561894 ×10−03

4 32 9.590612 ×10−03 5.528632 ×10−03 1.911783 ×10−03 1.911783 ×10−03

5 64 4.865959 ×10−03 2.838307 ×10−03 7.213247 ×10−04 7.213247 ×10−04

6 128 2.360761 ×10−03 1.363338 ×10−03 2.513415 ×10−04 2.513415 ×10−04

7 256 1.174814 ×10−03 6.766049 ×10−04 8.963455 ×10−05 8.963455 ×10−05

Table 2: L∞ and Mcp errors for Problem 2.

J N � 2J+1 L∞ Mcp

w1(t) w2(t) w1(t) w2(t)

0 2 1.971049 ×10−03 5.864174 ×10−02 1.393799 ×10−03 4.181707 ×10−02

1 4 1.810205 ×10−03 4.057245 ×10−02 9.051023 ×10−04 2.029205 ×10−02

2 8 1.164381 ×10−03 2.319242 ×10−02 4.353520 ×10−04 9.135788 ×10−03

3 16 6.956396 ×10−04 1.312505 ×10−02 1.796679 ×10−04 3.464783 ×10−03

4 32 3.726557 ×10−04 6.850666 ×10−03 7.173199 ×10−05 1.363234 ×10−03

5 64 1.964274 ×10−04 3.565292 ×10−03 2.635402 ×10−05 4.894977 ×10−04

6 128 1.000512 ×10−04 1.804582 ×10−04 9.855819 ×10− 06 1.826391 ×10−04

Table 3: L∞ and Mcp errors for Problem 3.

J N � 2J+1 L∞ Mcp

w1(t) w2(t) w1(t) w2(t)

0 2 7.068456 ×10−02 2.845448 ×10−02 5.381595 ×10−02 2.076129 ×10−02

1 4 4.219307 ×10−02 3.246160 ×10−03 2.141376 ×10−02 1.862447 ×10−03

2 8 2.291424 ×10−02 3.324980 ×10−03 9.682159 ×10−03 1.804969 ×10−03

3 16 1.260881 ×10−02 3.159590 ×10−03 3.464271 ×10−03 9.044071 ×10−04

4 32 6.573418 ×10−03 1.744969 ×10−03 1.377181 ×10−03 3.610467 ×10−04

5 64 3.399905 ×10−03 1.098218 ×10−03 4.897071 ×10−04 1.544038 ×10−04

6 128 1.723213 ×10−03 5.586336 ×10−04 1.832585 ×10−04 5.548257 ×10−05

Table 4: L∞ and Mcp errors for Problem 4.

J N � 2J+1 L∞ Mcp

w1(t) w2(t) w1(t) w2(t)

1 4 2.640119 ×10−01 1.372997 ×10−01 1.736979 ×10−01 1.230985 ×10−01

2 8 6.953929 ×10−02 3.415118 ×10−02 4.329946 ×10−02 3.057921 ×10−02

3 16 1.784413 ×10−02 8.547046 ×10−03 2.703951 ×10−02 1.907584 ×10−02

4 32 4.519613 ×10−03 2.136780 ×10−03 1.081759 ×10−03 7.633199 ×10−03

5 64 1.137303 ×10−03 5.341455 ×10−04 6.759601 ×10−04 4.768514 ×10−04

6 128 2.852556 ×10−04 1.335397 ×10−04 1.689883 ×10−04 1.192101 ×10−04

Table 5: L∞ and Mcp errors for Problem 5.

J N � 2J+1 L∞ Mcp

w1(t) w2(t) w1(t) w2(t)

1 4 3.510916 ×10−02 4.831041 ×10−02 2.519685 ×10−02 3.029705 ×10−02

2 8 3.115079 ×10−02 1.559781 ×10−02 1.340721 ×10−02 1.093659 ×10−02

3 16 2.035756 ×10−02 4.267191 ×10−03 5.730156 ×10−03 2.242606 ×10−03

4 32 1.126852 ×10−02 2.023585 ×10−03 2.119183 ×10−03 8.120494 ×10− 04

5 64 5.900960 ×10−03 5.002232 ×10− 04 7.759655 ×10− 04 2.083728 ×10− 04

6 128 3.019204 ×10−03 3.746060 ×10− 04 2.803629 ×10− 04 8.009401 ×10− 05

Complexity 7



where initial conditions w1(0) � w2(0) � 1 and delay
conditions w1(t) � e2t and w2(t) � cos(2t), for −1< t≤ 0.
,e exact solution is w1(t) � e2t and w2(t) � cos(2t).

Problem 5. Consider the following system of delay VFIEs:

w1(t) � e
−2t

− e
−2(t− 1)

−
−3 − 2t + e

2
(1 + t(2 + 4t − 2 cos 2 + sin 2))

4e
2 + tcos2 tsin2 t

+ 
1

0
(t + s)w1(s) + tsw2(s)( ds + w1(t − 1) + 

t

0
te

2s
w1(s) + t cos(2s)w2(s) ds,

w2(t) � sin(2t − 2) −
1
4

−1 + 4(−1 + e)e
−1+t

+ e
−2t

+ cos t − cos(3t) + t 2 + sin2(2)   + w2(t − 1)

+ 
1

0
e

t+s
w1(s) + t cos(2s)w2(s) ds + 

t

0
(t − s)w1(s) + t cos(t)w2(s)( ds,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(13)
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Figure 1: Comparison of exact and approximate solution for N � 32 for Problem 1.
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Figure 2: Comparison of exact and approximate solution for N � 32 for Problem 2.
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where initial conditions w1(0) � 1 and w2(0) � 0 and delay
conditions w1(t) � e−2t and w2(t) � sin(2t), for −1< t≤ 0.
,e exact solution is w1(t) � e−2t and w2(t) � sin t.

4. Results and Discussion

L∞ and Mcp errors are calculated for each example using
different number of CPs. From results, we see that both L∞
and Mcp errors are decreased by increasing number of CPs.
Even better accuracy can be obtained by taking more CPs.

,e results are presented in Table 1 for Problem 1, Table 2
for Problem 2, Table 3 for Problem 3, Table 4 for Problem
4, and Table 5 for Problem 5, demonstrating the proposed
techniques improved accuracy and efficiency. ,e L∞
errors of [33] are decreased up to 10−05, while the result of
our method is also decreased up to 10−05. Figures 1–5 show
a comparison of approximate and exact solutions for
various numbers of CPs for Problems 1–5 respectively. We
see from the figures that the approximate and exact so-
lutions coincide.
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Figure 3: Comparison of exact and approximate solution for N � 32 for Problem 3.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
X

–1

0

1

2

3

4

5

6

7

8

Y

Exact solution w1 (t)
Approximate solution Approximate solution

Exact solution w2 (t)

Figure 4: Comparison of exact and approximate solution for N � 32 for Problem 4.
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5. Conclusion

For the numerical solution of system of linear delay Vol-
terra-Fredholm IEs using ICs in heterogeneous data com-
munication, a HWC technique is developed. ,e numerical
technique is used to test the accuracy and efficiency of the
HWC scheme on several examples. Tables shows the L∞ and
Mcp errors of each example for various numbers of CPs.
Comparison of exact and approximate solution is also
shown in figures. ,e Haar technique can be applied to the
system of nonlinear IEs, the system of integro-differential
equations, and the system of integro-partial differential
equations.
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Crowdsourcing is a complex task-solving model that utilizes humans for solving organizational specific problems. For assigning a
crowdsourced task to an online crowd, crowd selection is carried out to select appropriate crowd for achieving the task. /e
efficiency and effectiveness of crowdsourcing may fail if irrelevant crowd is selected for performing a task. Early decisions
regarding selection of a crowd can ultimately lead to successful completion of tasks. To select most appropriate crowd from
crowdsourcing, this paper presents a decision support system (DSS) for appropriate selection of crowd. /e system has been
implemented in the Superdecision tool by plotting hierarchy of goals, criteria, and alternatives. Various calculations have been
done for performing the proposed research. Results of the study reveal that the proposed system is effective and efficient for
selection of crowd in crowdsourcing by performing various pairwise computation of the study.

1. Introduction

Crowds are online people who have abilities to accomplish
different types of tasks. /ese crowds may be newcomers
who are accomplishing tasks for the first time or they may be
experienced members who have completed various tasks
previously. Crowdsourcing is a practice that acquires the
services of huge group of people for obtaining information
or completing a project [1]. It is internet-enabled collabo-
rative activity that solves organizational problems by col-
lecting the knowledge of online communities. /e
contributing editor Jeff Howe in June 2006 first used the
word “crowdsourcing” in article “/e Rise of Crowd-
sourcing” that was published in Wired magazine [2].
“Crowdsourcing is a type of participative online activity in
which individual, institution, non-profit organization, or
company proposes to a group of individuals of varying

knowledge, heterogeneity, and number, via a flexible open
call, voluntary undertaking of a task. /e undertaking of
task, of variable complexity and modularity, and in which
crowd should participate bringing their work, money,
knowledge and/or experience, always entails mutual benefit
[3]. /e user will receive satisfaction of a given type of need,
be it economic, social recognition, self-esteem, or the de-
velopment of individual skills, while crowdsourcer will
obtain and utilize to their advantage that what the user has
brought to the venture, whose form will depend on type of
activity undertaken” [4].

/e applications of crowdsourcing are used widely for
software testing [5], usability testing [6], machine learning
processes [7], and decision making [8]. /e productivity of
large organizations has been enhanced by crowdsourcing
[9]. /e crowds comprise diverse-background participants
who possess skills relevant to tasks and experience in the
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field and have expertise in carrying out crowdsourced task or
tackling complex problems [10]. Organizations are com-
monly using crowdsourcing to address challenges simulta-
neously with the large involvement of crowds.
Crowdsourcing is an effective way to mitigate organizational
dilemmas [11].

Crowdsourcing helps business organizations to recruit
global, cheap, and skilled workers from different platforms
[12, 13]. /e new era of Web 3.0 is driven by innovations in
ICT and social networking, and as a result organizational
decision-making process has also been changed [14].
Modern corporations use the Internet to recruit a massive
crowd. /e Internet is a media for contact between crowds
and businesses, and they work together using gadgets like
iPads, mobile phones, laptops, wearable watches, etc.
[15–17]. /e crowds are recruited for completing different
tasks from social or global societies [18]. By consuming small
amount of management cost, time organization can achieve
appropriate solutions with multiple crowd worker partici-
pation [19, 20]. As crowdsourcing is an online activity, it
may entail certain risks, such as the announcement of tasks
on websites and the selection of a suitable and qualified team
[21]. /e increased interest of crowdsourcing makes the
selection of crowd workers a challenge. /e crowded
workers may be untrustworthy whose work can be followed
by different errors. /e choice of right and proper workers
would boost the efficacy of crowdsourcing [22, 23]. Different
business organization employs a suitable worker to complete
task [24]. /e following are the contributions of the pro-
posed study:

(i) A DSS is presented for the appropriate selection of
crowd

(ii) /e proposed system is implemented in the
Superdecision tool

(iii) /e hierarchy of goals, criteria, and alternatives is
plotted with various pairwise comparisons to per-
form the proposed research

(iv) Results of the study reveal that the proposed ap-
proach is effective and efficient

/e organization of the paper is as follows. Section 2
presents the related work on the various aspects of the crowd
and crowdsource concepts. Section 3 shows the details of the
methodology with a description of the decision support
system and the selection of features from literature. Results
and discussion are given in Section 4./e paper is concluded
in Section 5.

2. Literature Review

Crowdsourcing is an online process that could be linked to
various challenges, such as crowd selection problem [21].
Various strategies, approaches, and models were presented
in the past to address the crowd selection problem. Selection
of crowd was based on the characteristics they possess which
includes personal characteristics such as gender, age,
qualification, education, language, and worker nationality;
behavioral characteristics such as sociolects, left/right

handed, and personality traits; cognitive or perceptual
characteristics that include a person’s memory capacity,
vision, hearing, or these may include skills, capabilities, past
service, expertise, experience, and majors. Based on these
characteristics, crowd are selected [25, 26]. A crowd tar-
geting framework was implemented that automatically
discovers and targets a specific crowd to improve data
quality. /e targeted crowd is selected by the worker
characteristics such as nationality, education level, gender,
and major or even personality test score and any other
screening measures. Information gain that is a new char-
acteristic measure for worker selection is also introduced.
/e framework selects workers using 3 main stages. /e first
is the probing stage in which the tasks are distributed to the
whole population of crowd. Crowds are allowed to complete
these tasks. /e workers characteristics such as gender and
location are also gathered from their profile for future use in
this stage. /e second is a discovery stage that is related to
the discovery of the best workers, where unbiased worker
samples of the entire crowd population are identified. /e
workers are evaluated using criteria such as good, bad,
available, etc. /e third is targeting stage in which the
remaining and upcoming tasks are assigned to the discov-
ered groups. /e targeting stage improves the quality of data
and increases budget performance [27].

Workers are selected by various organizations based on
their capabilities for generating ideas or solving problems
related to technology [28]. To allow a worker to participate in
difficult tasks, an organization assesses the worker’s ability
[29]. Based on ability, a worker is selected [17]. For verifying
workers ability, Borda ranking algorithm can be utilized
[30]. Worker skills may also be an indicator for its selection
as the skills reflect its ability to perform a task. /e crowds
are judged on the basis of their skills. Skills are, therefore,
one of the main considerations for selection of right par-
ticipants [31]. Workers possess various skills such as writing,
IT, problem solving, process management, time manage-
ment, communication, creative, e-skills, business thinking,
and enterprise [32]. Skills’ assessment or testing is used to
assess various worker skills and these are helpful in the task
matching processes. Organization offers certification that
does certify workers posse’s sufficient skills [33–35]. /e
certification is used for selection of workers [36]. /e crowd
who possess essential skills complete the task [33]. Trust is a
major factor for consideration of workers for a task [23, 33].

Organization selects crowd workers for accomplishment
of various task based on its trustworthiness [37]. For
evaluating trust value “Trust-Based Access Control (TBAC)”
model is utilized, and for decision concerning whether a
worker is to be trusted or not, a discrete model was
implemented [38]. Crowd trust was proposed that is a
context-aware model for the evaluation of trust related to the
type of task “TaTrust” and for the calculation of trust as-
sociated with task reward amount “RaTrust.” For the se-
lection of trustworthy workers with 2 context-aware trusts,
“MOWS GA” that is an evolutionary algorithm and depends
on NSGA-II was introduced. /e dishonest workers can be
identified using the crowd trust model [39]. A recruitment
process was introduced in spatial mobile crowdsourcing that
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automatically selects trustworthy workers by utilizing the
services of IoT. A huge group of workers is reduced to
potential trustworthy workers using Lovain Community
detection algorithm, and the optimal set of crowd is selected
by utilizing integer Linear program [40]. By utilizing ap-
proaches of machine learning, the prediction of trustwor-
thiness was improved with the exploration of endorsement
(interwork relationship) [41].

Workers may also be selected on the basis of their ex-
perience with tasks. Experience is considered as a crucial
factor [31] for crowd selection. /e crowd consists of huge
masses of people and according to the level of experience
best workers are selected [25, 42]. For selection of experi-
enced participant for task, experience strategy is utilized
[24]. Selection of crowd greatly relies on its expertise [24]. A
crowd is selected based on its expertise level [43]. Only
workers having requisite expertise are allowed to carry out
the task [33]. For ensuring the workers expertise level fil-
tering [28, 33] is performed. Workers are judged according
to varied expertise using expertise-estimation approaches
[44]. /e task can considerately be performed by worker
having expertise [45]. Qualified workers are judged by
means of qualification tests and these assessments are su-
perior filters for quality enhancement. /e work quality can
be controlled by conducting qualification tests. In these tests,
a worker has to answer various questions provided by or-
ganizations. Workers must pass the qualification test before
engaging with projects or tasks [46]. Workers are assessed
based on their qualification level [33].

Profile based selection is also carried out for worker
selection as the profile represents the personal features of the
worker that can be directly observed. /e profile contains
worker details such as sex, age, education, and history of
accomplished tasks [31, 47]. Exploiting workers’ profiles
would improve the assessment, assignments, and the quality
of task [48]. Workers are responsible for maintaining and
modifying their profiles for getting work from organizations
[32]. For selection of workers based on workers profile
personality based tool may be utilized [28]. Profile based
approach was implemented for an effective selection of
worker in crowdsourcing to reduce overhead time and
budget by replacing an offline learning process with the
online probing stage. /is was done for the purpose of
learning profile features and these features will be used by
the online targeting algorithm for the selection of effective
workers for different tasks [49]./e profile based selection of
crowd can enhance the decision-making process of crowd
selection [50].

3. Methodology

DSS is related to the discipline of information system area
that supports and enhances the decision-making process of
an organization [51]. It is difficult for decision makers to give
preferences as high volumes of data regarding crowds are
available. DSS is implemented for broadening the capabil-
ities of human information and for enhancing the process of
decision making when dealing with large amount of data
[52]. Crowdsourcing can play a role in the organizational

decision-making process. A complex problem can easily be
solved by crowd as they provide ideas, solicit opinions, give
prediction, accumulate knowledge, etc. [53]. /ere is a lack
of research which suggests a DSS for the selection of suitable
crowds. Existing research studies were analyzed for the
purpose of identifying the multifeatures of crowd. Table 1
represents these features. /e multifeatures will be used by
our DSS for the appropriate selection of crowd. Crowd-
sourcing activity entails three entities that are crowdsourcer/
requestor which are organizations, individuals, or institu-
tions who initiate the crowdsourcing process and seek out
the ability of people for completing tasks which are shown in
Figure 1 [68]; the crowd that consists of large group of
people having enactive, cognitive, and perceptual abilities
for solving tasks [69]; and the platform or market which is an
online website or place where workers acquire and ac-
complish tasks [70].

/e reason behind choosing the DSS for the proposed
study was to consider the early decision of the crowd from
the crowdsource. Various features of crowd were identified
in the literature. Keeping in view the suitability of the crowd,
the following key features were identified as the most
suitable features from the literature. Table 1 shows the
identified features of crowd based on literature.

3.1. Experimental Setup. /e process of implementation and
experimentation was done in the Superdecision software.
/e features were given as input to the software and then
plotted as a hierarchy of goals, criteria, and alternatives.
Figure 2 shows the process of making a hierarchy of the
features along with the alternatives of crowds with the goal of
selecting the crowd from the available options.

After plotting the features and crowd, the process of
comparison was then done for each feature with respect to
each crowd. For the information here only one comparison
is shown. /e same process is done for the comparison of all
features and all crowds. Figure 3 graphically represents the
process of comparison.

/e values were given to each feature and then crowd.
/is process was done through the support of the tool.
Figure 4 represents the graphical representation of the
weights to each feature.

After assigning relevant weights to each feature and
crowd, the process of comparison was done and the un-
weighted, weighted, and limit matrices were obtained for
making the selection decision of crowd.

4. Results and Discussion

Crowdsourcing is a complex task-solving model to utilize
the efforts of humans for solving organizational-specific
issues. For assigning a crowdsourced task to an online
crowd, the process of selecting a crowd is carried out to select
a suitable crowd for attaining the given task. Making an early
decision associated with the selection of the crowd can
ultimately lead to successful completion of tasks. For
selecting the best and right crowd from the crowdsourcing,
this research presents a DSS for the appropriate selection of
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Receive crowd contributions
Platform

Request task submission

Receive completed tasks

Requesters Crowd

Delegate tasks

Figure 1: Entities of crowdsourcing.

Figure 2: Hierarchy of features and crowds for selection of crowd.

Table 1: Features of crowd.

S. no. Features Citation
1 Professionals [28]
2 Trustworthy [23, 49, 54]
3 Skill [10, 34, 55, 56]
4 Competent [54, 57, 58]
5 Collaborative [59, 60]
6 Decision maker [61]
7 Qualified/educated [17, 49, 62]
8 Problem solving [34, 42, 43, 56, 63–67]
9 Experienced [13, 18]
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Figure 3: Proposed process of comparison.

Figure 4: Assignment of weights to the feature.

0
0.05

0.1
0.15

0.2
0.25

0.3
0.35

0.4

Normalized by cluster
Limiting

Cr
ow

d1

Cr
ow

d2

Cr
ow

d3

Cr
ow

d4

Cr
ow

d5

C
ol

la
bo

ra
tiv

e

C
om

pe
te

nt

D
ec

isi
on

 m
ak

er

Ex
pe

rie
nc

ed

Pr
ob

le
m

 so
lv

ni
g

Pr
of

es
sio

na
ls

Q
ua

lifi
ed

/e
du

ca
te

d

Sk
ill

Tr
us

tw
or

th
y

Figure 5: Normalization of priorities based on cluster and limiting.

Complexity 5



Ta
bl

e
2:

U
nw

ei
gh

te
d
m
at
ri
x.

C
ro
w
d1

C
ro
w
d2

C
ro
w
d3

C
ro
w
d4

C
ro
w
d5

C
ol
la
bo

∼
C
om

pe
te
∼

D
ec
isi
o∼

Ex
pe
ri
e∼

Pr
ob

le
m
∼

Pr
of
es
s∼

Q
ua
lifi

∼
Sk
ill

Tr
us
tw
o∼

C
ro
w
ds

∼
C
ro
w
d1

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
12
41
9

0.
25
78
9

0.
22
95
6

0.
23
15
5

0.
24
71
1

0.
15
29
0

0.
26
65
3

0.
22
93
5

0.
32
92
8

0.
00
00
0

C
ro
w
d2

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
45
13
1

0.
15
11
7

0.
36
93
4

0.
39
22
7

0.
35
13
8

0.
37
32
8

0.
31
36
0

0.
39
95
1

0.
25
25
7

0.
00
00
0

C
ro
w
d3

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
22
43
4

0.
15
74
7

0.
18
53
4

0.
17
08
4

0.
16
59
2

0.
23
89
0

0.
17
01
9

0.
12
71
2

0.
20
77
4

0.
00
00
0

C
ro
w
d4

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
13
78
3

0.
09
67
5

0.
08
35
2

0.
08
39
5

0.
10
21
4

0.
10
18
9

0.
09
73
0

0.
07
75
7

0.
12
02
3

0.
00
00
0

C
ro
w
d5

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
06
23
4

0.
33
67
1

0.
13
22
4

0.
12
13
9

0.
13
34
4

0.
13
30
3

0.
15
23
8

0.
16
64
5

0.
09
01
7

0.
00
00
0

C
ol
la
bo

∼
0.
16
39
5

0.
21
71
2

0.
18
65
5

0.
10
42
4

0.
08
89
6

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
20
41
4

C
om

pe
te
∼

0.
21
47
9

0.
17
21
6

0.
20
71
7

0.
21
58
5

0.
04
16
5

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
11
81
9

D
ec
isi
o∼

0.
15
08
7

0.
11
16
1

0.
13
60
2

0.
17
23
2

0.
16
49
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
15
68
7

Ex
pe
ri
e∼

0.
09
96
6

0.
13
38
0

0.
09
02
7

0.
14
96
5

0.
20
41
8

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
04
99
6

Pr
ob

le
m
∼

0.
07
61
3

0.
07
17
0

0.
10
50
2

0.
08
93
1

0.
12
13
1

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
09
88
6

Pr
of
es
s∼

0.
09
75
6

0.
09
87
4

0.
10
16
7

0.
09
04
3

0.
11
99
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
13
69
8

Q
ua
lifi

∼
0.
06
90
0

0.
05
23
6

0.
06
53
8

0.
06
58
8

0.
09
06
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
09
93
1

Sk
ill

0.
07
55
2

0.
03
99
8

0.
05
89
9

0.
05
16
4

0.
09
73
1

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
06
75
1

Tr
us
tw
o∼

0.
05
25
1

0.
10
25
2

0.
04
89
4

0.
06
06
7

0.
07
11
9

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
06
81
7

C
ro
w
ds

∼
0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

6 Complexity



Ta
bl

e
3:

W
ei
gh

te
d
m
at
ri
x.

C
ro
w
d1

C
ro
w
d2

C
ro
w
d3

C
ro
w
d4

C
ro
w
d5

C
ol
la
bo

∼
C
om

pe
te
∼

D
ec
isi
o∼

Ex
pe
ri
e∼

Pr
ob

le
m
∼

Pr
of
es
s∼

Q
ua
lifi

∼
Sk
ill

Tr
us
tw
o∼

C
ro
w
ds

∼
C
ro
w
d1

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
12
41
9

0.
25
78
9

0.
22
95
6

0.
23
15
5

0.
24
71
1

0.
15
29
0

0.
26
65
3

0.
22
93
5

0.
32
92
8

0.
00
00
0

C
ro
w
d2

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
45
13
1

0.
15
11
7

0.
36
93
4

0.
39
22
7

0.
35
13
8

0.
37
32
8

0.
31
36
0

0.
39
95
1

0.
25
25
7

0.
00
00
0

C
ro
w
d3

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
22
43
4

0.
15
74
7

0.
18
53
4

0.
17
08
4

0.
16
59
2

0.
23
89
0

0.
17
01
9

0.
12
71
2

0.
20
77
4

0.
00
00
0

C
ro
w
d4

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
13
78
3

0.
09
67
5

0.
08
35
2

0.
08
39
5

0.
10
21
4

0.
10
18
9

0.
09
73
0

0.
07
75
7

0.
12
02
3

0.
00
00
0

C
ro
w
d5

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
06
23
4

0.
33
67
1

0.
13
22
4

0.
12
13
9

0.
13
34
4

0.
13
30
3

0.
15
23
8

0.
16
64
5

0.
09
01
7

0.
00
00
0

C
ol
la
bo

∼
0.
16
39
5

0.
21
71
2

0.
18
65
5

0.
10
42
4

0.
08
89
6

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
20
41
4

C
om

pe
te
∼

0.
21
47
9

0.
17
21
6

0.
20
71
7

0.
21
58
5

0.
04
16
5

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
11
81
9

D
ec
isi
o∼

0.
15
08
7

0.
11
16
1

0.
13
60
2

0.
17
23
2

0.
16
49
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
15
68
7

Ex
pe
ri
e∼

0.
09
96
6

0.
13
38
0

0.
09
02
7

0.
14
96
5

0.
20
41
8

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
04
99
6

Pr
ob

le
m
∼

0.
07
61
3

0.
07
17
0

0.
10
50
2

0.
08
93
1

0.
12
13
1

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
09
88
6

Pr
of
es
s∼

0.
09
75
6

0.
09
87
4

0.
10
16
7

0.
09
04
3

0.
11
99
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
13
69
8

Q
ua
lifi

∼
0.
06
90
0

0.
05
23
6

0.
06
53
8

0.
06
58
8

0.
09
06
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
09
93
1

Sk
ill

0.
07
55
2

0.
03
99
8

0.
05
89
9

0.
05
16
4

0.
09
73
1

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
06
75
1

Tr
us
tw
o∼

0.
05
25
1

0.
10
25
2

0.
04
89
4

0.
06
06
7

0.
07
11
9

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
06
81
7

C
ro
w
ds

∼
0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

Complexity 7



Ta
bl

e
4:

Li
m
it
m
at
ri
x.

C
ro
w
d1

C
ro
w
d2

C
ro
w
d3

C
ro
w
d4

C
ro
w
d5

C
ol
la
bo

∼
C
om

pe
te
∼

D
ec
isi
o∼

Ex
pe
ri
e∼

Pr
ob

le
m
∼

Pr
of
es
s∼

Q
ua
lifi

∼
Sk
ill

Tr
us
tw
o∼

C
ro
w
ds

∼
C
ro
w
d1

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

0.
11
01
9

C
ro
w
d2

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

0.
16
85
5

C
ro
w
d3

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

0.
09
29
9

C
ro
w
d4

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

0.
05
08
5

C
ro
w
d5

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

0.
07
74
2

C
ol
la
bo

∼
0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

0.
08
42
0

C
om

pe
te
∼

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

0.
08
61
5

D
ec
isi
on

∼
0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

0.
06
96
1

Ex
pe
ri
e∼

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

0.
06
53
5

Pr
ob

le
m
∼

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

0.
04
41
7

Pr
of
es
s∼

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

0.
05
07
3

Q
ua
lifi

∼
0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

0.
03
28
7

Sk
ill

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

0.
03
07
1

Tr
us
tw
o∼

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

0.
03
62
1

C
ro
w
ds

∼
0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

0.
00
00
0

8 Complexity



the crowd. /e approach has been implemented in the
Superdecision tool by plotting the hierarchy of goals, cri-
teria, and alternatives. Various comparisons of the identified
features with respect to crowds and crowds with respect to
each feature were done. Relevant weights were given and
after completion of the comparison process, different results
were obtained. /ese results are shown in the form of tables
and figures. Figure 5 graphically represents the priorities of
features and available crowds based on normalization
process by cluster and limiting.

As shown in Section 3, all the process of pairwise com-
parisons has been done in the software and for understanding
only one representation is given as shown in Figures 3 and 4.
/e same processes have been done in the software for the rest
of the attributes and alternatives. Once, all the comparisons
process completed then all the normalized values of each
criteria and alternatives are brought into unweighted and
weighted super matrix. In unweighted matrix, the sum column
values are greater than 1; then it is normalized again and then
converted into weighted super matrix.

After the pairwise comparisons, all resulting compari-
sons for features and crowds were integrated into an un-
weighted matrix. /e unweighted matrix is the collection of
all pairwise comparisons done in the proposed research.
Table 2 shows the unweighted matrix.

/e unweighted matrix was then normalized for
obtaining the weighted matrix. Table 3 represents the
weighted matrix.

/e weighted matrix was then converted to the limit
matrix which is the final matrix for making the decision./e
limit matrix was obtained by taking the power of the
weighted matrix. Table 4 represents the limit matrix. From
this matrix, the decision regarding the crowd can be made.

Figure 6 graphically shows the ranking of available
crowds. Among the available alternatives of crowds, crowd2
has obtained the highest score which was considered as the
highest priority, followed by crowd1, and so on. /erefore,
from this figure, one can make decisions regarding the se-
lection of the best crowd among the available alternatives.

5. Conclusion

Crowds are online people who have the capabilities to
complete diverse types of tasks and projects. /ese crowds

may be new comers who are accomplishing tasks for first
time or they may be experienced members who have already
finished various tasks in preceding projects. Crowdsourcing
is a composite task-solving approach utilizing humans for
solving organizational explicit problems. For assessing the
crowdsourced task with online crowd, the crowd selection is
carried out for the selection of an optimal and appropriate
crowd for achieving the task. Early and on-time decision
associated with the selection of the crowd can eventually put
forward the successful completion of tasks. To select the
most appropriate crowd from the crowdsourcing, the
present study endeavors to attempt and devise a DSS for the
selection of crowd from the crowdsource. /e proposed DSS
has been executed in the Superdecision tool. In the given
tool, the hierarchy of criteria, alternatives, and goal was
defined and then a process of pairwise comparisons has been
done. Each table of pairwise comparison process was nor-
malized in order to achieve optimal results for the selection
of appropriate crowd. /e experimental results of the study
show that the proposed DSS is efficient and effective for the
appropriate selection of crowd in crowdsourcing. In the
future, the applicability of the proposed DSS will be tried
through various parameters against robustness of the system
and its effectiveness will be checked for effective usage in the
crowdsource projects.
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(is research aims to evaluate the calculation accuracy and efficiency of the artificial neural network-based important sampling
method (ANN-IS) on reliability of structures such as drum brakes. (e finite element analysis (FEA) result is used to establish the
ANN sample in ANN-based reliability analysis methods. Because the process of FEA is time-consuming, the ANN sample size has
a very important influence on the calculation efficiency. Two types of ANNs used in this study are the radial basis function neural
network (RBF) and back propagation neural network (BP). RBF-IS and BP-IS methods are used to conduct reliability analysis on
training samples of three different sizes, and the results are compared with several reliability analysis methods based on ANNs.(e
results show that the probability of failure of the RBF-IS method is closer to that of the Monte-Carlo simulation method (MCS)
than those of other methods (including BP-IS). In addition, the RBF-IS method has better calculation efficiency than the other
methods considered in this study. (is research demonstrates that the RBF-IS method is well suited to structure
reliability problems.

1. Introduction

Since brakes serve the essential purpose of slowing down and
stopping vehicles, the reliability of brakes significantly im-
pacts vehicle safety. Due to their advantages of large braking
torque and low cost, drum brakes are widely used in au-
tomobiles [1–3]. Resonance occurs when the driving fre-
quency is close to the natural frequency of the brake and can
cause fatigue damage to the brakes and other components,
potentially leading to failure of the braking system. (ere-
fore, research on vibration reliability analysis of brake
component is necessary.

Over the years, many scholars have contributed to
significant research on structure reliability analysis. (e
most common methods used for reliability analysis include
the first-order reliability method (FORM), second-order
reliability method (SORM), and MCS. FORM [4–6] and
SORM [6–8] of the approximation method are widely used
for the reliability analysis due to the simplicity and efficiency

of these methods. In addition, because the MCS method is
very simple and easy to program, it is widely used for the
reliability analysis of the engineering structures. However,
this method requires a significant computation effort for low
probability of failure (POF) problem [9]. In order to address
this issue, several methods have been proposed to reduce
computation effort, such as the IS [10, 11], directional
importance sampling simulation method [12], and subset
simulation method [13, 14].

Since the limit state function (LSF) of most engineering
structures is generally either nonlinear or implicit, the FEA
method is required to compute structure responses, such as
deformations, frequencies, and stresses. FEA is often
combined with reliability analysis methods to conduct the
engineering structure reliability analysis. While it is easy to
combine FEA with the MCS method to conduct reliability
analysis, this method is computationally expensive. In recent
years, metamodeling techniques have been developed to
overcome this issue, such as the model tree (MT),
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evolutionary polynomial regression (EPR), multivariate
adaptive regression spline (MARS), gene expression pro-
gramming (GEP) [15], response surface method (RSM)
[16–18], support vector machine [19, 20], kriging surrogate
model [21–24], and ANN [25–32]. Metamodeling tech-
niques are adopted to establish the approximate models,
which can replace the original implicit LSF. (e ANN is
widely used to solve reliability problems related to practical
engineering structure. In this setup, FEA is used to obtain
training sample of the ANN, the random variables of the
structure are used for ANN input, the structure response is
used for ANN output, and explicit form of the function
relationship between the structure response and random
variables can be established. (e BP-based MCS method is
used to predict the structure reliability, and the result is
compared with three reliability analysis methods including
the traditional MCS, polynomial-FOSM, and BP-based
advanced first-order second moment method (AFOSM)
[27]. (e combination of an adaptive RBF metamodeling
technique and a FORM proposes a new reliability analysis
method for the practical tunnel engineering problems [28].
(e uniform design method is used to improve the disad-
vantage of the conventional ANN-based RSM method [29].
(e development and use of ANN-based reliability analysis
methods is surveyed to propose the improvement techniques
of the ANN training set [30]. Two ANNs (including a
multilayer perceptron network and RBF) based several re-
liability analysis methods is used to conduct a reliability
analysis of the laminated composite structures [31]. In the
ANN-based reliability analysis method, the most of the
calculation time is spent conducting the FEA, and the ANN
sample data size has a significant influence on the calculation
efficiency of the ANN-based reliability analysis method.

(is study evaluates the calculation accuracy and effi-
ciency of the ANN-IS method on reliability of structures.
Using two numeric verification problems and a drum brake
vibration reliability problem as examples, the RBF-IS
method and BP-IS method are used to conduct the reliability
analysis on the training samples equal to 100, 200, and 300
units. (e calculation results are compared with several
methods including MCS, AFOSM, BP-MCS, BP-AFOSM,
RBF-MCS, and RBF-AFOSM.

(is study is structured as follows: Section 2 presents a
vibration reliability analysis based on the ANN-IS method,
Section 3 provides the numerical analyses and results, and
Section 4 presents the discussion and conclusions.

2. Vibration Reliability Analysis Based on the
ANN-IS Method

2.1. Basis -eory of the Vibration Reliability Analysis.
Resonance occurs when the driving frequency is close to the
natural frequency of a structure, such that the structure
enters a quasifailure state [33, 34]. According to reliability
theory, the state function of the structure with vibration is
defined as

G(f, w) � |f − w|, (1)

where f is the natural frequency of the structure, and w is the
driving frequency.

Based on the relationship between the structure natural
frequency f and the driving frequency w, the state function of
the quasifailure can be expressed as

G(f, w) � |f − w|≤ ε, (2)

where ε is the specified range, in which the value is generally
between 0.1 and 0.15 times the natural frequency of
structure.

(e mean value μG and variance σ2G of the state function
can be expressed as

μG � E(G)

� |E(f) − E(w)|,

σ2G � Var(G)

� σ2f + σ2w.

(3)

(e quasifailure probability of the structure is expressed
as

PF � P(−ε≤f − w≤ ε). (4)

If the natural frequency and the driving frequency are
independent normally distributed, then the probability of
failure can be expressed as

PF � Φ
ε − μG

σG

  −Φ
−ε − μG

σG

 . (5)

2.2. Importance SamplingMethod. (e importance sampling
method is a commonly improved MCS method. (is
method is widely used because of its high sampling efficiency
and small variance. (e basic theory of this method is that
the importance sampling density function is adopted to
replace the original probability density function. (e POF
base on the IS method is computed as

PF � 
Rm

IF(X)f(X)dX

� 
Rm

IF(X)
f(X)

h(X)
h(X)dX

� E IF(X)
f(X)

h(X)
 ,

(6)

where PF is the POF of the reliability performance function,
h(X) is the importance sampling density function, f(X) is
the joint probability density function of random variables,
Rm is the m-dimension variable space, and IF(X) is the
indicator function of failure domain.

IF(X) �
0, G(X)≤ 0,

1, G(X)> 0.
 (7)

(e estimated value (PF) of POF is computed as
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PF �
1
N



N
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IF Xi( 

f Xi( 

h Xi( 
 . (8)

(e mean value, variance, and coefficient of variation
(COV) of the estimated failure probability are computed as

E PF  � E
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2.3. Artificial Neural Network. When the reliability analysis
method is used to for a complex structure, the responses of
the structure need to be calculated by sophisticated nu-
merical methods, such as FEA. However, this method is not
suitable for reliability analysis of a complex structure be-
cause of its long computation time. In order to reduce the
computation time, the ANN is commonly used to establish
the LSF.

2.3.1. BP Neural Network. BP neural network is a widely
used type of the ANN. (e structure of a BP neural network
is shown in Figure 1.

In this study, the BP model includes a hidden layer, an
input layer, and an output layer, where the design param-
eters (material properties and structural dimensions) of
drum brake are used for input data, and the natural fre-
quency of the drum brake is used for output data. According
to references [27, 35, 36], the number of neurons in the
hidden layer is calculated as

p �
�����
n � m

√
+ a, (10)

where p is the neuron number of the hidden layer, n is the
neuron number of the input layer, m is the neuron number
of the output layer, and a is an adjusting constant; according
to references [27, 35, 36], the range of a is the integer be-
tween 1 and 10.

(e output model of the hidden layer neuron is com-
puted as

Qj � f  IWij × Xi − bj , (11)

where IW is the weight matrix between the input layer and
the hidden layer, b is the threshold matrix, X is the vector of
input variables, and f () is the neuron transfer function
between the input layer and hidden layer. Logsig and tansig
functions are widely used in the transfer function.

(e output model of the output layer neuron is com-
puted as

Gk � f  LWjk × Qj − bk , (12)

where LW is the weight matrix between the hidden layer and
the output layer, b is the thresholdmatrix, and f is the neuron
transfer function between the hidden layer and output layer.
Purelin function is widely using in the transfer function.

If the difference between the model output value and the
expected value exceeds the expected error value, gradient
search technique is used to adjust the weight and threshold
values, and the output value is recalculated. (is process is
repeated until the difference between the model output value
and expected value is found to be less than the expected error
value.

2.3.2. RBF Neural Network. RBF is a two-layer forward
neural network. (e RBF model includes the input layer,
output layer, and one hidden layer. (e RBF neural network
structure model is shown in Figure 2.

RBF typically uses the Gaussian function. (e activation
function is computed as

G X − aj  � exp −
1

2∗ σ2
X − a

2
j , (13)

where X − aj is the Euclidean norm, aj is the Gaussian
function center, σ is the Gaussian function variance, and j �

1, 2, . . . , p is the hidden layer neuron number.
(e output function of the RBF model is computed as

yk � 

p

j�1
wjk exp −

1
2∗ σ2

X − a
2
j , (14)

where X � (x1, . . . , xi, . . . , xn)T is the input parameters
vector, k � 1, 2, . . . , m is the output layer neuron number,
and wjk is the weight matrix between the hidden layer and
the output layer.

(e variance of basis function is computed as

Σ f Σ f

Σ f Σ f

Σ f Σ f

x1
IW LW

xi

xn

1
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n
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j
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Figure 1: BP neural network.
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σ �
1
s



m

k�1
dk − yk ∗ a

2
j , (15)

where d is the expected output value, and s is the sample
number. RBF has a faster training speed.

2.4. Vibration Reliability Analysis Method of the Drum Brake
Based on ANN-IS. (e ANN-IS method is used to conduct
the drum brake vibration reliability analysis based on the
theory in Section 2.1 using ANN samples of different sizes.
(e steps of the method are given (for a detailed flowchart of
the ANN-IS method, Figure 3.) Pseudocode of the proposed
method can be viewed from the Supplementary Data 1.

(1 )Define the ANN sample data size N0. In this study,
N0 � 100, 200, 300.

(2 )(e design of the experiment method is used to
generate ANN sample points, and FEA is adopted to
obtain the natural frequency of the drum brake at the
training sample points.

(3 )According to the relation criterion in which the
difference between the natural frequency and driving
frequency of the drum brake could not exceed the
specific value, the ANN is used to establish the LSF. In
this study, the specific value is defined 0.1 times of the
natural frequency.

(4 )(e optimization algorithm such as AFOSM is used
to evaluate the most probable point X∗ of the LSF

(5 )(e important sampling density function h(X) is
constructed with the most probable point as the
sampling center

(6 )Define the sample size N1 � 1E + 4. Start iteration
k � 1, according to the important sampling density
function, generate sample point of the input variables
Xk � (x1, x2, . . . , xn).

(7 )Trained ANN is used to calculate the LSF value at the
sample point Xk, and indicator function value IF(Xk)

calculates using equation (7). (e Num1 and Num2
are calculated.

(8 )If the iteration number k � N1, go to step 9. If not,
iteration number k � k + 1, go to step 6.

(9 )(e estimated value of the POF (PF) and COV of the
POF is calculated using equation (8) and equation (9).

3. Numerical Analyses and Results

To evaluate the calculation accuracy and efficiency of the
proposed reliability analysis method, three examples are
used to conduct the reliability analysis including the drum
brake problem and two verification problems from the
reference literature. In this study, BP and RBF neural net-
works are used to establish the LSF, and the same sample
data are used for two neural networks. ANN sample data size
is defined as N0 � 100, 200, 300, and the ANN sample data
are divided into training data and testing data of the ANN
[35–37] where 90% of ANN sample data are used for
training data, and 10% of ANN sample data is used for
testing data. In order to evaluate the error of ANNs more
accurately, the same testing sample data are used to compare
the mean square errors (MSEs) of three ANN sample data
(N0 � 100, 200, 300), in which the testing sample data have
10 sample points.

3.1. Case 1: First Verification Problem. (e LSF with two
random variables is as follows [17]:

G(X) � exp 0.2x1 + 1.4(  − x2, (16)

where X � (x1, x2) is the random variables of standard
normal distribution.

ANN sample data sizes are defined such as
N0 � 100, 200, 300. ANN sample points are generated to
calculate the original LSF values. (e trained ANNs are used
to establish the LSF under three training samples of dif-
ference sizes, respectively. (e same training sample is used
for both RBF and BP. Figure 4 shows the comparison be-
tween the original LSF values and the predicted LSF values
by ANNs. (e maximum error point of the testing sample is
the third sample point.

(e ANN sample sizes are 100, 200, and 300, the mean
square errors (MSEs) of RBF are 4.03E− 7, 9.81 E− 10, and
1.82 E− 10; the MSEs of BP are 6.99E− 6, 1.37E− 6, and
4.44 E− 7, respectively. Figure 5 shows the comparison of the
MSE between RBF and BP.

(e result shows the MSE of RBF is smaller than that of
BP. In addition, the MSE of RBF is already very small for
an ANN sample size of 200. Define the number of samples,
in this study, N1 � 1E + 4. Two ANN-IS methods and
several reliability analysis methods including AFOSM, IS,
BP-MCS, BP-AFOSM, RBF-MCS, and RBF-AFOSM are
used to calculate the reliability indices on training sample
of three difference sizes. (e calculated results are com-
pared with the MCS method. (e result is given in
Tables 1–3 and Figure 6.

(e POF of the MCS, AFOSM, and IS is 3.58E− 04,
4.05 E− 04, and 3.58E− 04, respectively. (e POF of the
RBF-IS method is 3.59 E− 04, 3.59E− 04, and 3.58E− 04,
and the relative errors are 0.3739%, 0.1528%, and 0.0058%,
respectively. (e POF of the BP-IS method is 3.61 E− 04,
3.52 E− 04, and 3.56E− 04, and relative errors are 0.8292%,
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Figure 2: RBF neural network.
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Start

Define the ANN sample data size N0 and generate ANN
sampling point.

ANN is used to establish the LSF and define the specific value ε
G ( f, ω) = | f – ω| ≤ ε

Evaluate the most probable point of the LSF X∗ and
construct the important sampling density function h (X)

Define the sample size N1, k = 0, Num1 = 0 and Num2 = 0

k = k + 1 

According to the h (X), generate the sampling point Xk and
calculate the LSF value G (Xk)

G (Xk) ≤ 0

IF (X) = 1 IF (X) = 0

Num1 = Num1 + IF (X)∗f (X)/h (X)
Num2 = Num2 + IF (X)∗[ f (X)/h (X)]2

k = N1

End

YesNo

No

Yes

P̂F = Num 1/N1, Var [P̂F] ≈ (Num2 – N1 · P̂F
2)/N1 (N1 – 1), Cov [P̂F] = Var[P̂F]/P̂F

Figure 3: (e flowchart of reliability analysis of the drum brake based on the ANN-IS method.
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1.5901%, and 0.4791%, respectively.(e results show that the
POF of the RBF-IS method is closer to that of MCS than that
of the BP-IS method. In addition, the used of number of
samples for RBF-IS is smaller than the ANN-based MCS
method, so that the RBF-IS method has better calculation
efficiency than the ANN-based MCS method.

3.2. Case 2: Second Verification Problem. (e LSF with
random variables is as follows [8]; the mean and standard
deviation of the random variables is given as Table 4.

G(X) � 1 − x5
x4x3

x6x2x7
 x4x2x3 − x1, (17)
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Figure 4: Comparison between the original LSF values and the predicted LSF values by ANNs. (a) (e LSF value at testing sample for an
ANN sample size of 100. (b) (e LSF value of the third testing sample point relative to change in the ANN sample data size.
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Figure 5: Comparison the change of MSE between RBF and BP as the ANN sample data size change.
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Table 1: Comparison of the reliability index and POF from different reliability analysis methods with an ANN sample size of 100.

Method Reliability index POF Number of samples (N1) Relative error (%)
MCS 3.3834 3.58E− 04 1E+ 7 —
AFOSM 3.3497 4.05E− 04 — 12.989
IS 3.3833 3.58E− 04 1E+ 4 0.0146
BP-MCS 3.3751 3.69E− 04 1E+ 7 3.0726
BP-AFOSM 3.3523 4.01 E− 04 — 11.914
BP-IS 3.3811 3.61 E− 04 1E+ 4 0.8292
RBF-MCS 3.3919 3.47E− 04 1E+ 7 3.0726
RBF-AFOSM 3.3531 3.99E− 04 — 11.617
RBF-IS 3.3824 3.59E− 04 1E+ 4 0.3739

Table 2: Comparison of the reliability index and POF from different reliability analysis methods with an ANN sample size of 200.

Method Reliability index POF Number of samples (N1) Relative error (%)
MCS 3.3834 3.58E− 04 1E+ 7 —
AFOSM 3.3497 4.05E− 04 — 12.989
IS 3.3833 3.58E− 04 1E+ 4 0.0146
BP-MCS 3.3803 3.62E− 04 1E+ 7 1.1173
BP-AFOSM 3.3482 4.07E− 04 — 13.607
BP-IS 3.3878 3.52E− 04 1E+ 4 1.5901
RBF-MCS 3.3872 3.53E− 04 1E+ 7 1.3966
RBF-AFOSM 3.3501 4.04E− 04 — 12.804
RBF-IS 3.3829 3.59E− 04 1E+ 4 0.1528

Table 3: Comparison of the reliability index and POF from different reliability analysis methods with an ANN sample size of 300.

Method Reliability index POF Number of samples (N1) Relative error (%)
MCS 3.3834 3.58E− 04 1E+ 7 —
AFOSM 3.3497 4.05E− 04 — 12.989
IS 3.3833 3.58E− 04 1E+ 4 0.0146
BP-MCS 3.3826 3.59E− 04 1E+ 7 0.2793
BP-AFOSM 3.3491 4.05E− 04 — 13.251
BP-IS 3.3847 3.56E− 04 1E+ 4 0.4791
RBF-MCS 3.3841 3.57E− 04 1E+ 7 0.2793
RBF-AFOSM 3.3497 4.05E− 04 — 13.001
RBF-IS 3.3834 3.58E− 04 1E+ 4 0.0058
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Figure 6: Comparison of the POF between ANN-IS (RBF-IS and BP-IS) and various other methods relative to ANN sample data size.
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where X � (x1, x2, x3, x4, x5, x6, x7) is the random variable
of the normal distribution.

For Case 2, we use the same ANN sample data sizes used
in Case 1. (e trained RBF and BP are used to establish the
LSF on the training samples of three difference sizes, re-
spectively. Figure 7 shows the comparison between the
original LSF values and the predicted LSF values by ANNs.

(e MSEs of RBF are 1.72E− 10, 2.55E− 11, and
1.49E− 11; the MSEs of BP are 5.88 E− 10, 1.59E− 10, and
2.52E− 11, respectively. Figure 8 shows the comparison of
the MSE between RBF and BP.

(e MSEs of RBF are the smaller than that of BP. Two
ANN-IS methods and several reliability analysis methods
including AFOSM, IS, BP-MCS, BP-AFOSM, RBF-MCS,
and RBF-AFOSM are used to calculate the reliability indices
on training samples of three difference sizes. (e calculated
results are compared with the MCS method. (e result is
given in Tables 5–7 and Figure 9.

(e POF of the MCS, AFOSM, and IS is 3.383 E− 04,
3.211E− 04, and 3.368E− 04, respectively. (e number of
samples for MCS method is 1.0 E+ 7 and that of ANN-based
MCS is 1.0E+ 6. (e POF of the RBF-IS method is
3.378 E− 04, 3.382 E− 04, and 3.383E− 04, and relative er-
rors are 0.1546%, 0.0279%, and 0.0136%, respectively. (e
POF of the BP-IS method is 3.356E− 04, 3.391E− 04, and
3.381E− 04, and relative errors are 0.8020%, 0.3194%, and
0.0645%, respectively. (e results of two verification
problems show that the POF of the RBF-IS method is closer
to that of the MCSmethod than that of the BP-IS method. In
addition, the number of samples used for the RBF-IS method
is smaller than that used for the ANN-based MCS method,
demonstrating that the RBF-IS method offers better cal-
culation efficiency than does the ANN-based MCS method.
(rough two verification problems, the calculation accuracy
and efficiency of the proposed method are verified. (ere-
fore, the proposed method is applied to the reliability
analysis of the drum brake.

3.3. Application Problem: Vibration Reliability Analysis of the
Drum Brake. Resonance will occur when the driving fre-
quency is close to the natural frequency of the brake, and the
resonance will cause fatigue damage to the brakes and other
components and that may lead to failure of the braking
system. In this study, the vibration reliability problem of the
drum brake including random parameters is researched.(e
material properties and structural dimensions of drum
brakes are random due to the influence of technical con-
ditions, manufacturing and installation errors,

manufacturing environment, and material characteristics.
Assuming that the design parameters all obey the normal
distribution, the coefficients of variation of the material
properties and structural dimensions are determined to be
0.05 and 0.005. In this study, the density (Dd), the elastic
modulus (Ed), and Poisson’s ratio (Pd) of the brake drum; the
density (Ds), the elastic modulus (Es), and Poisson’s ratio
(Ps) of the friction plate; the density (Dp), the elastic modulus
(Ep), and Poisson’s ratio (Pp) of the brake shoe; width of the
brake drum (Wd), the brake shoe (Ws), and the friction plate
(Wp); and the initial angle (θ1) and envelop angle (θ2) of the
friction plate are taken as design parameters.

In order to reduce the calculation workload, sensitivity
analysis of the design parameters is conducted [15, 35]. (en
the “Six sigma analysis” module in the Workbench software
is used to conduct the sensitivity analysis on the design
parameters of the drum brake. Design of the experiment
method is used to generate 50 sample points, and then,
modal analysis is conducted to obtain the influence degree of
the design parameters on the natural frequency of drum
brakes. Figure 10 shows the result of the sensitivity analysis.

Based on the sensitivity analysis results, in order to
reduce the calculation workload, the parameters that have
little influence on the natural frequency of the brake were
screened. Finally, nine parameters were selected as design
parameters. (e mean and standard deviation of the design
parameters is given in Table 8.

According to the theory of Section 2.1, the LSF of the
vibration reliability on the drum brake is as

G(X) � |f(X) − ω|< ε, (18)

where X � (x1, x2, x3, x4, x5, x6, x7, x8, x9) is the design
parameters of the drum brake, and the design parameters are
random; f(X) is the natural frequency of the drum brake; ω
is the driving frequency of the drum brake and is the 51Hz in
this study; and the specified range ε is 0.1 times of the natural
frequency.

Figure 11 shows the FEA result at the mean value of the
random parameters.

(e ANN sample data sizes are defined such as
N0 � 100, 200, 300, and the design of the experiment
method is used to generate training sample points, re-
spectively. FEA is adopted to obtain the natural frequency of
drum brake at the training sample points. (e ANN sample
data can be viewed from the Supplemental Data 2. Trained
RBF and BP are used to establish the LSF, respectively.
Figure 12 shows the comparison between the FEA values and
the predicted LSF values by ANNs.

Table 4: (e mean and standard deviation of the random variables.

Variables Mean Standard deviation Distribution
x1 0.01 0.003 Normal
x2 0.3 0.015 Normal
x3 360 36 Normal
x4 2.26E− 4 1.13E− 5 Normal
x5 0.5 0.05 Normal
x6 0.12 0.006 Normal
x7 40 6 Normal
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(e MSEs of RBF are 2.76 E− 5, 3.95 E− 6, and
1.79E− 6; the MSEs of BP are 1.05E− 4, 2.28E− 5, and
4.19E− 6, respectively. Figure 13 shows the comparison the
MSE between RBF and BP.

Two ANN-IS methods are used to calculate the reliability
indices on training samples of three difference sizes and are
compared with ANN-based several reliability analysis
methods such as BP-MCS, BP-AFOSM, RBF-MCS, and
RBF-AFOSM.(e calculated results are given in Tables 9–11
and Figure 14.
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Figure 7: Comparison between the original LSF values and the predicted LSF values by ANNs. (a) (e LSF value at testing sample for an
ANN sample size of 100. (b) (e LSF value of the sixth testing sample point relative to change in the ANN sample data size.
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Figure 8: Comparison the change of MSE between RBF and BP as
the ANN sample data size change.

Table 5: Comparison of the reliability index and POF from dif-
ferent reliability analysis methods with an ANN sample size of 100.

Method Reliability
index POF Number of

samples (N1)
Relative
error (%)

MCS 3.3989 3.383 E− 04 1E+ 7 —
AFOSM 3.4131 3.211E− 04 — 5.0750
IS 3.4001 3.368 E− 04 1E+ 4 0.4570
BP-MCS 3.3970 3.406 E− 04 1E+ 7 0.6799
BP-
AFOSM 3.4117 3.228 E− 04 — 4.5786

BP-IS 3.4011 3.356 E− 04 1E+ 4 0.8020
RBF-
MCS 3.3978 3.390 E− 04 1E+ 7 0.2069

RBF-
AFOSM 3.4163 3.174E− 04 — 6.1779

RBF-IS 3.3993 3.378 E− 04 1E+ 4 0.1546

Table 6: Comparison of the reliability index and POF from dif-
ferent reliability analysis methods with an ANN sample size of 200.

Method Reliability
index POF Number of

samples (N1)
Relative
error (%)

MCS 3.3989 3.383 E− 04 1E+ 7 —
AFOSM 3.4131 3.211E− 04 — 5.0750
IS 3.4001 3.368 E− 04 1E+ 4 0.4570
BP-MCS 3.3987 3.385 E− 04 1E+ 7 0.0591
BP-
AFOSM 3.4125 3.218E− 04 — 4.8719

BP-IS 3.3983 3.391E− 04 1E+ 4 0.2310
RBF-
MCS 3.3991 3.380 E− 04 1E+ 7 0.0887

RBF-
AFOSM 3.4127 3.217E− 04 — 4.9172

RBF-IS 3.3989 3.382 E− 04 1E+ 4 0.0279
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(e POF of the RBF-IS method is 1.184E− 04,
1.185E− 04, and 1.184 E− 04 and that of the BP-IS method is
1.187E− 04, 1.185E− 04, and 1.184E− 04, respectively. (e
results show that the COV (POF) values of different methods
are less than 3E− 2, and the calculated results from different
reliability analysis methods are basically consistent.(e POF
of the RBF-IS method relative to change ANN sample data
size is smaller than those of other methods. In addition, the
ANN-IS method has better calculation efficiency than the
ANN-based MCS method from number of samples. (e
number of samples of the ANN-based MCS method is
1 E+ 7 and that of the ANN-IS method is 1 E+ 4.

4. Discussion and Conclusions

(is research evaluated the calculation accuracy and effi-
ciency of the ANN-IS method on reliability of structures
such as drum brakes. By analyzing the results of two numeric
verification problems and the drum brake vibration reli-
ability problem, we arrive at the following conclusions.

First, the result of the RBF-IS method is closer to that of
the MCS method than is the BP-IS method result. After
reviewing the results of two numeric verification problems,
the results calculated from the MCS method are found to be
consistent with reference MCS results. (e relative errors of
the RBF-IS method for the two numeric verification
problems are 0.0058% and 0.0136%, respectively, which are
smaller than the results from other methods for the same
ANN sample size.

Table 7: Comparison of the reliability index and POF from different reliability analysis methods with an ANN sample size of 300.

Method Reliability index POF Number of samples (N1) Relative error (%)
MCS 3.3989 3.383E− 04 1E+ 7 —
AFOSM 3.4131 3.211 E− 04 — 5.0750
IS 3.4001 3.368E− 04 1E+ 4 0.4570
BP-MCS 3.3991 3.381 E− 04 1E+ 7 0.0591
BP-AFOSM 3.4129 3.213 E− 04 — 5.0216
BP-IS 3.3991 3.381 E− 04 1E+ 4 0.0645
RBF-MCS 3.3989 3.382E− 04 1E+ 7 0.0296
RBF-AFOSM 3.4129 3.214 E− 04 — 4.9997
RBF-IS 3.3989 3.383E− 04 1E+ 4 0.0136

θ1 θ2Dp EpPsDs EsEd PdDd WpPp Wd Ws

Design parameters

–0.8

–0.6

–0.4

–0.2

0.0

0.2

0.4

Se
ns

iti
vi

tie
s

Figure 10: (e result of sensitivity analysis.

MCS
RBF-MCS
RBF-IS

BP-MCS
BP-IS

150 200 250 300100
ANN training sample

3.34E – 04

3.36E – 04

3.38E – 04

3.40E – 04

Pr
ob

ab
ili

ty
 o

f f
ai

lu
re

Figure 9: Comparison of the POF between ANN-IS (RBF-IS and
BP-IS) and various other methods relative to ANN sample data
size.

Table 8: (e mean and standard deviation of the design
parameters.

Design
parameters Mean Standard

deviation Distribution Units

x1 (Dd) 7330 366.5 Normal kg/m3

x2 (Ed) 1.48E+ 5 7400 Normal MPa
x3 (Pd) 0.31 0.0155 Normal —
x4 (Ds) 2540 127 Normal kg/m3

x5 (Es) 1.0E+ 5 5000 Normal MPa
x6 (Ps) 0.25 0.0125 Normal —
x7 (Dp) 7100 355 Normal kg/m3

x8 (Ep) 7.252E+ 4 3626 Normal MPa
x9 (Pp) 0.32 0.016 Normal —
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Second, the RBF-IS method has a better calculation
efficiency than the other methods used in this study.
(rough numeric analysis, find that use of the RBF-IS
method results in smaller changes to the POF as the ANN
sample size changes than when other methods are used.
Additionally, the POF of the RBF-IS method at an ANN
sample size of 200 is found to be closer to that of the MCS
method than those of other methods (including BP-IS) at an
ANN sample data size of 300. For reliability of structures

such as drum brake, the time required for the FEA increases
with both the ANN sample size and the complexity of the
structural model. Since the RBF-IS method can use a smaller
ANN sample size than other methods while still main
training good calculation accuracy, the required calculation
time of the RBF-IS method is smaller than those of other
methods (including BP-IS). Finally, the number of samples
used by the RBF-IS method is 1 E+ 4 and those used by the
ANN-based MCS method is 1E+ 7. (is indicates that the
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Figure 11: (e FEA result of the drum brake model. (a) (e mesh of the drum brake model. (b) (e natural frequency of the drum brake.
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Figure 12: Comparison between the FEA values and the predicted LSF values by ANNs. (a) (e LSF value at testing sample for an ANN
sample size of 100. (b) (e LSF value of the first testing sample point relative to change in the ANN sample data size.
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Figure 13: Comparison of the change of MSE between RBF and BP as the ANN sample data size change.

Table 9: Comparison of the reliability index and POF from different reliability analysis methods with an ANN sample size of 100.

Method Reliability index POF Number of samples (N1) COV (POF)
BP-MCS 3.6768 1.181E− 04 1 E+ 7 2.910E− 02
BP-AFOSM 3.7002 1.077E− 04 — —
BP-IS 3.6756 1.187E− 04 1 E+ 4 2.164E− 02
RBF-MCS 3.6768 1.181E− 04 1 E+ 7 2.910E− 02
RBF-AFOSM 3.6779 1.176E− 04 — —
RBF-IS 3.6762 1.184E− 04 1 E+ 4 2.176E− 02

Table 10: Comparison of the reliability index and POF from different reliability analysis methods with an ANN sample size of 200.

Method Reliability index POF Number of samples (N1) COV (POF)
BP-MCS 3.6766 1.182E− 04 1 E+ 7 2.908E− 02
BP-AFOSM 3.7011 1.073E− 04 — —
BP-IS 3.6759 1.185E− 04 1 E+ 4 2.230E− 02
RBF-MCS 3.6763 1.183E− 04 1 E+ 7 2.901E− 02
RBF-AFOSM 3.6983 1.085E− 04 — —
RBF-IS 3.6760 1.185E− 04 1 E+ 4 2.194E− 02

Table 11: Comparison of the reliability index and POF from different reliability analysis methods with an ANN sample size of 300.

Method Reliability index POF Number of samples (N1) COV (POF)
BP-MCS 3.6761 1.184E− 04 1 E+ 7 2.906E− 02
BP-AFOSM 3.7020 1.069E− 04 — —
BP-IS 3.6762 1.184E− 04 1 E+ 4 2.218E− 02
RBF-MCS 3.6761 1.184E− 04 1 E+ 7 2.906E− 02
RBF-AFOSM 3.7040 1.061E− 04 — —
RBF-IS 3.6761 1.184E− 04 1 E+ 4 2.226E− 02
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RBF-IS method offers a better calculation efficiency than the
ANN-based MCS method.

(e disadvantage of the RBF-IS method is that an op-
timization algorithm such as AFOSM is required to calculate
the most probable point of the LSF, which requires the
explicit form of the LSF to be known in advance.

Based on this research, find that the RBF-IS method is
well suited to reliability problems such as the drum brake
vibration reliability problem.

Data Availability

(e datasets used to support the findings of this research are
included within the Supplementary Materials.

Additional Points

In this study, according to the theory of the vibration re-
liability analysis, the ANN-IS method is used to conduct the
vibration reliability analysis on the drum brake. In addition,
the calculation results of two ANN-IS methods (RBF-IS and
BP-IS) are compared for structure reliability problems. (is
research demonstrates that the RBF-IS method is well suited
to structure reliability problems such as the drum brake
vibration reliability problem.
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Artificial intelligence (AI) techniques in general and convolutional neural networks (CNNs) in particular have attained successful
results in medical image analysis and classification. A deep CNN architecture has been proposed in this paper for the diagnosis of
COVID-19 based on the chest X-ray image classification. Due to the nonavailability of sufficient-size and good-quality chest X-ray
image dataset, an effective and accurate CNN classification was a challenge. To deal with these complexities such as the availability
of a very-small-sized and imbalanced dataset with image-quality issues, the dataset has been preprocessed in different phases using
different techniques to achieve an effective training dataset for the proposed CNN model to attain its best performance. )e
preprocessing stages of the datasets performed in this study include dataset balancing, medical experts’ image analysis, and data
augmentation.)e experimental results have shown the overall accuracy as high as 99.5% which demonstrates the good capability
of the proposed CNN model in the current application domain. )e CNN model has been tested in two scenarios. In the first
scenario, the model has been tested using the 100 X-ray images of the original processed dataset which achieved an accuracy of
100%. In the second scenario, the model has been tested using an independent dataset of COVID-19 X-ray images. )e per-
formance in this test scenario was as high as 99.5%. To further prove that the proposed model outperforms other models, a
comparative analysis has been done with some of the machine learning algorithms. )e proposed model has outperformed all the
models generally and specifically when the model testing was done using an independent testing set.

1. Introduction

)e virus called the severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2) had been discovered in late
2019. )e virus which originated in China became a cause of
a disease known as Corona Virus Disease 2019 or COVID-
19. )e World Health Organization (WHO) declared the
disease as a pandemic in March 2020 [1, 2]. According to the
reports issued and updated by global healthcare authorities

and state governments, the pandemic affected millions of
people globally. )e most serious illness caused by COVID-
19 is related to the lungs such as pneumonia. )e symptoms
of the disease can vary and include dyspnea, high fever,
runny nose, and cough. )ese cases can most commonly be
diagnosed using chest X-ray imaging analysis for the ab-
normalities [3].

X-radiation or X-ray is an electromagnetic form of
penetrating radiation. )ese radiations are passed through
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the desired human body parts to create images of internal
details of the body part. )e X-ray image is a representation
of the internal body parts in black and white shades. X-ray is
one of the oldest and commonly used medical diagnosis
tests. Chest X-ray is used to diagnose the chest-related
diseases like pneumonia and other lung diseases [4], as it
provides the image of the thoracic cavity, consisting of the
chest and spine bones along with the soft organs including
the lungs, blood vessels, and airways. )e X-ray imaging
technique provides numerous advantages as an alternative
diagnosis procedure for COVID-19 over other testing
procedures. )ese benefits include its low cost, the vast
availability of X-ray facilities, noninvasiveness, less time
consumption, and device affordability. )us, X-ray imaging
may be considered a better candidate for the mass, easy, and
quick diagnosis procedure for a pandemic like COVID-19
considering the current global healthcare crisis.

Deep learning and ANNs have endorsed an exponential
research focus over the last decade. )e deep ANNs have
outperformed other conventional models on many essential
benchmarks. )us, ANNs have generally proved to be the
state-of-the-art technology across a wide range of applica-
tion areas, including NLP, speech recognition, image pro-
cessing, biological sciences, and other commercial as well as
academic areas. )e advancement of ANNs has massive
potential in healthcare applications, specifically in medical
data analysis, diagnosis through medical image processing,
and analysis. As seen in recent times, various parts of the
world face the healthcare crisis both in terms of the needed
number of healthcare professionals and testing equipment.
Considering the present pandemic situation, there is an
appurtenant relationship between the detection of COVID-
19 cases and chest X-ray image analysis and classification. In
this work, an automatic diagnostic system has been devel-
oped using CNN which uses chest X-ray analysis results to
diagnose whether a person is COVID-19-affected or normal.
Preliminary analysis of this study has shown promising
results in terms of its accuracy and other performance
parameters to diagnose the disease in a cost-effective and
time-efficient manner. )is study used CNN with extra
layers to improve the COVID-19 X-ray image classification
accuracy. In neural networks, the CNN structure is specially
designed to process the two-dimensional image tasks al-
though it can also be used in one- and three-dimensional
data. CNN is a type of DNN, inspired by the visual system of
the human brain, and is most commonly used in the analysis
of visual imagery. To train the CNN model, first, the dataset
has been obtained from GitHub [5]. Since the dataset ob-
tained for training the model was very small in size and
imbalanced, to solve the problem of having very-limited-
sized X-ray image dataset, it has been extended using data
augmentation techniques to increase its size and also to
make the model training feature rich. Image flipping and
rotation at different angles have been used to generate more
data. For dataset balancing in terms of proportion of images
with different class labels, the dataset has been further ex-
tended with some more image instances of the minority
class. After data augmentation and dataset balancing, the
CNNmodel has been trained using a total of 800 images (400

COVID-19 and 400 normal) and then the model has been
tested by using a test set. )e CNN model performance
evaluation has then been done using different performance
metrics. )ese metrics include accuracy, precision, sensi-
tivity, specificity, ROC AUC, and F1 score. Later, the pro-
posed CNNmodel has also been tested using an independent
dataset obtained from the IEEE data port [6] for indepen-
dent validation of the proposed CNN model. Various ma-
chine learning models have also been used for the
comparative performance analysis in comparison with the
proposed CNN model to show its significance over these
models.

)e following are some of the key findings of this study:

(i) CNN with extra convolutional layers (e.g., six layers
have been used in the CNN proposed in this study)
performs best in COVID-19 diagnosis

(ii) CNN models require a sufficient amount of images
for efficient and more accurate image classification

(iii) Data augmentation techniques are very effective to
improve the CNN model performance remarkably
by generating more data from an existing limited-
size dataset

(iv) Data augmentation is also effective in image clas-
sification as it gives the ability of invariance to
CNNs

(v) )e proposed CNN model performance has been
proved statistically significant in the performance of
other ML models

(vi) CNN-based diagnosis using X-ray imaging can be
very effective for medical sector to handle the mass
testing situations in pandemics like COVID-19

)e rest of the paper is divided into various sections.
Section 2 constitutes the related work. Section 3 presents the
workflow. Section 4 contains the materials and methods
used. Section 5 describes the results of the study and dis-
cussion, and in the end, Section 6 presents the conclusion.

2. Related Work

Deep learning has shown a dramatic increase in the medical
applications in general and specifically in medical image-
based diagnosis. Deep learning models performed promi-
nently in computer vision problems related to medical image
analysis. )e ANNs outperformed other conventional
models and methods of image analysis [7, 8]. Due to the very
promising results provided by CNNs in medical image
analysis and classification, they are considered as de facto
standard in this domain [9, 10]. CNN has been used for a
variety of classification tasks related to medical diagnosis
such as lung disease [10], detection of malarial parasite in
images of thin blood smear [11], breast cancer detection [12],
wireless endoscopy images [13], interstitial lung disease [14],
CAD-based diagnosis in chest radiography [15], diagnosis of
skin cancer by classification [16], and automatic diagnosis of
various chest diseases using chest X-ray image classification
[17]. Since the emergence of COVID-19 in December 2019,
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numerous researchers are engaged with the experimentation
and research activities related to diagnosis, treatment, and
management of COVID-19.

Researchers in [18] have reported the significance of the
applicability of AI methods in image analysis for the de-
tection and management of COVID-19 cases. COVID-19
detection can be done accurately using deep learning
models’ analysis of pulmonary CT [18]. Researchers in [19]
have designed an open-source COVID-19 diagnosis system
based on a deep CNN. In this study, tailored deep CNN
design has been reported for the detection of COVID-19
patients using X-ray images. Another significant study has
reported on the X-ray dataset comprising X-ray images
belonging to common pneumonia patients, COVID-19
patients, and people with no disease[20]. )e study uses the
state-of-the-art CNN architectures for the automatic de-
tection of patients with COVID-19. Transfer learning has
achieved a promising accuracy of 97.82% in COVID-19
detection in this study. Another recent and relevant study
has been conducted on validation and adaptability of De-
compose-, Transfer-, and Compose-type deep CNN for
COVID-19 detection using chest X-ray image classification
[21]. )e authors have reported the results of the study with
an accuracy of 95.12%, sensitivity of 97.91%, and specificity
of 91.87%.

Having reviewed the relevant and recent research work
on the design, development, and possible applicability of
CNNs in COVID-19 detection using medical images, par-
ticularly X-ray images, due to the availability of a very less
amount of X-ray images of COVID-19 patients and the poor
quality of some images in the dataset, the accuracy of the
models was affected. )is study is particularly focused on
dataset preprocessing to fine-tune it, data augmentation, and
design of a CNN with extra layers to increase further the
performance of the COVID-19 diagnosis using CNNs as
described in subsequent sections.

3. Workflow

As illustrated in Figure 1, the workflow of this study begins
with collection of primary dataset containing two image
classes: one class belonged to chest X-rays of COVID-19-
confirmed cases and the other class of images belonged to
the normal people without the disease. In the next phase of
the study, the concerned medical professionals analysed the
dataset and removed some of the X-ray images which were
not clear in terms of quality and diagnostic parameters.
Hence, the resulted dataset was very clean, as each X-ray
image was of good quality as well as clear in terms of sig-
nificant diagnostic parameters according to their expertise.
In the third phase, the dataset was augmented using standard
augmentation techniques to increase its size. )e resulted
dataset was used to train the model in the next phase. After
training, the model was tested for its performance in the
disease detection. )e testing of proposed CNN model has
been done using test dataset held from the primary dataset as
well as using the independent validation dataset. Table 1
contains the details of datasets including the total number of

X-ray images in training set, testing set, validation set, and
the proportion of X-ray images in the two prediction classes.

4. Materials and Methods

4.1. Dataset. In the experiments of this study, a primary
dataset containing 178 X-ray images has been used as a base
dataset. Of 178 images, 136 X-ray images belonged to
confirmed COVID-19 patients and other 42 images
belonged to normal or people with other diseases like
pneumonia. )e dataset used is available on GitHub [5]. )e
basic dataset consists of two classes of COVID-19 with 136
samples and others with 42 samples. )us, the dataset was
imbalanced and needed preprocessing to achieve promising
results. As a first attempt, CNN was trained on the given
original dataset and around 54% accuracy was achieved,
which was not worthy of the current application domain.
)e main dataset sources used in this study are enlisted as
follows:

(i) Primary chest X-ray image dataset of COVID-19
patients collected from GitHub. )e dataset has
been collected by the University of Montreal’s
Ethics Committee no. CERSES-20-058-D from
different hospitals and clinics [5].

(ii) For dataset balancing, a collection of chest X-ray
images were collected from Kaggle [22].

(iii) Independent validation dataset containing a col-
lection of 100 COVID-19 X-ray images for the real-
world testing of the proposed CNN was collected
from IEEE DataPort [6].

)e experiments have been conducted using Core i7 7th-
generation machine with 8GB RAM,Microsoft Windows 10
platform using Python language with Anaconda 3 software
and Jupyter Notebook.

4.2. Dataset Preprocessing

4.2.1. Balancing Dataset Classes. To balance the given
dataset, in order to improve the performance of the pro-
posed CNNmodels in the detection of COVID-19 cases, 136
normal chest X-ray images have been used. )ese concat-
enated extra X-ray images were downloaded from Kaggle
[22]. After balancing the dataset when the models have been
trained again on the resulted dataset, the accuracy of the
given CNN models was improved to 69%. Still, the per-
formance given by the models in terms of accuracy and other
measures was not justified as an effective system for COVID-
19 detection.

4.2.2. Analysis of X-Ray Images by Medical Experts. A deep
analysis was done on the X-ray images bymedical specialists.
Out of 135 X-ray images of confirmed COVID-19 patients,
only a set of 90 X-ray images was selected as a perfect
candidate to train the models. )e resulted dataset now was
reduced to 90 COVID-19-confirmed cases and 90 normal
X-ray images.)e resulted dataset was again used in training
the proposed CNN model; there was again an improvement
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in the performance of the model. Specifically, the accuracy
was increased to 72% in the given scenario. Still, because the
dataset was not containing a sufficient number of images for
an effective training, there was not a significant increase in
the accuracy and other performance metrics.

4.2.3. Data Augmentation. Data augmentation is a tech-
nique that can significantly increase the data instances of a
dataset to train a model [23]. In the case of image datasets,
the technique uses the basic image processing operations,
such as flipping, rotating, cropping, or padding for aug-
mentation. )e dataset is then extended by these trans-
formed images resulted from the existing image set, which
increases the size of dataset to train the neural networks [24].
To solve the problem of the availability of a small size dataset
that was affecting the performance of the proposed CNN, the
data augmentation method has been used in this study. )is
technique increased the size of the dataset; in addition, it
provides more learning features to the learning model. Two
image processing operations, flipping and rotation, have
been used in this study for data augmentation. In the first
phase of data augmentation, the 90 X-ray images have been
flipped to get extra 90 images. )e resulted dataset was
increased to contain 180 images after applying this

operation. In the second phase, the original 90 images have
further been rotated by 90°angle to get 90 more images and
then rotated by 180°angle to get 90 more images, and finally,
the original 90 images were further rotated by 270°angle to
get more 90 images. )ese operations resulted in a dataset
containing 450 COVID-19 X-ray images. Table 2 shows the
image processing operations performed on the image types
and corresponding count of images resulted from the op-
eration. Figure 2 shows the effect of augmentation tech-
niques applied to the original sample image of the dataset
used in this study.

4.3. Convolutional Neural Networks (CNNs). )e CNNs are
inspired by visual system of human brain. )e idea behind
the CNNs thus is to make the computers capable of viewing
the world as humans view it. )is way CNNs can be used in
the fields of image recognition and analysis, image classi-
fication, and natural language processing [25]. CNN is a type
of deep neural networks which contain the convolutional,
max pooling, and nonlinear activation layers. )e con-
volutional layer, considered as a main layer of a CNN,
performs the operation called “convolution” that gives CNN
its name. Kernels in the convolutional layer are applied to
the layer inputs. All the outputs of the convolutional layers

Table 1: Dataset image count for training and testing.

Dataset COVID-19 images Normal images Total images
Total data 450 450 900
Training data 400 400 800
Testing data 50 50 100
Independent validation data 100 100 200

X-ray of COVID-19 patient  COVID-19 patients’ X-ray dataset Radiologist finds more accurate
images containing COVID-19

COVID-19

COVID-19

Normal

ModelModel
training

Data
augmentation prediction

Trained
model

Normal

X-ray images for testing without labels

Figure 1: System development workflow.
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are convolved as a feature map. In this study, the Rectified
Linear Unit (ReLU) has been used in the activation function
with a convolutional layer which is helpful to increase the
nonlinearity in input image, as the images are fundamentally
nonlinear in nature. )us, CNN with ReLU in the current
scenario is easier and faster. Since the ReLU is zero for all
negative inputs, it can be defined as

z � max(0, i). (1)

Here, the function implies that the output z is zero for all
negative value and positive value remains the constant as
shown in Figure 3.

)e pooling layer or subsampling layer is also an im-
portant building block of CNN. On each feature map
extracted through the convolution layer, the pooling layer
operates independently. To minimize overfitting and the
number of extracted features, it decreases the spatial size of
the feature map and returns the important features. Pooling
can be the max, average, and sum in the CNN model. In this
study, max pooling has been used because others may not
identify the sharp features easily as compared to max
pooling. In addition, the batch normalization layer has been
used in this study as it involved the training of a very deep
neural network. So the technique adjusts the scaling and
activation to normalize the input layer and speed up the
learning procedure between hidden units. )e dropout layer
with a 20% dropout rate has also been used, which drops the
neurons during the training chosen at random to reduce the
overfitting problem. Towards the last stage of the CNN used
in the study, there is a flatting layer to convert the output of
convolutional layers into a single-dimensional feature vec-
tor. In other words, the flattening layer arranges all the pixel
data output produced by convolutional layers in one vector.
After flattening, the vector data is given as an input to the
next layers of the CNN called fully connected layers or dense
layers. In a fully connected layer, each neuron of the previous
layer is directly connected to each of the neurons in its next
layer. )e main functionality of dense layers is to take
flattened output results from the convolution and pooling
layers and as input and classify the image to a specific class
label. Each value of the flattened feature set represents the
probability of a feature belonging to a specific class. )us, on
the basis of these probabilities, the fully connected network
with dense layers finally drives the classification decision.

4.3.1. .e Proposed CNN Architecture. )e proposed CNN
model consists of 38 layers in which 6 are convolutional
(Conv2D), 6 max pooling layers, 6 dropout layers, 8

activation function layers, 8 batch normalization layers, 1
flatten layer, and 3 fully connected layers; CNN model input
image shape is (150, 150, 3), i.e., 150-by-150 RGB image. In
all Con2D layers, a 3× 3 size kernel has been used but the
filter size after every two Con2D layers increases. At the 1st
and 2nd layers of Con2D, 64 filters have been used to learn
from input and the 3rd and 4th layers of Con2D use 128
filters, and at the 5th and 6th layers, 256 filters have been
used. After each Con2D layer, the max pooling layer with
2× 2 pooling size has been used, the batch normalization
layer has been used with the axis� −1 argument, the acti-
vation layer has been used with the ReLU function, and the
dropout layer has been used with 20% dropout rate. )e
output of 256 output neurons of the final Con2D layer is
followed by max pooling, batch normalization, activation,
and dropout layer. Since the final pooling and convolutional
layer gives a three-dimensional matrix as output, to flatten
the matrix, a flattening layer has been used which converts
them into a vector that will be input for 3 dense layers.

)is study uses CNN for binary classification; that is the
reason for using the binary crossentropy (BCE) loss func-
tion. In binary classification since only one output node is
needed to classify the data to one of the two given classes, so
in the case of BCE loss function, the output value is being
given to a sigmoid activation function. )e output given by
the sigmoid activation function lies between 0 and 1. It finds
the error between the predicted class and the actual class.
)e “Adam” optimizer has been used which changes the
attribute weight and learning rate to reduce the loss of the
learning model. )e model parameter values are given in
Table 3, and the model architecture is given in Figure 4.
During the initial experiments, the CNN has been used with
different configurations in terms of the usage of number of
convolution layers in the model. )e decision of how many
convolution layers used in the model was made by using an
incremental approach. First, the CNN was tested using only
one convolutional layer and the results were analysed. )en,
the CNN was built with two layers and results were analysed
and so on. )e approach had been continued till the results
provided by the model were accurate and effective. )e final
model which was very feasible according to its results
consisted of six convolution layers. )e results of each in-
crement of the model have been reported in the Results
section.

5. Results and Discussion

After preprocessing of the dataset, the final dataset consisted
of a total of 900 X-ray images. For training and testing the
proposed CNN, the dataset was partitioned into two subsets.
)e training dataset contained 400 COVID-19 X-ray images
and 400 normal X-ray images, making a total of 800 X-ray
images. )e testing dataset similarly contained 100 X-ray
images, in which 50 X-ray images were from each class
COVID-19 positive and normal. )en, the training subset
containing 800 X-ray images has been passed to the model
with 25% validation size. So, out of 800 X-ray images, with
each epoch, 600 X-ray images train the model, and 200 X-ray
Images validate the model. As mentioned in the proposed

Table 2: COVID-19 image count after data augmentation.

Image type Count
Original 90
Original flipped 90
Original with a 90-degree rotation 90
Original with 180-degree rotation 90
Original with 270-degree rotation 90
Total 450
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architecture of the CNN model, it consisted of 38 layers in
which 6 are convolutional, 6 max pooling layers, 6 dropout
layers, 8 activation function layers, 8 batch normalization
layers, 1 flattening layer, and 3 fully connected layers. )e
CNN model thus achieved an extraordinary performance
with an accuracy of 100% with the test data subset used from
the processed dataset of this study with a precision of 1.0,
with the model parameter values given in Table 3. To
evaluate the overall performance, in addition to accuracy,
other important metrics have been adopted in this study
including F1 score, precision, sensitivity, specificity, and
ROC AUC. )e scores of these parameters are reported in
Table 4.

)e confusion matrix of the model is shown in Figure 5.
Figures 6 and 7 show the curve of accuracy and loss between
training and testing, respectively. According to the confu-
sion matrix, the CNN model test uses the 100 X-ray images
from the GitHub dataset, where 50 images belong to the
COVID-19 class and 50 to the normal images. )e CNN
model shows significant performance on testing and predicts
all 100 images correctly with 0% error rate as reported in the
confusion matrix of Figure 5. Figure 6 shows the model
accuracy during the training and validation as a graph where
the curve drawn in blue color shows the training accuracy of
CNN, while the curve with orange color shows the validation
accuracy. Training accuracy of the CNN according to Fig-
ure 6 remains consistent after the 5 epochs and the CNN also
shows a consistent validation accuracy after the 25 epochs.
)e plot in Figure 7 shows the loss during the training and
validation of CNN. )e training loss of CNN is minimum
and consistent from the 1st epoch while validation loss
becomes minimum after 5 epochs and remains consistent till
the last epoch. )e above results show the efficiency of the
CNN model proposed in this study.

Figure 6 shows the plots drawn from the training and
testing accuracy achieved by the proposed CNN model.
Figure 7 shows the training and testing loss for the proposed
CNN model. As can be observed in Figure 7, the proposed
CNN is not taking a lot of time to converge, as in the first
epoch the training loss is 31 and right after 5 epochs, it drops
to 0.9; then after 23 epochs, it drops again to 0.0011, and at
the last epoch, the total loss is 0.000058.

In addition to the above performance measurements, K
fold cross-validation has been applied to further test the

proposed model for its skill. In this study, a 10-fold cross-
validation has been used. )e results provided are very
effective as the average score of 10 iterations is 99.67%
(±0.15%).

5.1. Testing of the CNN Using COVID-19 Independent Vali-
dation Data. As proof of the significance of the proposed
CNN model in the classification for detection of COVID-19
from X-ray images, the trained model has been tested using
an independent dataset obtained from the IEEE DataPort
[6]. )e independent test dataset contained 100 COVID-19
X-rays. )is dataset was then extended by adding 100
normal images for testing.)emodel using the same settings
performs very well with an accuracy of 0.995 and precision
1.000 along with other performance parameters reported in
Table 5.

Figure 8 shows the confusion matrix of CNN model
when tested on the independent test dataset which have been
obtained from IEEE DataPort. )e CNN model also per-
formed very efficiently on independent test data giving 198
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Figure 2: Effect of augmentation techniques on an X-ray image. (a) Original. (b) Flipped. (c) Rotated 90°. (d) Rotated 180°. (e) Rotated 270°.
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Figure 3: ReLU function demonstration.

Table 3: Model parameter values.

Parameter Value
Input dimension (150, 150, 3)
Filter to learn 64, 128, 256
Max pooling 2× 2
Batch normalization Axis� −1
Activation functions ReLU, sigmoid
Dropout rate 20%
Kernel size 3× 3
Epochs 50
Optimizer Adam
Loss function binary_crossentropy
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correct classification results out of 200 input X-ray images.
As can be seen in the results given by the confusion matrix,
an equal number of images is obtained from both of the
target classes (100 COVID-19 and 100 normal). )e model
classifies only one image falsely as normal from COVID-19
class.

Falsely classified image was examined by the experts. It
was noted that the X-ray image belonged to a person on an
early stage of COVID-19. As a result, the image does not
contain the prominent patterns with which the image could
have been differentiated from normal X-ray image class.
Figure 9 shows the actual X-ray image of a COVID-19
positive case which was falsely classified by the model. )e
comparison of CNN model on test data and independent
validation data in terms of different performance metrics is
shown in Figure 10.

As mentioned in the proposed CNN model architecture
section, the proposed model was constructed in an incre-
mental approach. Starting with single convolutional layer
model, in each following increment, a convolutional layer
had been added and results were analysed. Table 6 illustrates
the results of the model in terms of accuracy after every
increment from single convolutional layer to a stable model
consisting of six convolutional layers. )e incremental ap-
proach comparison is shown in Figure 11.

5.2. Performance Comparison of Machine Learning Models
with the CNN Model. In this study, experiments have also
been conducted on some of the relevant machine learning
models such as Random Forest (RF) [26, 27], gradient
boosting machine (GBM) [28, 29], support vector classifier
(SVC) [30], logistic regression (LR) [31], and k-nearest
neighbor (KNN) [32] for comparative analysis of CNN with
these models. )ese models have been used with their best
parameter settings as shown in Table 7.

RF has been used with two hyperparameters as shown in
the table. )e n_estimators define how many decision trees
are generated under RF to make a prediction. )e max_-
depth defines what should be the maximum depth of each
decision tree in RF, so in this setting, the max_depth pa-
rameter restricts the decision tree to a maximum 300 level
depth.

GBM has been used with three parameters, two are the
same as in RF and one is learning_rate which is a tuning
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Figure 4: CNN model architecture.

Table 4: Model performance on test data.

Evaluation parameters Score
Accuracy 1.000
Precision 1.000
Sensitivity 1.000
Specificity 1.000
F1 score 1.000
ROC AUC 1.000
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Figure 5: Confusion matrix of CNN model for primary/GitHub
dataset. Here 0 represents the normal class and 1 represents the
COVID-19.
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Figure 6: Training and testing accuracy plot achieved by the CNN
model.
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parameter for optimization of algorithms to reduce the error
to a minimum level [28]. SVC has been used with the linear
kernel which is best for binary class classification and the
second parameter C conveys SVC optimization the limit to
prevent misclassification of the individual training examples.
In contrary, even if the hyperplane misclassifies certain
points, a very small value of C would cause the optimizer to
search for a wider-margin separating hyperplane. LR has
been used with the “liblinear” solver because it is preferred
when there is a small dataset, and the second parameter is C
as used in SVC. KNN has been used with all the default
parameters setting.

)us, the CNN and machine learning models have been
trained using the original dataset of this study. )en, both
CNN and each of the machine learning models have been
tested using the training subset of the original dataset. In this

scenario, three machine learning models SVC, LR, and KNN
performed well almost the same as CNN as reported in
Table 8. On the other hand, when the samemachine learning
models with the same settings were tested on the inde-
pendent test set as mentioned earlier, their performance was
degraded while the proposed CNN maintains the perfor-
mance metrics in this scenario also.)e results of the second
scenario in which models were tested using the independent
test set are reported in Table 9.

)is comparative analysis and also comparing the overall
performance results achieved by the proposed CNN model

Table 5: Model performance on independent validation data.

Evaluation parameters Score
Accuracy 0.995
Precision 1.000
Sensitivity 0.990
Specificity 1.000
F1 score 0.994
ROC AUC 0.990
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Figure 7: Training and testing loss plot by the CNN model.
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Figure 8: Confusion matrix of CNN model for independent
validation data (0: normal class, 1: COVID-19).
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Figure 9: )e falsely classified X-ray image.
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Figure 10: CNN model performance comparison on both test data
and independent validation data.

Table 6: Accuracy score with different number of CNN layers.

Convolutional layer Test data Independent validation data
One Conv2D 0.715 0.455
Two Conv2D 0.940 0.895
)ree Conv2D 0.995 0.957
Four Conv2D 0.995 0.980
Five Conv2D 0.995 0.995
Six Conv2D 1.000 0.995
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provide strong evidence of possible applicability of the
model in the COVID-19 diagnosis using X-ray image
classification.

)e two bar graphs in Figure 12 shows the comparisons
of the performances given by different machine learning
models and CNN. )e bar graph labeled as test data is the
result of the first test scenario, where each of the models was
tested on the test subset extracted from the original dataset.
)e second bar graph labeled as independent validation data
is the result of the second test scenario, where each of the
models was tested on the independent test set.

To compare the performance results of the proposed
CNN-based methodology for the current application do-
main, the results of other recent studies done by different

researchers have been collected and compared. )e com-
parison of these study results along with the mythology used
has been shown in Table 10.

5.3. Statistical Significance of the Proposed CNN Model. In
order to test whether the proposed CNN model has a sta-
tistical significance over the other models, t-test [36] has
been performed. To determine the significance, the alternate
hypothesis Ha and null hypothesis Ho have been established
as follows:

(i) Alternate Hypothesis (Ha). )ere is a statistical
significance in the performance given by the

Two �ree Four Five Six
Conv2DConv2DConv2DConv2DConv2D

One
Conv2D

Test data
Independent validation data

0

0.2

0.4

0.6

0.8

1

Figure 11: Accuracy score comparison with different number of CNN layers.

Table 7: Machine learning models hyperparameter setting.

Model Hyperparameter settings
RF N_estimators� 300, max_depth� 300
GBM N_estimators� 300, max_depth� 300, learning_rate� 0.2
SVC Kernal� linear, C� 3.0
LR Solver� liblinear, C� 3.0
KNN n_neighbors� 3

Table 8: Models’ performance on test data.

Model Accuracy Precision Sensitivity Specificity F1 score ROC AUC
RF 0.980 0.961 1.000 0.961 0.980 1.000
GBM 0.940 0.960 0.923 0.958 0.941 0.940
SVC 1.000 1.000 1.000 1.000 1.000 1.000
LR 1.000 1.000 1.000 1.000 1.000 1.000
KNN 1.000 1.000 1.000 1.000 1.000 1.000
CNN 1.000 1.000 1.000 1.000 1.000 1.000

Table 9: Models’ performance on independent validation data.

Model Accuracy Precision Sensitivity Specificity F1 score ROC AUC
RF 0.950 0.960 0.941 0.960 0.950 0.950
GBM 0.920 0.930 0.911 0.928 0.920 0.922
SVC 0.940 0.950 0.931 0.948 0.940 0.943
LR 0.940 0.960 0.923 0.958 0.941 0.944
KNN 0.930 0.990 0.880 0.990 0.930 0.930
CNN 0.995 1.000 0.990 1.000 0.995 0.995
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proposed CNNmodel over the performance of other
models

(ii) Null Hypothesis (Ho). )ere is no statistical signif-
icance in the performance given by the proposed
CNN model over the performance of other models

First, the significance of the proposed CNN model has
been shown on two models, RF and GBM, when these
models have been tested on the test data set derived from the
primary dataset. )e Ho has been rejected in the case of RF
and GBM. )at means the proposed CNN has a statistical
significance over RF and GBM only in this testing scenario.
While Ho was accepted in the case of SVC, LR, and KNN,
that means the proposed CNN has no statistical significance
over these models.

Second, the t-test was performed on the performance
results of all the models when these models were tested on
the independent validation data set. In this scenario, Ho was
rejected in comparison to all the other models. )is implies
that the CNN is statistically significant on all the given
models in this model testing scenario.

6. Conclusion

)is study has been conducted to demonstrate the effective
and accurate diagnosis of COVID-19 using CNN which was
trained on chest X-ray image datasets. )e model training
was performed incrementally with different datasets to attain
the maximum accuracy and performance. )e primary
dataset was very limited in size and also imbalanced in terms
of class distribution. )ese two issues with the primary
dataset affected the performance of the models very badly.
To overcome these issues, the dataset was preprocessed using
different techniques, including dataset balancing technique,
manual analysis of X-ray images by concerned medical

experts, and data augmentation techniques. To balance the
dataset for model training and also to test its performance
parameters, an ample number of chest X-rays were collected
from different available sources. After training and testing
the CNN model on the fully processed dataset, the per-
formance results have been reported. In addition, to test
further the model performance, particularly the accuracy,
the proposed CNN model has been tested using an inde-
pendent dataset as an independent validation and real-world
test obtained from IEEE DataPort [6]. As reported in the
results in both the testing scenarios, the proposed CNN
model has shown highly promising results. Since this study
uses an incremental approach in training the model using
different sizes and types of datasets, the approach confirmed
the fact that CNNmodels require an ample amount of image
data for the efficient and more-accurate classification. )e
data augmentation techniques are very effective to signifi-
cantly improve the CNN model performance by generating
more data from an existing limited-size dataset and also by
giving the ability of invariance to the CNN. )e proposed
CNN model’s number of convolutional layers was also
decided in an incremental approach; that is, in the first
increment, only one convolutional layer was used and, then,
on the basis of model performance metrics, one layer in each
increment was increased till it reaches a stable and efficient
stage in terms of its performance. )e final version of the
CNN consisted of six convolutional layers. A comparative
analysis has also been done to further test the scope of the
proposed CNN model by performance comparisons with
some of the prominent machine learning models such as RF,
GBM, SVC, LR, and KNN. )e results prove that the
proposed CNN has outperformed all the models particularly
when each model was tested on the independent validation
dataset. Considering the significant effect of data augmen-
tation techniques on model performances, the authors are
currently working on the application of other state-of-the-
art data augmentation algorithms and techniques. In the
future, the results obtained from the study concerned with
the applicability of these modern data augmentation tech-
niques in different application domains will be published.

Data Availability

)e data supporting this study are from previously reported
studies and datasets, which have been cited.
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Figure 12: Accuracy of different machine learning models along with proposed CNNmodel. (a) Test data. (b) Independent validation data.

Table 10: Comparison with other studies performed on the same
dataset.

Study Model Accuracy (%)
Sethy et al. [33] SVM 98.66
Minaee et al. [34] SqueezeNet 92.2
Das et al. [35] CNN 97.4
Our study (test data) CNN 100
Our study (validation data) CNN 99.2
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*e hybridization of two or more energy sources into a single power station is one of the widely discussed solutions to address the
demand and supply havoc generated by renewable production (wind-solar/photovoltaic (PV), heating power, and cooling power)
and its energy storage issues. Hybrid energy sources work based on the complementary existence of renewable sources. *e
combined cooling, heating, and power (CCHP) is one of the significant systems and shows a profit from its low environmental
impact, high energy efficiency, low economic investment, and sustainability in the industry. *is paper presents an economic
model of a microgrid (MG) system containing the CCHP system and energy storage considering the energy coupling and
conversion characteristics, the effective characteristics of each microsource, and energy storage unit is proposed. *e random
forest regression (RFR) model was optimized by the gravitational search algorithm (GSA).*e test results show that the GSA-RFR
model improves prediction accuracy and reduces the generalization error. *e detail of the MG network and the energy storage
architecture connected to the other renewable energy sources is discussed. *e mathematical formulation of energy coupling and
energy flow of the MG network including wind turbines, photovoltaic (PV), CCHP system, fuel cell, and energy storage devices
(batteries, cold storage, hot water tanks, and so on) are presented. *e testing system has been analysed under load peak cutting
and valley filling of energy utilization index, energy utilization rate, the heat pump, the natural gas consumption of the microgas
turbine, and the energy storage unit. *e energy efficiency costs were observed as 88.2% and 86.9% with heat pump and energy
storage operation comparing with GSA-RFR-based operation costs as 93.2% and 93% in summer and winter season, respectively.
*e simulation results extended the rationality and economy of the proposed model.

1. Introduction

*e government and legislative authorities incentives to use
new energies, concerns about the high and rising price of
fossil fuels including its scarcity, and environmental issues
are the most important motivations for the integration of
renewable energy resources into conventional power

systems [1, 2]. In these circumstances, new technologies such
as the combined cooling, heating, and power (CCHP)
technology can organically combine heating, cooling, and
power supply to realize the cascade utilization of energy,
help to improve the utilization rate of energy, and reduce the
emission of pollutant gases [3, 4]. In the context of pro-
moting the rapid development of clean energy and the
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energy coupling with the microgrid (MG) the CCHP system
and MG technology are combined [5, 6]. Many researchers
dealt with this concern but the considerable research gap still
needs to fill with the impact of the energy coupling of the
CCHP and the optimization problem of the MG [7]. *e
traditional heat-fixed electricity can no longer meet the
scheduling requirements as the peak-valley load difference
continues to increase. How to realize the coordinated op-
timization of the three kinds of energy of the CCHP system
and improve the flexible adjustment capability of the system
is considered as the key issue for the proliferation of these
useful systems [8, 9]. *e CCHP system can make better
advantages of the MG platform. *e network mainly in-
cludes renewable energy units, energy conversion, and
storage units [10]. Its object-oriented areas are smart
buildings, isolated islands, and other areas. *ese systems
integrate multiple energy inputs and outputs, and the
comprehensive energy utilization rate of the system can
reach 80%, which is important for promoting the coordi-
nation and complementarity of advantages among multiple
energy sources, improving the efficiency of energy use and
reducing the emission of undesirable gases [11]. Authors in
[12] took the energy supply of commercial buildings as an
example, taking the three indicators of the operating cost,
energy utilization rate, and C02 emission reduction of the
CCHP system as the objective function modelling and de-
tailed analysis of the system’s sensitivity to changes in
various indicators. Authors in [13], based on the charac-
teristics of the CCHP system and mathematical model,
accurately characterized the conversion relationship be-
tween the three types of energy in the network, such as cold,
heat, and electricity, and optimized the operation of the
CCHP system under different scheduling strategies. Authors
in [14] established the optimal flow model of the energy flow
of the MG parameter under the two typical operating modes
of the CCHP system and reflected the coupling of the power
and natural gas parameter through the energy supply rate
index.

A component-based analysis for the CCHP system
outlined by [15] includes energy generation units, heat re-
covery units, and thermal storage systems. Authors in [15]
presented comprehensive comparisons of technology and
proposed a general method of selecting the correct CCHP
program for different applications. Authors in [16, 17] in-
cluded a detailed overview of the energy system and the
requirements for selecting an appropriate system structure.
In this study, authors in [18] have discussed the CCHP
method with two or more renewable sources of electricity.
Authors in [19] reviewed the progress of small-scale energy
system production within trigeneration systems. *e au-
thors stressed the energy and environmental advantages of
small-scale systems and pointed out that themain obstacle to
market penetration is the high initial cost [20]. It is found
that optimizing micro- and small-scale system operations is
harder than large-scale systems due to technical, law, and
policies restrictions. Authors [21] had identified the profits
of polygeneration systems concerning zero energy con-
structions. In this study, authors [22] presented the CCHP
system equipment evaluation, planning, operation, and

component modelling. However, the CCHP system can cool
and heat during power supply and these energy sources
cannot be absorbed in the system at the same time, resulting
in low energy utilization or waste [23].*erefore, to meet the
constraints of the distributed microsource and energy
storage unit operating characteristics, energy supply, and
demand balance, the advantage of the proposed GSA-RFR
model is its generalization ability. However, due to the
different energy source characteristics of different systems,
the input characteristics of the prediction model should be
selected according to the actual condition of energy source
so as to improve the accuracy of the model in specific period.
So, this paper proposes the GSA-RFR approach in the CCHP
operation scheduling model including heat pumps and
energy storage units into the MG system. *e detailed
scheduling model for MGs with heat pumps and energy
storage including wind turbines, photovoltaic cells, microgas
turbines, ground source heat pumps, and energy storage
units is presented. Considering the energy coupling char-
acteristics in the grid and the operating characteristics of
each distributed microsource and energy storage unit, the
optimum output of each microsource and energy storage
unit and the total cost of the system compared with opti-
mized approaches, proposed GSA-RFR based approach,
shows comparatively better performance.

2. Microgrid Energy System Description

In grid-connected insulated modes, the characteristics of
MG are flexible operating and can improve grid efficiency
and safety [24]. If the MG unit can acquire refrigeration
power from the grid, the unit can maintain a stable system
frequency if it monitors the voltage of the grid. However, the
MG antennas are designed to be used on remote islands,
where a primary concern is the control of this type of
frequency [25]. *e MG concept is proposed by the con-
sortium for solutions in electric reliability systems (CERTS)
[26]. *e CERTS can be characterized as a decentralized
entity consisting of multienergy resources and controllable
electric and thermal charges. *ese storage devices are
connected to the upstream power generation grid using
photovoltaic panels, wind farms, fuel cells, CCHP system,
and microturbines (e.g., batteries or super-capacitor) [27].
*e electrical grid can be seen as a regulated cell of the power
system from an electrical utility perspective. As a part of the
point of view of the customers, the MG can be designed
carefully to meet the requirements for reliability as well as
energy savings, improving efficiency, minimizing voltage
sag, and powering a continuous current [28].

*e MG with the energy storage system has become a
promising component of future implementation of the
smart grid [29]. Unlike grid power, however, the system’s
renewables do not supply a steady stream, matching supply
needs as they change, and as a result, the MG system os-
cillators often do not lower loads or alter their frequency.
*erefore, to avoid sudden fluctuations in energy from
renewable sources, storage systems are needed to help
balance out low-power and high-power systems [30]. *e
MG structure and energy conversion process with heat
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pump and energy storage in this paper are depicted in
Figure 1. *e wind turbines and photovoltaic cells belong to
renewable energy units, which use natural energy to generate
electricity, and natural gas consumption units including gas
boilers, fuel cells, and microgas turbines are depicted in
Figure 1. *ey use natural gas combustion power to provide
energy, and microgas turbines and bromine-cooled units
have covert the CCHP system and can recycle high-tem-
perature flue gas during power generation [31, 32].

When the supply of cold (heat) power is insufficient, it
can be used to make up the shortage while the gas boiler is
used as auxiliary supply equipment for cold (heat) load
[31, 32]. *e energy storage unit consists of three parts,
battery, cold storage, and hot water storage tank.*e voltage
level of the MG system is 380V, which is connected to the
10 kV medium-voltage distribution parameter through a
common node.

3. Proposed Model

3.1. 5e System Model Description. *e optimal scheduling
model of the MG with heat pump and energy storage
established is a mixed-integer nonlinear programming
problem. *e general solution expression of the model is as
follows:

min f(x, y)

s.t. gi(x, y) � 0

hi(x, y) � 0

xmin ≤ x≤ xmax

y ∈ 0, 1{ }

i � 1, 2 . . . , n

j � 1, 2, . . . , m,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where the optimized scheduling variable x represents the
output of each microsource and energy storage unit, the
power consumed by the ground source heat pump, the
transmission power with the external power grid, and so on.
*e inequality constraints include the maximum power
constraint of the power grid and the operating character-
istics constraints of each microsource and energy storage
unit. To maintain the safety of the operation process of the
MG system, it is necessary to take into account the con-
straints of the system’s energy balance, unit start-up and shut
down, and so on in actual operation.

minFM � 
T

t�1
CE(t) − CC(t) + CM(t) + CF(t) + CS(t) ,

(2)

where FM is the total operating cost of the system, T is the
optimization period, CF (t) is the unit fuel cost, CM(t) is the
operation and maintenance cost, and CS (t) is the unit start-
up cost during the t period, respectively. *e interactive cost
of electric energy CE (t) and cooling (heating) CC (t) is
presented.

*e fuel cost is calculated as follows:

CF(t) �
CNG

LNG

PMT(t)

ηMT
+

PFC(t)

ηFC
+

QGB(t)

ηGB
 , (3)

where CNG and LNG represent the unit cost of natural gas
and low calorific natural gas, QGB (t) is the output
thermal power efficiency of the gas-fired boiler, PFC is
the fuel cell power, ηFC is the fuel cell efficiency, re-
spectively, while t is the output of the controllable unit at
the time t.

*e operation and maintenance cost is calculated as
follows:

CM(t) � 
N

t�1
P
CG
t (t)KM,j + 

M

j�1
P
RG
j (t)KM,j

+ PES,ch(t) + PES,dis(t) KES,

(4)

where KM,t is the unit maintenance cost for generating unit;
KM,j is the number of controllable units; PCG,i (t) is the
output of renewable energy unit t period; KES is the unit
maintenance cost of the energy storage device; and M in-
dicates the controllable unit j in the start-stop state during
time t.

*e unit start-up cost is calculated as follows:

CS(t) � 
N

i�1
max 0, Vi(t) − Vi(t − 1) CS,i, (5)

where Vi (t)� 1 is the start-up state; otherwise, it is the
shutdown state; CS,i is the controllable unit start-up cost.

*e electricity cost is calculated as follows:

CE(t) � Ksup(t)Pgrid,sup(t) − Kdem(t)Pgrid,dem(t), (6)

where Pgrid,sup (t) and Pgrid,dem (t) are the power supply and
demand power of the power grid during the period t and
Kdem (t) is the electricity demand price.

*e refrigeration (heat) profit is calculated as follows:

CC(t) � KcQco(t) + KhQbc(t), (7)

where Kc and Kh are the predicted costs of cooling and heat
load during the period, respectively; Qco (t) is the unit
cooling and Qhe (t) is the heating source.

*e energy balance constraints are calculated as follows:
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N

i�1
P
CG
i (t) + Pgrid(t) + 

M

j�1
P
RG
j + PBS,dis(t) − PBS,ch(t) � Pload(t) + PHP(t),

QMTC(t) + QHPC(t) + QCS,dis(t) − QCS,ch(t) � Qco(t),

QMTH(t) + QHPH(t) + QHS,dis(t) − QHS,ch(t) � Qhe(t),

(8)

where PBS (t) is the power of the storage battery,QCS (t) is the
cold storage, and QHS (t) is hot water storage tank in the t
period, while Pload (t) is the predicted cost of the electric load
in the t period.

*e grid power constraints are calculated as follows:

0≤Pgrid,sup(t)≤Vsup(t)Psup,max,

0≤Pgrid,dem(t)≤Vdem(t)Pdem,max,

Vsup(t) + Vdem(t)≤ 1,

(9)

where Psup, max is the maximum power supply and Pdem, min
is the demand power for the grid. *e multiple energy
sources coordinate the coupling and conversion to minimize
the total operating cost of the system.

*e controllable unit constraints are calculated as
follows:

P
CG
i,min ≤P

CG
i (t)≤P

CG
i,min,

T
CG
i (t − 1) − TV,f  Vi(t − 1) − Vf(t) ≥ 0,

T
off
i (t − 1) − TD,i  Vi(t) − Vi(t − 1)( ≥ 0,

(10)

where Ton
i is the minimum start-up time and Toff

i is the
minimum shutdown time of unit i and j, CES is the capacity

of the energy storage unit, Pch, max is the maximum input
power, and Pdis, max is the maximum output power of the
energy storage.

*e energy storage unit constraints are calculated as
follows:

λminCES ≤EES(t)≤ λmaxCES,

0≤PES,dis(t)≤Vdis(t)Pdis,max,

0≤PES,ch(t)≤Vch(t)Pch,max,

Vdis(t) + Vch(t)≤ 1,

(11)

where λmax and λmin are the maximum and minimum state
of the energy storage, respectively.

3.2. 5e GSA-RFR Algorithm. *e GSA algorithm needs to
determine the fitness function to evaluate the advantages
and disadvantages of the RFR model corresponding to each
node. *e crossover will produce a new particle as follows:

X
k
inew � rX

k
i +(1 − r)X

k
j ,

V
k
inew �

V
k
i + V

k
j

V
k
i



 + V
k
j




V

k
j



,

(12)
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+
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Figure 1: Microgrid energy design and power flow.
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where r is a random number between 0 and 1; Vi and Vj are
the velocities of particles Xi and Xj; and Xi new and Vi new
are the positions and velocities of the new particle, which will
replace Xi. For excellent particles, the strategy of dynamic
updating inertia factor is adopted.

In the early stage, w is selected to enhance the global
searchability. *e smaller w was selected in the later stage to
achieve a more sophisticated search [33]. *e update for-
mula of the inertia factor is shown in the following equation:

w(t) � w1 − w2(  ×
(T − t)

T + w2
. (13)

*e mean square of residual was selected as follows:

R
2
RF � 1 −

MSEooB

σ2y
, (14)

where σ2y is the variance of the predicted cost and R2
RF is the

mean square of residual error. *e random forest can cal-
culate the importance of each input feature [33], as shown in
the following equation:

fi �
jÎfeatureinj

knk

, (15)

nk � wkMk − wk1Mk1 − wk2Mk2, (16)

where nk is the importance of node k; nj is the node with the
feature I as the feature division; Wk, W1, and W2 are the
proportion of the number of samples in node k and its
subnodes to all the samples, respectively; and Mk, M1, and
M2 are the mean square errors of node k and its subnodes.

*e procedure of the proposed algorithm is shown in
Figure 2.

4. Result and Discussion

4.1. System Parameter. In this paper, the MG system under
grid connection is selected as a case study and is optimized.
*e network mainly includes wind turbine, photovoltaic
cells, fuel cells, CCHP, and energy storage units. *e specific
model shows the advantages of clean energy, wind turbines,
and photovoltaic cells which are given priority in their
output, and the MPPT operation mode is adopted. Figure 3
shows the predictive curves of wind, photovoltaic output,
cooling, heating, and electrical loads assuming that both the
heating and cooling power in summer in the MG parameter
are zero where the optimal scheduling period is T� 24 h and
the unit time Δt� 1 h.

*e power generation cost of the unit is not included,
only the operation and maintenance cost of the new energy
unit is considered. For the different energy supply re-
quirements in summer and winter in theMG parameter, two
typical seasons were selected for analysis, and corresponding
optimization scheduling strategies were formulated. *e
operating parameters of the microenergy parameter are
shown in Table 1, the energy storage unit parameters are
shown in Table 2, and the other parameters are shown in
Table 3. Assuming that the microturbine, fuel cell, and

ground source heat pump are in the shutdown state at the
initial operation, the start-up costs of the unit are 1.94, 2.21,
and 1.32 $, respectively.

4.2. Analysis of Typical Season

4.2.1. Summer Season. To validate the economic and energy-
saving effects of the proposed model, the operation opti-
mization model without heat pump and cold storage unit
was selected for comparison. On a certain summer day, the
optimization results without ground source heat pump and
energy storage unit are shown in Figure 4. In Figure 4, the
net load cost is the predicted cost of the electrical load minus
the wind turbine and photovoltaic output without ground
source heat pump and cold storage unit.

*e CCHP system must first supply the demand for
cooling load, and the microgas turbine operates in the mode
of “fixing electricity with cold.” If the cooling load is in-
sufficient, the gas boiler will make up the shortfall. In this
mode of operation, the CCHP system needs to follow the
changes in cooling power at all times. Due to the restriction
of the energy coupling relationship, the adjustment capa-
bility of its electric power is greatly restricted, and it cannot
be added to the optimized operation of the system auton-
omously. *erefore, the cost of the system in this operating
mode is relatively high. *e optimization results of elec-
tricity and cooling power of the MG with heat pump and
cold storage in summer are shown in Figure 5.

*e results show that the cooling load in the MG is
jointly met by the CCHP system, energy storage unit, and
heat pump device.*e power required by the heat pump and
the electrical load in the grid is composed of wind turbines,
photovoltaic cells, grid power, CCHP systems, fuel cells, and
battery equipment connect during the period of 0–7 and 23-
24, and the demand for electricity and cooling load of the
MG is relatively low. At this time, the electricity supply price
of the external power grid is the lowest, and the power
generation costs of distributed microsources (microturbines
and fuel cells) in the grid are higher than the electricity
supply price of the power grid. *erefore, the electrical load
is first to supply from the grid to supply the user’s electrical
energy needs, and the shortage is supplemented by the fuel
cell, the cold load is supplied by the ground source heat
pump, and the CCHP system is in a shutdown state during
this period. Since the heat pump cooling consumes less
electric power, the supply of electrical load can fully meet the
requirements during the periods of 7–10, 15–17, and 20–22,
and the supply and sale price of external power grids were
moderate. *e generation cost of distributed microsources
in the grid is higher than the power supply price and lower
than the price of power demand. *e insufficient part
chooses to supply power from the grid microsources of the
system which is preferentially called to meet the user’s
electrical energy demand. If the demand for the cooling load
is small, the heat pump is driven by electric energy for
cooling; if the demand for the cooling load is large, the
CCHP system will start for cooling energy during the period
of 10–15 and 18–21, and the price of supply electricity and
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Figure 2: GSA-RFR algorithm procedure.
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Figure 3: Predictive curves of the wind, photovoltaic output, cooling, heating, and electrical loads in (a) summer season and (b) winter
season.

Table 1: Operating parameters of the MG network.

Source type Minimum power (kW) Maximum power (kW) Minimum power (h) Minimum shutdown (h) Maintenance cost
($/kW.h)

Wind 0 50 — — 0.029
Photovoltaic 0 30 — — 0.025
Power grid −60 60 — — —
Gas turbine 15 65 3 2 0.025
Fuel cell 5 40 3 2 0.028
GSHP 0 30 2 2 0.027
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sold by the external power grid is the highest. *e electricity
demand price of the power grid is higher than the generation
cost of distributed microsources, and each microsource is at
rated power as much as possible and demands electricity to
obtain economic profits. *e CCHP system is selected to
supply the cooling load demand, and the heat pump
equipment is shut down during the entire optimized dis-
patch period. When the external electricity price is low,
releases the electrical energy is released; when the external
electricity price is high, the battery stores electrical energy.
*e charging and discharging state is determined by the grid
electricity price. *e cold storage unit can absorb the cold
energy output by the ground source heat pump at night and
release it when the cold load demand is high during the day.
*e energy storage unit can realize the peak-valley difference
transfer of the load within the grid, thereby reducing the
total operating cost of the MG.

4.2.2. Winter Season. According to the heating needs of
users in winter, the operating state of the heat recovery
device in the MG parameter CCHP system is switched to
operate in the combined heat and power mode, and the cycle
state of the heat pump compressor is changed for heating.
On typical winter days, the optimization results of MG
power and thermal power without heat pump and heat
storage are shown in Figure 6, and the optimization results
with the heat pump and heat storage are shown in Figure 7.
A brief analysis of the operation optimization results of the
winter MG system is presented in Table 4 and Figure 7.

4.2.3. Optimum of Economic. To test the advantages of
introducing ground source heat pumps and energy storage
units in the MG, the peak-cutting, valley-filling, and energy
utilization indexes in the grid were analysed. *e peak-
cutting and valley-filling index Fn is evaluated by the
minimum square sum of various load change rates during
the dispatch period, and the energy utilization index Fm is
evaluated by the total energy input and output ratio

presented in (10). *e heat pumps and energy storage units
into the MG system have significant advantages in terms of
economics, peak and valley filling, and energy utilization.
*emain energy source of the MG is the external power grid
and natural gas power generation. *e time-phase electricity
cost curve of electric energy is shown in Figure 8, the unit
cost of natural gas is 2.52 $/m3, and the low heating cost is
9.68 kWh/m3. *e electricity cost curve of the microgrid
indicated and authenticated the proposed GSA-RFR opti-
mization, while without optimization and GA, PSO ap-
proaches show comparatively higher values, which are not in
favour of system operation (Figure 8). *e cost of the MG
parameter under the two scheduling methods in summer is
shown in Table 5. It can be seen from the comparison of the
operating costs of the MG in Table 5 that the introduction of
heat pumps and cold storage units has good economic
profits for the MG. *e gas cost of the microsource during
the optimization period is reduced by 24.9%, and the total
operating cost of the system is reduced by 15.8%.

*e demand for cold load in summer is low, and the
demand for heat load in winter is high. *ere is a certain
difference between the two. If the heat pump is used to
supply electricity from the power grid for heating at night
and the CCHP system is not started, the energy supply needs
of users cannot be met. If the unit capacity of the ground
source heat pump is further increased, there will be a sit-
uation where the equipment utilization rate is low and the
initial investment cost is higher. *e costs of the MG pa-
rameter under the two scheduling methods in winter are
shown in Table 5. From the optimization results in Table 5, it
can be seen that the gas cost of the microsource during the
winter optimization period is reduced by 18.9%, and the
total operating cost of the system is reduced by 17.6%.

*e peak-shaving, valley-filling, and energy utilization
indicators of the MG are shown in Table 4. On the analysis of
the data, the peak-shaving and valley-filling index is higher
than that of GSA-RFR presented in Table 4. *e energy
storage unit can shift a load of electricity, cooling, and heat
from the peak period to the valley period, thus effectively
reducing the load on the network peak-valley difference.*e
heat pump CCHP cost is higher, which can output heat
energy that consumes three times the electrical energy. Its
efficiency is much higher than that of common energy
equipment, so the energy utilization rate is higher. Due to
the high energy efficiency coefficient of CCHP cooling in
summer, the cost of obtaining the same energy is lower, so

Table 2: Energy storage unit parameters.

Self-
consumption
of energy
storage

Charging
and

discharging

Self-
consumption

Maximum
input power

(kW)

Maximum
output

power (kW)

Minimum
state

Maximum
state

Initial
cost

(kW.h)

Capacity
(kW.h)

Maintenance
cost ($/kW.h)

Electric energy
storage 0.99 0.001 37.5 37.5 0.2 0.8 30 150 0.0018

*ermal
energy storage 0.89 0.01 25 25 0 0.9 10 100 0.0016

Cold energy
storage 0.90 0.01 25 25 0 0.9 10 100 0.0015

Table 3: Parameter of MG network.

Parameter Cost Parameter Cost Parameter Cost
CC 1.40 λL 0.16 λGB 0.9
CH 1.31 λrec 0.87 λco/$/kWh 0.1
CHPC 3.0 λHPH 2.98 λhe/$/kWh 0.1
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Figure 4: Summer heat pump and cold storage optimization.
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Figure 5: Optimization results with heat pump and cold storage in summer: (a) electric power and (b) cooling power.
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Figure 6: Optimization results in winter without heat pump and heat storage: (a) electric power; (b) thermal power.
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Figure 7: Optimization results in winter with heat pump and heat storage: (a) electric power; (b) thermal power.

Table 4: Peak-shaving, valley-filling, and energy efficiency indicators under the two modes.

Operation mode Season Peak shaving and valley filling/kW.h Energy efficiency (%)

With heat pumped Summer 460 88.2
Winter 369.5 86.9

GSA-RFR Summer 428.9 93.2
Winter 343 93
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Figure 8: Electricity cost of microgrid.
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the energy utilization rate in summer is slightly higher than
that in winter.

To analyse the advantages of the different modes, a
comparative analysis of the comprehensive cost of the MG
under the two scheduling modes is carried out, as shown in
Figure 9. It can be seen from depicted results that GSA-FRFR
brings significant economic profit to the MG parameters
compared with other modes and reduces the operation cost
by 3.6%.

5. Conclusion

*e perfection in the modelling of the energy storage system
with economic optimization characteristics is the key fea-
tures of next-generation energy technologies. Nonetheless,
there are still issues to developing a physically attractive/
efficient and energy storage system that is cost-effective for
electronic as well as hybrid vehicles. *e model we are going
to use to test this is a mixed-integer program. By given data,

the integrated parameters, the output cost, and the total cost
of the grid are obtained. *e simulation verification shows
that the integration of the heat pumps and energy storage
units into the MG parameter can improve the coupling
relationship of the three energy sources of the CCHP system.
*e MG sources including wind, photovoltaic, CCHP sys-
tems, fuel cells, and energy storage unit complementary and
coordinated operation are also realized. According to the
analysis of the peak-cutting, valley-filling, and energy uti-
lization indexes, the heat pump can improve the energy
utilization rate and reduce the natural gas consumption of
the microgas turbine, and the energy storage unit has the
function of realizing load peak cutting and valley filling.
Energy efficiency’s numerical costs validated the proposed
GSA-RFR optimization, which is calculated as 93.2% and
93%, comparing 88.2% and 86.9% of heat pump and energy
storage costs in the summer and winter season, respectively.
Owing to the limitations of the RFR model, if the actual cost
exceeds the range, the prediction result may produce a

Table 5: Costs of the MG parameter under the two scheduling methods.

Parameters
Cost ($/day)

Summer Winter

Unit fuel cost With heat pump and cold storage GSA-
RFR optimization With heat pump and cold storage GSA-

RFR optimization
Gas turbine 220.9 275.2 1241 947
Fuel cell 39.4 0 209 245
Gas-fired
boiler 89.6 263.9 24.5 0

Energy
interaction
cost

Electricity
supply cost 181.8 202.7 68 141.2

Electricity
demand 63.8 68.8 122 127.2

Operation and maintenance
cost 3.98 9 73 71.9

*e unit starts and stop cost 258.7 260.3 4.19 9.3
Heating profit 1103.8 842.7 316.9 317
Total operation cost 1030.5 689.7 1182 970
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Figure 9: A final comparison of GSA-RFR and with heat pump.
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greater deviation. *is problem can be improved by
expanding the range nodes. *e proposed model provided a
certain reference for the modelling planning and optimal
scheduling of theMG parameter.*is study is expected to be
a significant contribution concerning the maturity of energy
storage technologies for microgrid application, which is
likely to dominate the electricity market need.

Abbreviations

CCH: Cooling (heating) profit of the system
CCHP: Combined cooling, heating, and power
CE: Interactive cost of electric energy
CERTS: Consortium for solutions in electric

reliability systems
CES: *e capacity of the energy storage
CF: Unit fuel cost
CM: Operation and maintenance cost
CNG, LNG: Unit cost of natural gas and low calorific

natural gas
CS: Unit start-up cost
CS,i: Controllable unit start-up cost
FM: Total operating cost of the system
Kc, Kh: Predicted costs of cooling and heat load
Kdem: Electricity demand price
KES: Unit maintenance cost of the energy storage

device
KM,j: Number of controllable units
M: Controllable unit
MG: Microgrid
PBS: Power of the storage battery
PCGi: Output thermal power efficiency of the gas-

fired boiler
Pch, max, Pdis,
max:

Charging/discharging output power

Pdem, min: Demand power
Pgrid: Active power
Pgrid,pur,
Pgrid,dem:

Supply and demand power

Pload: Predicted cost of the electric load
Ppur, max: Maximum supply and demand of power
PV: Photovoltaic
Qco: Unit cooling
QCS: Cold storage
QGB: Low calorific cost of natural gas
Qgrid: Reactive power
Qhe: Heating source
QHS: Hot water storage tank
t: Time
T: Optimization period
Toff

i : Shutdown time
Ton

i : Start-up time
λmax and λmin: Maximum and minimum state of the energy

storage.
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Transformer is a neural machine translation model which revolutionizes machine translation. Compared with traditional
statistical machine translation models and other neural machine translation models, the recently proposed transformer model
radically and fundamentally changes machine translation with its self-attention and cross-attention mechanisms. �ese
mechanisms effectively model token alignments between source and target sentences. It has been reported that the transformer
model provides accurate posterior alignments. In this work, we empirically prove the reverse effect, showing that prior alignments
help transformer models produce better translations. Experiment results on Vietnamese-English news translation task show not
only the positive effect of manually annotated alignments on transformer models but also the surprising outperformance of
statistically constructed alignments reinforced with the flexibility of token-type selection over manual alignments in improving
transformer models. Statistically constructed word-to-lemma alignments are used to train a word-to-word transformer model.
�e novel hybrid transformer model improves the baseline transformer model and transformer model trained with manual
alignments by 2.53 and 0.79 BLEU, respectively. In addition to BLEU score, we make limited human judgment on translation
results. Strong correlation between human and machine judgment confirms our findings.

1. Introduction

�ere was a long period of time when statistical machine
translation (SMT) was a dominant translation paradigm.
�e most effective SMT model is phrase-based. Phrase-
based SMT is interpretable, intuitive, and reminiscent of
the human translation process. It consists of several sep-
arate steps of processing concatenating together in a se-
quence. For example, a famous phrase-based SMT system
with the name Moses created by Koehn [1] contains 9
separate steps including token alignment, lexical transla-
tion table creation, and phrase-table creation.�e explicitly
modular architecture of phrase-based SMT has both ad-
vantages and disadvantages. It allows us to easily modify
any module to improve the overall system, but it requires us
to study multiple modules to create an effective phrase-
based SMT system. State-of-the-art neural machine

translation (NMT) based on deep learning, on the other
hand, adopts an end-to-end approach different from tra-
ditional SMT. �e whole NMT model is represented as a
large neural network consisting of millions of trained
parameters, taking as input a sequence of source tokens and
returning a sequence of target tokens. NMT does not re-
quire us to study each stage of translation separately since it
can function as a black box, i.e., if we enter a source
sentence, then it will perform some complex numerical
operations and return a predicted target sentence for us.
Nevertheless, it has been reported that different parts of
SMT actually improve NMT models. Han et al. [2] con-
catenated source token embeddings with their corre-
sponding lexical translation embeddings as an additional
input feature. �eir experiments show the improvement in
translation accuracy for the Chinese-English language pair.
Song et al. [3] replaced source phrases with their
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corresponding one-to-one target phrases in a phrase table.
�eir experiments on Chinese-English and English-Rus-
sian language pairs demonstrate that hybrid source sen-
tences consistently lead to better translations. Chen et al.
[4] proposed the use of prior alignments to guide NMT
models. �eir experiments with recurrent NMTmodels in
translating from German to English and from English to
French reveal large gains in translation quality of recurrent
NMTmodels trained with prior alignments. Garg et al. [5]
proposed an adjustment to the state-of-the-art transformer
NMT model [6, 7], making the model capable of learning
statistical prior alignments. �eir experiments for the three
language pairs German-English, Romanian-English, and
English-French exhibit that the adjusted transformer
model consistently produces better posterior alignments,
compared with the baseline transformer model. However,
an improvement in translation quality does not materialize.
�ere are two possible reasons that the improvement does
not occur. First, their statistical prior alignments are
perhaps not good enough. Second, the studied language
pairs are rich resources; consequently, the state-of-the-art
transformer NMT model successfully captures their
properties without the help of prior alignments. None-
theless, there are many machine translation tasks without
the luxury of available rich resources. �e problem of
translating news articles from Vietnamese into English that
we are interested in is one of those tasks. Vietnamese-
English is a low-resource language pair, and fortunately, a
Vietnamese-English bilingual dataset with manually an-
notated prior alignments is publicly available by Ngo and
Winiwarter [8, 9]. Based on these conditions, in this work,
we first verify whether manual prior alignments (MA)
improve the translation quality for the Vietnamese-English
transformer-based NMT model. Second, we experiment
different Vietnamese-English transformer-based NMT
models trained with statistical prior alignments (SAs), with
the objective of approaching the quality of the model
trained with manual prior alignments.

�e rest of the paper is divided into six sections. �e first
section reviews related works.�e second section introduces
the proposed transformer-based neural machine translation
models guided by prior alignments. �e third section
presents the raw material and the preprocessing steps ap-
plied on it to get datasets for our study. �e fourth section
describes the experiments and discussion on their results.
�e fifth section unveils a limitation of the proposed models
and a future work on improvement. �e final section gives
conclusions from this work.

2. Related Works

In this section, we briefly review works related to our study
on improving transformer-based neural machine translation
with prior alignments.

2.1. Token Alignments. Token alignments for a pair of
sentences are a relation from the set of token positions in the
source sentence to a set of token positions in the target

sentence. An alignment can be intuitively represented in
Pharaoh format [10] as a tuple (j − i), where the first ele-
ment indicates j-th source token and the second element
indicates i-th target token. Preparing token alignments is a
crucial part of the traditional SMTmodels.�emost popular
token alignment tool is Giza++ [11], which is used by default
in the famous SMT system Moses [1]. Giza++ implements
the IBM Model 4 [12]. In addition to Giza++, there is an-
other efficient token alignment tool fast_align by Dyer et al.
[13], which effectively implements the IBM Model 2 [12].
Dyer et al. reported that the fast_align tool provides
alignment as well as Giza++ does, while running signifi-
cantly faster. Based on the efficiency and alignment quality,
in this study, we prefer fast_align to Giza++ for statistically
aligning source and target tokens.

2.2. Recurrent NMT Models Trained with Prior Alignments.
While modern NMT models outperform SMT models in
terms of translation quality, the task of token alignment is
still dominant by traditional statistical tools [5]. Chen et al.
[4] combined the advantages of two approaches by using
statistical prior alignments to train recurrent NMTmodels.
For German-English and English-French tasks, they ex-
periment two recurrent NMT models trained with prior
alignments which have been generated with Giza++ [11].
�eir experiment results show that the proposed models
significantly improve over baseline recurrent NMTmodels.
Chen et al. also introduced alignment cost for the mismatch
between prior alignments and computed single-head at-
tention mechanism of the recurrent models. Further de-
velopments on using prior alignments to improve recurrent
NMTmodels can be found in [14–17]. Moreover, a recurrent
neural network model trained with prior alignments has also
been proved effective in speech synthesis task [18], which has
sequence-to-sequence pattern similar tomachine translation
task.

2.3. Baseline Transformer Model. Recently, a novel deep
neural network model, transformer [6], with an innovative
multihead attention mechanism has been introduced. It has
become the state-of-the-art model for many artificial in-
telligence tasks, including machine translation [19–22]. In
comparison with other NMT models, including recurrent
ones, transformer not only provides better translation results
but also can be trained in a shorter period of time [6]. In this
work, we use the transformer model as the baseline trans-
lation system. �e transformer model is composed of en-
coder and decoder modules. �e output probability
distribution pt � (pt1, pt2, . . . , ptΨ) of the decoder is then
used to predict the next target token.

Given a reference target sentence containing T tokens,
the mathematical formulation of the optimization criterion
for training the transformer model is presented in equation
(1), revised from the one provided by Muller et al. [23]:

L1 � −
1
T



T

i�1

Ψ

j�1
rij × log pij  . (1)
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In equation (1), the symbol rij indicates whether j-th
token in the dictionary is the true value at the i-th position in
the target sentence.

2.4. Transformer Model Guided by Prior Alignments. Garg
et al. [5] altered the state-of-the-art transformer NMTmodel
[6, 7] for joint alignment and translation tasks, making use of
prior alignments in training the model. �e revised trans-
former model has the same architecture as the baseline
transformer model with a slightly different training proce-
dure. �ey replace the optimization criterion with a mod-
ified one including prior alignments. Specifically, for a pair
of source and target sentences of length K and T, respec-
tively, and a prior alignment set A⊆ (j − i):

j � 1, . . . , K; i � 1, . . . , T}, they randomly take the output
of just a head (n can be any number from 1 to 8) of the fifth
decoder layer and then project it into a sequence of T

probability distributions (qij)
i�T,j� K

i�1,j�1 over K tokens of the
corresponding source sentence for every target token. �ey
compare the probability distributions qij with the reference
probability generated from prior alignments via cross-
entropy:

L2 � −
1
T



T

i�1

K

j�1
aij × log qij  . (2)

In equation (2), the symbol aij indicates the probability
of whether the i-th target token is correctly aligned with the
j-th source token.

Taken together, the optimization criterion for the
transformer-Mmodel is the sum of cross-entropy for tokens
and a weighted cross-entropy for alignments between source
and target sentences in the training dataset:

L � L1 + 0.05L2. (3)

2.5. Proposed Transformer-Based Models Trained with Prior
Alignments. In experiments for German-English, Roma-
nian-English, and English-French translation tasks, Garg
et al. used prior alignments created with Giza++ to train the
revised transformer models. �e models generate better
posterior alignments but do not provide better translations.
Motivated by the improvement in translation quality of
recurrent NMTmodels trained with prior alignment [4], we
experiment training transformer models with manually
constructed alignments (transformer-M) for our Vietnam-
ese-English translation task.�e availability of manual token
alignmentsAM allows us to assess the statement on whether
prior alignments help us to build a better transformermodel.
Unfortunately, the approach is labor-consuming and does
not provide us the freedom to make a choice of token type
other than the one used in manual token alignments.
Consequently, aside from the transformer-M model, we
build other transformer models trained on statistically
constructed prior alignments (transformer-S). Transformer-
S models employ different token types and are trained on
statistically constructed prior alignments instead of

manually annotated prior alignments, while keeping the
same architecture and training procedure as for the trans-
former-M model.

2.6. Syllable-to-Word Transformer Model. �e first trans-
former-S model (transformer-S1) is guided by alignments
AS1 constructed with the fast_align token aligner in the place
of Giza++ as in the study by Garg et al. [5]. In addition to the
change of aligner, we adapt their procedure for constructing
statistical alignments to suit the Vietnamese-English
translation task. �e adapted procedure is presented as
Algorithm 1.

2.7.Word-to-SubwordTransformerModel. Influenced by the
work of Nguyen et al. [25] for Russian-Vietnamese NMT, we
create the second transformer-S model (transformer-S2).
While utilizing the same architecture, training procedure,
and procedure to construct statistical alignments (Algo-
rithm 1) of Transformer-S1 model, we tokenize the sen-
tences differently in the transformer-S2 model. On the
Vietnamese source side, we segment sentences into words,
and on the English source side, we divide the sentences into
subwords. We decide to adopt this mixed model due to the
difference in linguistic morphology between Vietnamese
and English. While Vietnamese is a noninflectional lan-
guage, English is an inflectional language although not as
morphologically rich as Russian. We use the VnCoreNLP
tool developed by Vu et al. [26] and further improved by
Nguyen et al. [27] to segment Vietnamese sentences into
words. �ere is a popular phenomenon that, in Vietnamese,
a syllable appears in many different words; therefore, these
syllables are ambiguous to recognize by classifiers. We de-
ploy segmentation of Vietnamese sentences into words to
reduce ambiguity and, consequently, to enhance the quality
of the transformer-S2 model. An example of a Vietnamese
sentence and the result of its segmentation into words are
presented in Table 1.

�e VnCoreNLP tool employs character “_” to inform
that neighboring syllables are concatenated into a word. In
Table 1, two syllables “lãnh” and “thổ” are concatenated into
a word “lãnh_thổ.”

On the English target side, we divide sentences into
subwords with BPE tool proposed by Sennrich et al. [28]. An
example of an English sentence and the result of its seg-
mentation into subwords are presented in Table 2.

�e BPE tool uses a pair of characters “@@” to inform
that a containing token is a subword and should be con-
catenated with the next token to form aword in the inference
phase of the transformer-S2 model. For some words, seg-
mentation into subwords is interpretable, such as the word
“personally” is divided into 2 subwords “person” and “ally”
(Table 2). Subword “person” is the root part of many other
words, such as “personal,” “personalize,” and “personality.”
�e segmentation actually has some grammatical meaning.
A similar meaningful segmentation can be found for the
word “ignorant” divided into “ignor” and “ant.” Meanwhile,
there are other words where their segmentation is not

Complexity 3



understandable. In Table 2, the word “mob” is divided into
two meaningless subwords “mo” and “b.”

Overall, the transformer-S2 model is a variant of the
transformer-S1 model with different token representations
on the source and target side.

Moreover, the imperfect segmentation of English sen-
tences into subwords stimulates us to propose a novel
transformer-S3 model without the use of English subwords,
which puts more focus on the linguistic aspects of machine
translation, such as the use of lemmas.

2.8. Hybrid Word-to-Word Transformer Model Trained with
StatisticalWord-to-LemmaAlignments. �e transformer-S3
model can be seen as a hybrid of transformer-S1 and
transformer-S2 models. Specifically, the transformer-S3
model is a word-to-word model. On the Vietnamese source
side, we segment sentences into words, such as in the
transformer-S2 model, while on the English target side, we
choose to divide sentences into words, such as in the
transformer-S1 model. Nevertheless, in preparing prior
alignments AS3, we revise the procedure to construct sta-
tistical alignments (Algorithm 1), replacing English words
with their lemmas. Step-by-step procedure to construct AS3
alignments is presented as Algorithm 2.

In Algorithm 2, we replace English words with their
lemmas, using Stanza tool created by Qi et al. [29]. A word is
a surface form of a lemma according to its grammatical role
in sentences. For example, words “life” and “lives” are
inferred from the same lemma “life,” depending on the
grammatical number. An example of an English sentence
and the result of its lemmatization are shown in Table 3.

We adopt lemmatization of English words to reduce the
size of vocabulary of the training dataset. �e English side of

the training dataset contains 36672 distinct tokens inflected
from a smaller number of 28583 lemmas. We hope that a
reduced vocabulary and an unchanged number of tokens
will allow the fast_align aligner to produce better alignments
and, consequently, lead to a better translation model trained
on them. �e relation between English words and their
lemmas is one-to-one (see index sequences in Table 4);
therefore, Vietnamese-word-to-English-lemma alignments
can be employed in training the word-to-word transformer-
S3 model.

We want to restate an important characteristic of the
transformer-S3 model. �e lemmatization of English target
words is only applied in the construction of statistical
alignments. We still use English words in the translation
model.

3. Materials

In this work, we use English-Vietnamese Word Alignment
Corpus (EVWACorpus) provided by Ngo et al. [9]. �e
dataset consists of 1000 news articles with 45,531 sentence
pairs. �ese sentence pairs are already tokenized and
manually aligned at the token level. A token is a sequence of
characters delimited by spaces.

We apply the following processing procedures to the
original EVWACorpus so that it fits our study.

3.1. True-Cased Corpus. First, we use true-case sentences in
the dataset with Moses tool of Koehn et al. [1]. �e term
“true-case” means to convert a token to its most possible
case. For example, the true-cased form of the token “�e” is
“the.” An example of a sentence in its natural form and its
converted true-cased form is presented in Table 5.

(1) We tokenize both Vietnamese source sentences and English target sentences. We apply the types of tokens in the Transformer-S1
model as in the case of the Transformer-Mmodel. A token in both source and target sentences is a sequence of characters delimited
by spaces. Linguistically, Vietnamese-English Transformer-M and Transformer-S1 models are syllable-to-word models since
spaces in Vietnamese delimit syllables and spaces in English delimit words.

(2) We construct many-to-one alignments from Vietnamese to English, using the fast_align token aligner.
(3) We repeat step 2 in the reverse direction from English to Vietnamese.
(4) We merge the bidirectional alignments generated in steps 2 and 3, following grow-diagonal heuristics proposed by Koehn et al.

[24].

ALGORITHM 1: Procedure to construct statistical alignments AS1.

Table 1: A Vietnamese sentence and the result of its segmentation into words.

Feature Example
Vietnamese sentence “lãnh thổ Trung Quốc rộng bao nhiêu và diện t́ıch Cất của nó Cứng hàng thứ mấy ?”
Segmentation into words “lãnh_thổ Trung_Quốc rộng bao_nhiêu và diện_t́ıch Cất của nó Cứng hàng thứ mấy ?”

Table 2: An English sentence and the result of its segmentation into subwords.

Feature Example
English sentence “I personally like to call them mob youth or ignorant angry youth.”
Segmentation into subwords “I person@@ ally like to call them mo@@ b youth or ignor@@ ant angry youth.”
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True-casing procedure focuses on capitalized tokens (in
Table 1, they are “�e,” “Fenqing,” and “China.” Based on
the frequency calculated from the corpus, these tokens will
be converted to lower-cased form or stay unchanged.

3.2. Filtered Corpus. Secondly, we leave some sentence pairs
out of our work. We filter out wrongly aligned sentence
pairs. Sentence pairs are considered wrongly aligned if the
indices of tokens are greater than the length of sentences.
Due to the computational reasons, we also remove sentence
pairs containing any sentence of length greater than 80
tokens. Moreover, we transform the alignment representa-
tion in EVWACorpus into Pharaoh format for later use.
Finally, we get 45,035 sentence pairs with manually anno-
tated alignments. An example of a sentence pair in the
filtered corpus is presented in Table 6.

3.3. Datasets Extracted from Filtered Corpus. We divide the
filtered corpus into three datasets: training, validation, and
testing dataset for training and evaluating different trans-
lation models. We apply a dividing procedure similar to the
one used by Nguyen et al. [30]. Specifically, we randomly
take 1,527 sentence pairs from 30 news articles and use them
as the testing dataset. �en, we randomly take the other
1,482 sentence pairs from the other 40 news articles and use
them as the validation dataset. �e remaining 42,026

sentence pairs from 930 news articles form the training
dataset. Overview of the datasets is shown in Table 3.

4. Experiments and Discussion

Google Brain team releases an implementation of the
transformer model in the Tensor2tensor library [7]. �e
library is now replaced by its successor Trax (download at
https://github.com/google/trax). �e transformer model is
implemented in other popular NMT libraries, such as
opennmt [31, 32] and Fairseq [33] of Facebook AI Research
team. To carry out our experiments, we choose to use Fairseq
library because it allows us to build both transformer models
trained with/without prior alignments.

Following the architecture and training procedure for
transformer models presented in previous sections, we apply
Adam optimizer with learning rate 0.0002 to train them in
10,000 steps of 3200 tokens. After completing each epoch of
the training dataset, we save the model. Among all saved
models, we choose the one with the best performance in the
validation dataset.

We use the testing dataset to evaluate the translation
models. Each model translates all Vietnamese sentences
from the testing dataset, deploying a beam search of size 5.
�e predicted English sentences are then compared with the
corresponding reference English sentences from the testing
dataset via BLEU score [34]. We apply the script multi-

(1) We tokenize both Vietnamese source sentences and English target sentences into words
(2) We replace English words with their lemmas
(3) We construct many-to-one alignments from Vietnamese words to English lemmas, using the fast_align token aligner
(4) We repeat step 2 in the reverse direction from English lemmas to Vietnamese words
(5) We merge the bidirectional alignments generated in steps 2 and 3, following grow-diagonal heuristics proposed by Koehn et al.

[24]

ALGORITHM 2: Procedure to construct statistical alignments AS3.

Table 3: Overview of the datasets.

Vietnamese/English Training Validation Testing
Number of news articles 930 40 30
Number of sentences 42,026 1,482 1,527
Average sentence length 26.2/19.2 24.5/17.8 28.3/20.6
Alignments per sentence 22.4 20.8 23.1
Number of unique tokens 16441/36672 2720/4981 3462/6211
Number of alignments 942001 30821 35291
Number of tokens 1099205/806456 36276/26315 43286/31513

Table 4: An English sentence and the result of its lemmatization

Feature Example

English sentence “teaching English to primary students is very different from secondary or high school students, thus training
teachers at primary schools needs careful attention, said John A. Scacco, at the US embassy in Bangkok.”

Result of its lemmatization “teach English to primary student be very different from secondary or high school student, thus training
teacher at primary school need careful attention, say John A. scacco, at the US embassy in bangkok.”

Word index sequence “1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37”
Lemma token index
sequence “1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37”
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bleu.perl (download at https://github.com/moses-smt/
mosesdecoder/blob/master/scripts/generic/multi-bleu.perl)
in Moses program [1] to calculate the score. Since BLEU
score is a statistical metric designed to be applied on the
dataset level, we also make complementary human judg-
ments on the sentence level. Specifically, we randomly take 5
Vietnamese-English sentence pairs from the testing dataset,
where the source sentence is composed of 10, 15, 20, 25, and
30 tokens, sequentially. We then make human judgment on
the selected sentence pairs to complement the automatic
machine judgment in the form of BLEU scores.

Figure 1 shows BLEU scores of the translation results of
the testing dataset by the transformer models. We can find
that the transformer-M model trained with manual prior
alignments significantly outperforms the baseline trans-
former model by 16.26 − 14.52 � 1.74 BLEU (≈12%) on the
overall dataset level. �e first question of our work already
has an answer. Prior alignments actually help improve the
translation quality of the transformer model.

Figure 1 also reveals a surprising result. Performance of
the statistical transformer-S3 model is even better than
expected. It not only outperforms other statistical models
but also exceeds our expectation of approaching the result of
the manual transformer-M model by giving the highest
BLEU score. �e statistical transformer-S3 model improves
the manual transformer-M model by 17.05 − 16.26 � 0.79
BLEU. �is can be explained by the fact that the quality of
manual alignments relies on human, and human does not
always provide correct alignments. It is worth to notice that
it is difficult to manually align tokens between the source and
target sentences. �is language-related task is generally
ambiguous, which is stated by Lambert et al. [35]. Moreover,
the highest BLEU score of the translation result by the
transformer-S3 model demonstrates the power of the sta-
tistical approach and its flexibility.

We now examine whether human judgment on trans-
lation results is correlated with automatic machine judgment
on the sentence level. Here are five testcases which we
randomly take and study.

Table 7 shows the translation results of a Vietnamese
sentence comprising 10 tokens by transformer models.
Clearly, the three presented translation models fail to
translate the Vietnamese source sentence. However, from
the semantic standpoint, the transformer-S3 model is better
than others, successfully translating the subject “siêu nhân”

of the Vietnamese source sentence into the reference target
word “Superman.” Nevertheless, from the technical stand-
point, the baseline transformer model performs better by
providing the most number of reference target tokens
“only,” “can,” “do,” while the transformer-S3 model mis-
understands the source phrase “làm Cược” and translates
them into a passive verb phrase “are done.” �is incorrect
translation is very interesting because Vietnamese token
“Cược” is mostly used in passive voice. �us, the trans-
former-S3 model does make the same mistake as foreign
learners of Vietnamese usually do.

Table 8 presents the translation results of a Vietnamese
sentence consisting of 15 tokens by transformer models.�is
test case actually proves the superiority of the transformer-
S3 model in comparison with other models. Translation by
the transformer-S3 model bears the most resemblance in
meaning to the full English reference target sentence.
Nevertheless, the transformer-S3 model chooses a wrong
tense of the verb “stop.” Instead of the reference verb phrase
of the past perfect tense “had stopped,” the transformer-S3
model uses the verb of simple present tense “stop.” It is
understandable, considering the fact that Vietnamese verbs,
such as “ngừng” in the source sentence, usually do not
appear in tense; hence, translation models or even human
translators find it difficult to translate Vietnamese verbs.

Table 9 shows the translation results of a Vietnamese
sentence consisting of 20 tokens by transformer models. All
three presented translation models perform pretty well in
this case. �eir translations generally reflect the meaning of
the source sentence. Still, the translation by the transformer-
S3 model is semantically closest to the reference target
sentence. �e transformer-S3 model translates the key
phrase “nhàm chán” into the correct target word “boring.”
However, it repeats the error of translating Vietnamese verbs
as in testcase 2. It mistranslates the source verb phrase
“không biết” into the target verb phrase of the present
simple tense “don’t know,” while the reference target phrase
“didn’t know” is of past simple tense. At the same time, the
baseline transformer model correctly identifies the tense,
producing the target phrase “didn’t know.”

Translations of a Vietnamese sentence comprising 25
tokens are presented in Table 10. �is test case unveils the
positive effect of the flexibility of the statistical alignment
approach.We can apply a statistical aligner to different kinds
of tokens without limiting ourselves to a preselected kind of

Table 5: An example of a sentence in its natural form and its converted true-cased form.

Sentence Example
In natural form “�e fact that most Fenqing are ignorant of many things determines their opinions and views of the world and China.”
In true-cased form “the fact that most Fenqing are ignorant of many things determines their opinions and views of the world and China.”

Table 6: A Vietnamese-English sentence pair with manually annotated alignments.

Feature Example
Vietnamese sentence “cô con gái Cưa sự việc ra tòa Cể cố gắng lấy lại số tiền.”
English sentence “the daughter took the case to court in an effort to recover the funds.”
Alignments “0-1 1-1 2-1 3-2 4-4 5-4 6-5 8-7 9-9 10-9 11-11 12-11 13-13 14-13”
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tokens as in the case of manual alignments. Specifically, the
transformer-S3 model successfully produces the target word
“appearance,” having concatenated two neighboring sylla-
bles “ngoại” and “hı̀nh” into one word “ngoại_hı̀nh” (see
Table 10). �is happens due to the fact that we choose to
build the transformer-S3 model as a linguistics-informed
word-to-word model, while the baseline transformer model
and transformer-M model are syllable-to-word models.
�ese models require tokenization of Vietnamese sentences
into syllables and English sentences into words.

Table 11 displays the translations of a Vietnamese
sentence comprising 30 tokens. All three presented trans-
lation models fail to translate the key phrases of the source
sentence. �e subject “bang Gujarat” (meaning: the state of
Gujarat) of the source sentence is mistranslated into dif-
ferent things: “federal federal government,” “the federal
states,” and “the state of states.” Nevertheless, the translation
by the baseline transformer model is smoother, consisting of
many reference tokens. Unfortunately, it misses two key
words “illegal” and “toxic”; therefore, its meaning is totally

Table 7: Translations of a Vietnamese sentence comprising 10 tokens.

Testcase 1
Vietnamese source “chỉ có siêu nhân mới làm Cược như vậy.”
English reference “only Superman can do that.”
Translation by transformer “only a new scan can do so.”
Translation by transformer-M “only an ultrasound is done as well.”
Translation by transformer-S3 “only Superman are done.”

Table 8: Translations of a Vietnamese sentence comprising 15 tokens.

Testcase 2
Vietnamese source “do tác dụng phụ nên 10% bệnh nhân ngừng uống thuốc trong hai năm.”
English reference “as a result of the side effects, 10% of the patients had stopped taking the drug within two years.”
Translation by transformer “due to the effects of 10% of the patient who took 10% of drinking pills for two years.”
Translation by transformer-M “due to side side effects should stop 10% of the patient who stopped the medicine for two years.”
Translation by transformer-S3 “due to side effects, 10% of patients stop taking drugs in two years.”

Table 9: Translations of a Vietnamese sentence comprising 20 tokens.

Testcase 3
Vietnamese source “buổi Cêm ở Cây khá nhàm chán vı̀ chúng tôi không biết phải làm gı̀ trước khi Ci ngủ.”
English reference “night can be quite boring because we didn’t know what to do before sleeping.”
Translation by transformer “it was pretty tired because we didn’t know what to sleep before bed.”
Translation by transformer-M “tonight is quite tired because we don’t know what to sleep before going to sleep.”
Translation by transformer-S3 “this night is quite boring because we don’t know what to do before going to bed.”
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Figure 1: Translation results by transformer models.
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different from the reference. While the transformer-S3
model delivers stutters (“state of states” and “production of
production”), it yields a correct key word “illegal,” making
the translation result better resemble the reference in
meaning.

On the whole, human judgment is in line with automatic
machine judgment on the quality of the translation models.
From the semantic point of view, the transformer-S3 model
is the best model. Moreover, we discover that the trans-
former-S3 model does not succeed at handling the verb
tenses.

4.1. Limitation and Future Work. Despite many advantages
of training transformer-based NMT models with prior
alignments, especially statistical ones, it still has a noticeable
disadvantage. �e models trained with them poorly handle
verb tenses in translation. Translations of the best trans-
former-S3 model may reflect the meaning of the source
sentences; however, they do not guarantee a high BLEU
score since they generate verbs in an incorrect tense.

�is work is the first step towards enhancing translation
quality of transformer-based NMTmodels trained with prior
alignments. Future work will address the pitfall of the word-
to-word transformer-S3 model trained with statistical word-
to-lemma alignments. Research into solving this problem is
in progress. We will explore the selection of a head in the
multihead attention mechanism, whose output is compared
with prior alignments.

5. Conclusions

In this study, we have proved that prior alignments help
better train the Vietnamese-English transformer-based
neural machine translation model. Experiment results

show the improvement of translation quality in terms of
BLEU score. Moreover, to free ourselves from dependence
on costly manual alignments, we have proposed a novel
hybrid word-to-word transformer model trained on sta-
tistical word-to-lemma alignments. Unlike strict manual
alignments, the flexible statistical aligner allows us to
construct word-to-lemma alignments, representing a
Vietnamese source sentence as a sequence of words and the
corresponding English target sentence as a sequence of
lemmas. Statistically constructed word-to-lemma align-
ments are then used to train a word-to-word transformer-
S3 model instead of word-to-word alignment. Experiments
have demonstrated that the novel word-to-word trans-
former-S3 model trained with statistical word-to-lemma
alignments outperforms the transformer-M model trained
with manual alignments in terms of BLEU score. In ad-
dition to machine judgment, we have made limited human
judgments on translation results. Strong correlation be-
tween human and machine judgment has validated our
findings.

Based on the experiment results, we recommend the use
of statistical prior alignments in training the transformer-
based neutral machine translation models at least in the
context of low-resource translation tasks.

Data Availability

Readers can obtain the datasets used in this work by con-
tacting the corresponding author �ien Nguyen via e-mail:
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Table 10: Translations of a Vietnamese sentence comprising 25 tokens.

Testcase 4
Vietnamese source “ngoại hı̀nh của chúng ta là yếu tố Cầu tiên mà mọi người Cể ý Cến và giúp họ hı̀nh dung về chúng ta.”
English reference “our appearance is the first thing people notice, and it gives them an idea of who we are.”
Translation by transformer “our foreign image is the first factor that people will take attention to their ideas and help them figure out.”
Translation by transformer-
M “our foreign form is the first factor that people come to attention and help them figure out us.”

Translation by transformer-
S3 “our appearance is the first factor that people notice and help them figure out of us.”

Table 11: Translations of a Vietnamese sentence comprising 30 tokens.

Testcase 5

Vietnamese source “tuần trước, bang Gujarat Cưa ra một Ciều luật mới quy Cịnh rằng việc sản xuất và bán rượu Cộc bất hợp
pháp s~e bị phạt tử hı̀nh.”

English reference “last week, the state of Gujarat brought in a new law making the illegal manufacture and sale of toxic alcohol
there punishable by death.”

Translation by
transformer

“last week, the federal federal government issued a new law that the production of manufacturing and selling
alcohol would be charged with death.”

Translation by
transformer-M

“last week, the federal states issued a new law that production and illegal consumption would be charged with
death.”

Translation by
transformer-S3

“last week, the state of states introduced a new law that the production of production and illegal alcohol will be
charged with death.”
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Most of the IoT-based smart systems require low latency and crisp response time for their applications. Achieving the demand of
this high Quality of Service (QoS) becomes quite challenging when computationally intensive tasks are offloaded to the cloud for
execution. Edge computing therein plays an important role by introducing low network latency, quick response, and high
bandwidth. However, offloading computations at a large scale overwhelms the edge server with many requests and the scalability
issue originates. To address the above issues, an efficient resource management technique is required to maintain the workload
over the edge and ensure the reduction of response time for IoT applications. *erefore, in this paper, we introduce a meta-
heuristic and nature-inspired Artificial Bee Colony (ABC) optimization technique that effectively manages the workload over the
edge server under the strict constraints of low network latency and quick response time. *e numerical results show that the
proposed ABC algorithm has outperformed Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), and Round-
Robin (RR) Scheduling algorithms by producing low response time and effectively managing the workload over the edge server.
Furthermore, the proposed technique scales the edge server to meet the demand of high QoS for IoT applications.

1. Introduction

Internet of *ings (IoT) is reshaping the technological
landscape of traditional systems. *e concept of IoT-based
smart system is making its way from dreams to reality [1].
Smart city, smart healthcare, and smart industry have
grasped the researchers’ attention at a monumental scale
[2–5]. However, smart systems generate high volume of data
in a short period of time and create several challenges such as
data management, security, storage, and energy consump-
tion [6]. In addition, the applications pertaining to these
IoT-based systems are resource-constrained and require a

crisp response, low latency, and high bandwidth, which are
beyond their capabilities [7].

Cloud computing is considered as a resource-rich so-
lution to the above problems. However, the inherent longer
latencies of cloud computing make it nonviable. *ese
longer latencies hinder the performance of IoT-based smart
systems [8]. Edge computing offers computation, storage,
and communication services at the edge of a network,
resulting in low latency, high bandwidth, and energy-effi-
ciency [9]. Both the edge and fog computing architectures
have been used to handle resource-scarcity of IoT devices
[10]. In this work, the objective behind the utilization of
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edge-based architecture is to deploy edge as a micro data
center that has the potential to provide cloud like services,
even in the absence of the cloud. However, fog computing
provides computing, storage, and other services through
intermediate nodes such as routers and gateways, which are
resource-limited. Edge computing utilizes computation
offloading concept, where the resource-constrained IoT
devices handle compute-intensive tasks to the edge server,
execute the task, and send back the result to IoT devices.
Computation offloading not only saves energy in IoTdevices
but also extends the lifetime of these devices [11]. Figure 1
shows edge computing architecture for IoT.

One way to achieve the required high QoS is via com-
putation offloading application of edge computing [12].
However, computation offloading is rather a complex job,
which enfolds the complexity of task scheduling, parti-
tioning, migration, and latency. In addition, the offloading
has a vital role in edge discovery, as well as selecting an
appropriate edge node for computation.

*e current IoT-based smart systems use large-scale
sensors that generate a huge amount of data at the IoT
deployment layer.*e rapid processing of the generated data
is very substantial.*erefore, computation offloading for the
resource-constrained devices is quite significant. *e ob-
jective of this research is to scale the edge server for delay
sensitive tasks that demand stringent QoS requirements. A
computation offloading technique selects a task from the IoT
layer generated by IoT devices and offloads it to the edge
server for execution. However, computation offloading at a
large scale creates congestion on the edge server, which
provides low QoS. *erefore, a resource scheduling mech-
anism for load balancing over edge servers is required to
ensure the effective utilization of the edge resources, while
considering communication cost and response time of the
tasks. On the other hand, computation offloading is a
nontrivial, challenging, and NP-hard problem, where its
complexity is directly proportional to the increasing number
of offloading tasks. *ereby, several studies proposed greedy
algorithms to tackle computation offloading problem
[13, 14], but the computation offloading still grows expo-
nentially and became very challenging for traditional greedy
algorithms. *erefore, in this paper, we proposed an Arti-
ficial Bee Colony- (ABC-) based computation offloading
algorithm that effectively and seamlessly performs the
process of computation offloading. *e major contributions
of this study are as follows:

(i) We devised a classical three-tier framework by in-
tegrating edge and cloud to simulate computation
offloading process following strict energy and la-
tency constraint for delay-sensitive tasks. An edge
server is used in conjunction with cloud due to its
higher computing power than edge servers. In the
proposed framework, the inclusion of cloud further
scales the edge server efficiently.

(ii) To effectively balance the workload over edge
servers, we propose ABC optimization technique
based on swarm intelligence, where the objective

function is set to achieve the minimum computa-
tion cost and low latency for the offloaded tasks.

(iii) A computation offloading algorithm based on ABC
is implemented for seamless computation off-
loading. *e results exhibit that the proposed
technique shows notable improvement in reducing
the response time and efficient load balancing over
edge nodes, compared to Ant Colony Optimization
(ACO), Particle Swarm Optimization (PSO), and
Round-Robin (RR) Scheduling.

*e rest of the paper is structured as follows. Section 2
presents a detailed overview of the related work. Section 3
shows the edge-cloud integration framework that spans over
the systemmodel. In addition, it also shows the computation
offloading algorithm based on Artificial Bee Colony. Section
4 presents the results and discussion of the proposed
technique. Finally, Section 5 comprehends the conclusion of
this research study.

2. Related Work

Smart systems are built using a large number of IoTdevices,
which generate huge amount of data in a short period of
time. *e generated data is sent to the cloud for aggregation,
analytics, and computation [15–17]. Computation offloading
to the cloud decreases the computation load from IoT de-
vices. However, it produces excessive delay that violates the
QoS requirements for real-time systems and applications
[18]. Furthermore, it leads to inefficient use of resources and
unnecessarily overloads back-haul links [19]. Edge com-
puting brings down computation, storage, and other services
in the closed proximity of the users, thereby meeting the
strict QoS requirements for delay-sensitive applications.

Computation offloading has largely attracted the re-
searcher’s attention, and a number of studies are conducted
on edge computing domain. In [20], a three-tier edge-cloud
integration framework has been deployed to reduce energy
and latency of IoT devices. To identify the best edge server
for computation offloading, the expected offloading and the
propagation delay of different edge servers are considered to
determine a threshold. If the expected delay is below the
threshold, the request is accepted for offloading; otherwise,
the task is given to the next feasible edge server. *e edge
server is further connected to the cloud for scalability, where
the task is offloaded to the cloud if the edge server reaches its
maximum. *is work produces desirable results, but they
did not consider the communication cost.

In [21], the authors focused on scheduling the problem
of computation offloading over the edge server placed in the
proximity of users. *e offloading and computation deci-
sions are made by the IoT device, while considering the
battery life and response time for better quality of experience
(QoE). *ey formulated the offloading problem as mixed-
integer nonlinear programming (MINLP) and resolved it
using branch and bound reinforcement learning technique.
*e proposed solution did not consider the load balancing
over edge and it leads to scalability issue.
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A distributed and scalable framework for wearable IoT
devices is proposed in [22]. *is existing system considered
metrics such as response time, bandwidth, storage, and a
number of tasks successfully completed for effective resource
provisioning using recurrent learning. *e response time is
reduced by introducing a control layer between cloud and
IoT layer, which generalizes the edge computing model but
lacks practical computation offload environment. A dy-
namic computation offloading algorithm based on stochastic
optimization technique is presented to deal with compu-
tation offloading problem [23]. *e computation offloading
problem is further divided into subproblems to achieve a
minimum cost of the offloading process. *ey reduced the
cost but did not consider the load balancing over multiple
edge servers while migrating tasks.

*e existing computation offloading frameworks com-
prised over cloud, edge, and IoT have been devised for
seamless computation offloading [24–26]. *ese studies
focused on reducing the communication overhead, response
time, and bandwidth using machine learning algorithms
such as Lyapunov optimization, Deep Supervised Learning
(DSP), and Discrete Particle Swarm Optimization (DPSO).
*ese frameworks have a well-defined objective for low
latency and minimize energy consumption of IoT devices.
However, this existing system focuses on edge-cloud
framework instead of computation offloading process. A
load balancing framework based on directed graph parti-
tioning algorithms is proposed to balance load over edge
node for in-network flexible resource provisioning and al-
location [27]. *e devised algorithm is inappropriate in the
dynamic workload conditions. A cloud-edge integration
architecture is introduced to deal with the scheduling
problem of bag-of-tasks applications usingModified Particle
Swarm Optimization (MPSO) [28]. *e similar problem is

handled using Genetic Algorithm (GA) [29]. *e main goals
of these studies were to reduce the operating cost and remote
processing time of the task. However, these studies have not
focused on communication cost and latency incurred by the
computation offloading process.

Several studies use different clustering techniques to protect
the edge server from bottleneck and cope with the scalability
issue. For instance, a CNN-based fused tile partitioning (FTP)
is presented to distribute the workload over edge servers [30]. A
PSO-based multiclustering technique in a semiautonomous
edge-IoT environment is proposed in the account of reducing
processing and communication delays to distribute the load
over edge servers [31]. A graph-based edge clustering technique
and software defined network- (SDN-) based multicluster
overlay (MCO) are utilized to optimize task size, number of
servers, required channels for communications, best channel
allocation for effective load distribution, and scaling the edge
server [32, 33]. However, these studies produce additional
communication overhead and add more latency while making
computation offloading decision.

*e existing studies reveal that the computation off-
loading process is very complex and challenging. It con-
sumes extra energy and incurs latency, while
intercommunicating between devices and servers [5, 6]. A
single device is responsible for making computation off-
loading decisions, which consumes more energy and causes
fast battery drain. In addition, the existing edge server makes
computation offloading decision independently in the IoT
environment [34–37], where the edge server is overwhelmed
with many requests, creating congestion over the edge
server, and originates scalability issue. *e existing ap-
proaches do not attain the high QoS requirements of IoT
applications. Nonetheless, they reflect a trade-off between
QoS and the scale of offloading requests.

Cloud tier

Edge tier

Edge servers Edge servers
BS

Cloud

IoT tier

IoT cluster

Figure 1: Edge computing architecture for IOT.
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In our work, we design a dynamic and decentralized task
execution through computation offloading. To accomplish
the above-mentioned objective, a three-tier edge-cloud in-
tegration framework is designed for a successful computa-
tion offloading process. One of the major advantages of the
proposed layered-based architecture is a robust service
discovery. *e IoT system is designed using a large number
of devices and servers, where searching for the right resource
for the IoT device is quite challenging. A social Internet of
things (SIoT) clustering approach [38] is deployed at IoT
layer that performs the task of aggregation and resource
management. *e SIoT not only controls the number of
offloading tasks sent to the edge server and protects the edge
server from bottleneck but also creates an association be-
tween offloading task and the resource allocation. *is as-
sociation finds the right resource for executing a particular
task, hence reducing the latency of the offloading task.

We propose an ABC optimization technique that bal-
ances the workload over the edge server, provides the right
resource for offloading device, and exploits low latency
interconnections between IoT device and server. *e pro-
posed framework can be effectively utilized for IoT devices,
where the task is executed under strict energy with the
required latency to meet the high QoS requirements, which
is very unlikely to get using the traditional cloud. Finally, a
computation offloading algorithm based on ABC is pro-
posed to provide an efficient computation offloading facility
that searches to find new resources for task execution. *e
objective function measures the network latency and exe-
cution time of the task to achieve minimum service time.*e
detailed discussion on ABC Algorithm and computation
offloading technique is provided in Section 3.

3. Edge-Cloud Integration Framework for
Computation Offloading

In this section, we briefly describe the system model. In
addition, we also provide the detailed overview of the Ar-
tificial Bee Colony optimization technique and a novel ABC-
based computation offloading algorithm.

3.1. System Model. *ere are three layers in the IoT-based
edge infrastructure as shown in Figure 2. *e first layer is
IoT layer, where a large number of sensors are connected to
LAN in clusters. *ese clusters are connected to the second
layer called edge layer, which contains multiple edge nodes.
*ese nodes perform basic analytics on the data received
from the sensors. However, the computational and storage
capabilities of these nodes are limited. *e third layer is the
cloud layer. *e master node of second layer is responsible
for deciding whether to offload the task to the cloud layer or
not. It has powerful computing and storage resources to
perform heavy analytics and large/long-term data storage.
Table 1 expresses the list of symbols and notations used in
the system model.

*e IoT layer has N nodes S1, S2, . . . , Sn , where each
sensor/mote Si is working at frequency λi. Edge layer has M

nodes Eg1, Eg2, . . . , Egm . If the computation job is

performed in the IoT node without offloading it to the
fog or cloud, then the service time for a job is computed
using the following equation:

Edge layer

IoT cluster

LAN

ES3ES2ES1

Cloud

Figure 2: Edge-computing-based system model.

Table 1: Symbols and notations used in the system model.

Symbols Descriptions
Sn IoT nodes n
Egm Edge servers m
STi Service time of IoT node i
Tcomi

Computation requirement of task
λi Frequency of sensor
Csen Computation capacity of sensor
NLme Network latency (IoT to edge)
Bme Bandwidth (IoT node to edge)
Dm Data size
Cmote Energy required for task execution
ECBW Bandwidth (edge to cloud)
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STn �
Tcomi

Csen
, (1)

where STn is a service time of the task, Tcomi
is computation

required to complete the task i, and Csen is computational
capability of the mote (IoT sensor node). *e communi-
cation cost between mote and edge node is computed using
equation (2), which depends on transfer capacity and net-
work latency.

MoteEdgeComm � NLme +
Dm

Bme
, (2)

where NLme is network latency between mote and edge, Dm

is data generated by the mote/sensor, and Bme is the
bandwidth between mote and the edge. If the computation is
performed in the IoTnode, the energy (Em) required for the
computation of the job is given by the following equation:

Em � STn ∗ Cmote, (3)

where Cmote is an energy consumed by processing units in
unit time. *e service time of the job offloaded to the edge
node is calculated using the following equation:

STEN � MoteEdgeComm ×
Tcomi

CEdgeNode
. (4)

In the above equation, CEdgeNode is clock frequency of the
edge node. *e task offloaded to the edge node required
energy for its completion, which is calculated using the
following equation:

Eedge � 2 ×
Dm

Bme
+

Tcomi

CEdgeNode
. (5)

*e service time for job offloading to the cloud is
computed using the following equation:

STcloud � EdgeCloudComm +
Tcomi

Ccloud
, (6)

where EdgeCloudComm is composed of the cloud latency
and time required to send data to cloud from the edge node.
It is calculated using the following equation:

EdgeCloudComm � NLEC +
Tcomi

CEdgeNode
, (7)

where NLEC is network latency between the edge node and
cloud, while ECBW is bandwidth between edge and cloud.
*erefore, the energy consumption for the offloaded task to
the cloud is calculated using the following equation:

Ecloud � 2 ×
Dm

ECBW

+
Tcomi

Ccloud
. (8)

*e total communication cost for offloading the job to
cloud using IoTnode is computed by the following equation:

TotalCommCost � EdgeCloudComm + MoteEdgeComm.

(9)

3.1.1. Objective Function. It is important to handle two main
decisions of whether to offload the task to edge or cloud.
*erefore, the objective function is used to minimize the
energy consumption (E) and service time delay (ST) of each
offloading scheme. *e first decision is about offloading the
job to the edge:

si �
0, if job i is offloaded to the edge,

1, if job i is exectuted usingmote computational resource.


(10)

Similarly, the edge might have limited resources to fulfil
the computational requirements of the job.*erefore, it may
decide to further offload the task to the cloud. *e following
variables in decision allow offloading the job to the cloud:

ti �
0, if job i is offloaded to the cloud,

1, if job i is offloaded to the edge.
 (11)

For ABC optimization algorithm, STi and Ei are required
to be normalized using the two following equations:

STcurrent �
STcurrent − STmin

STmax − STmin
, (12)

Ecurrent �
Ecurrent − Emin

Emax − Emin
. (13)

For all K jobs, total energy consumption Etotal is cal-
culated using equation (15), and the total delay for offloading
the task to the cloud is computed using the following
equation:

STtotal � 
K

n�1
STn si(  + STedge si(  + STcloud 1 − si(  1 − ti(  ,

(14)

Etotal � 
K

n�1
En si(  + Eedge si(  + Ecloud 1 − si(  1 − ti(   .

(15)

*erefore, the objective function is

Fobj � δ(ST) + (1 − δ)(E), (16)

where ST is the service time and E is energy consumption for
the offloading scheme.

ST � min ST lj, jobr  , for 1≤ j≤M, 1≤ r≤ k, (17)

E � min E lj, jobr  , for 1≤ j≤M, 1≤ r≤ k, (18)

where δ ∈ [0, 1] is weight to prioritize the elements of the
objective function and (E(lj, jobr)) is energy consumption
of the task jobr by the node at level lj. *e objective function
has following constraint on the edge layer:


k
j�1 Hk

Hk − Havg
≤ Egcap, (19)
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where Egcap is a load capacity of the edge node j andHk is an
asthmatic mean of response time if it is the only edge that
serves all the offloaded jobs.

3.2. Artificial Bee Colony (ABC) Algorithm. *e ABC was
proposed by Dervis Karaboga [39]. It is a swarm-intelli-
gence-based optimization algorithm, which contains three
types of bees. *e first type is scout bees that search for new
sources of food randomly, thus ensuring exploration. *e
second type is onlooker bees that choose a food source by
observing the dance of employed bee. *e third type is
employed bees that are linked to the food source, thus
ensuring exploitation. Scout bees and onlooker bees are not
linked to any specific food source.*erefore, they are usually
called unemployed bees. A general outline of the ABC al-
gorithm is shown in Algorithm 1.

In this section, we presented the ABC algorithm for
computation offloading at IoT edge. *e objective function
measures the service time (network latency and time required
for job completion) and energy consumption for the solution
provided by the optimization algorithm. *e main purpose is
to minimize the objective function, which searches for
minimum computational cost and job latency.*ere are three
decision variables: si, ti, and ξ (contains a list of jobs). *e
input for the algorithm is a set of jobs and nodes.

3.2.1. Initialization Phase. *e population (nodes) is rep-
resented by vectors xn, which is initialized by bees using the
following equation:

xnj � lbj + rand(0, 1) × ubj − lbj , (20)

where ubj and lbj are the upper and the lower bounds of the
parameter, respectively.

3.2.2. Employed Bee Phase

(1) New Solution. *e employed bee searches for new nodes
(ymi) with more resources in a neighbourhood. *e new
neighbour node ymi can be found by the the following
equation:

ynj � xnj + τnj × xnj − xpj , (21)

where τnj is a function that generates a random number
between −1 and 1 and xpj is a randomly chosen node in a
neighbourhood.

(2) Greedy Selection. Fitness of new node ymi is calculated. If
its fitness is high, then xnj ymi is memorized.

3.2.3. Onlooker Bee Phase

(1) Probability Calculation Based on Fitness. Onlooker bees
choose the node probabilistically based on information
provided by the employed bee nodes. *e onlooker bees
choose node xn using the probability pn as shown in the
following equation:

pnj �
Fnj xn( 


k
n�1 Fk(  xn( 

, (22)

where Fn is fitness function, which is computed by using the
following equation:

Fn �

1
1 + Fobj

, if Fobj ≥ 0,

1 + Fobj



, if Fobj < 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(23)

(2) New Solution for Onlooker Bee. Once a node is chosen for
the onlooker bee probabilistically, a new neighborhood node
ymi is determined using equation (20).

(3) Greedy Selection. At this stage, ymi and xnj are compared
to each other. If a new node in neighborhood ymi has high
fitness value, then current node ymi is memorized.

3.2.4. Scout Bee Phase. Scout bees ensure exploration and
choose a node randomly. An employed bee becomes a scout
bee if it fails to improve its solution in a limit (number of
trails). Figure 3 and Algorithm 2 present the flowchart and
algorithm of ABC-based computation offloading technique,
respectively.

4. Results and Discussion

In this section, we discuss the results achieved using our
proposed framework. A three-tier edge-cloud integra-
tion framework is proposed, where IoTdevices are placed
at Tier-1, where data are generated from multiple devices
in multitasking manner. Tier-2 comprises edge servers,
and Tier-3 includes a resource-rich cloud. *e hierar-
chical representation of the proposed framework helps
efficiently utilize the resources and distinguish the re-
sponsibility of each tier. A simulation-based edge-cloud
integration test-bed is designed using MATLAB. *e
simulation setup not only provides the opportunity to
conduct the experiment in the control environment
using a preferred set of parameters but also allows us to
repeat the experiment under different scenarios and
constraints. *ereby, we have evaluated the performance
of the proposed Artificial Bee Colony computation off-
loading algorithm against the metaheuristic algorithms
such as Particle Swarm Optimization, Ant Colony Op-
timization, and Round-Robin Scheduling [10]. A list of
parameters with their corresponding values acquired by
conducting several preliminary experiments is provided
in Table 2.

*emetrics for the evaluation of the proposed offloading
algorithm are degree of imbalance and standard deviation in
response time, while observing the load of edge node. *e
degree of imbalance among edge nodes is calculated using
the following equation:
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LI �
max Hk(  − min Hk( 

Havg
. (24)

*e IoT devices at Tier-1 generate the tasks, selected for
computation offloading to the edge server. *is approach

leverages the IoT devices to save energy and make them
capable of handling compute-intensive tasks.*e edge tier is
placed between IoT tier and cloud, which takes the data load
generated by IoT devices and executes the offloaded tasks
using a number of edge servers. However, each server has
several virtual machine (VM) instances that ensure the
successful execution of the offloaded tasks, where each VM
handles a different class of IoT applications. *e cloud is a
resource-rich solution to IoT and is connected to the edge
server through Internet for achieving scalability in the edge
server. *e performance analysis of computation offloading
based on ABC algorithm is evaluated using three-tier edge-
cloud framework for seamless and successful execution of
task offloading between IoT, edge, and cloud. In this ex-
periment, we have considered the response time, standard
deviation, and degree of imbalance as a set of parameters.
Using these parameters, we tested the performance of ABC-
based computation offloading algorithm under different
scenarios. However, the degree of imbalance reflects the
inequality among multiple edge servers, and the standard
deviation of the response time exhibits the load balance
between edge servers. *e degree of imbalance is expressed
using equation (24).

Figure 4 shows the performance of the ABC task off-
loading algorithm in scenario 1, where the number of edge
server Egn is 3, total number of IoT nodes Mn is 250, and
primary server rate is 100.*e two delay-sensitive and delay-
tolerant applications are generated from IoT nodes. It has
been observed that the proposed ABC task offloading al-
gorithm outperforms the counterparts ACO, PSO, and RR
Algorithms by keeping the response time well below the
defined latency threshold. *e ABC algorithm satisfies the
QoS requirement of both delay-sensitive and delay-tolerant
application. However, the RR scheduler degrades its per-
formance by violating the latency requirements of 100ms. In
scenario 2, experimental parameters are changed by in-
creasing the number of edge servers Egn to 5 and server rate
to 300 with a gradual increase in number of IoT devices. In
Figure 5, the proposed ABC task offloading algorithm is
compared with ACO, PSO, and RR scheduler. *e achieved
results show that the proposed algorithm maintains the low
response time even with the increasing number of com-
putation offloading requests of IoT devices.

In Figure 6, we present the performance of ABC algo-
rithm. It is witnessed that the proposed algorithm maintains
lower response time of the offloaded tasks in the single run of

(1) Step 1: Initialization Phase
(2) repeat
(3) Step 2: Employed bees’ phase
(4) Step 3: Onlooker bees’ phase
(5) Step 4: Scout bees’ phase
(6) Step 5: Memorize the best solution achieved so far
(7) until maximum cycle number reached
(8) Output the best solution identified

ALGORITHM 1: ABC algorithm.

Generate initial population

Evaluation of the objective function

Employed bees update

Onlooker bees update

Scout bees update

Search best food source and memorize it

Solution to offload the task

Stopping criteria
satisfied

No

Yes

Figure 3: Flow chart of computation offloading framework.
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(1) Step1: Initialization
(2) q ← # of employed bees, r← # of onlooker bees
(3) Dp ← # dimension of problem
(4) StoppingCriteria← Max. # of iterations allowed
(5) Create an initial population using Equation (20)
(6) Evaluate the fitness of the population
(7) repeat
(8) Step 2: Employed bees’ phase
(9) k � 1
(10) while k < q do
(11) Compute new solution using Equation (21)
(12) Compute the fitness value of new solution using Equation (23)
(13) if fit(ynk)> fit(xnk) in a neighborhood then
(14) xnk � ynk, and trailn � 0
(15) else
(16) Increase trailn by 1
(17) end if
(18) k � k + 1
(19) end while
(20) Step 3: Onlooker bees’ phase
(21) Dp � r, s � 1, k � 0
(22) while s < Dp do
(23) Generate a random number pr such that r ∈ [0, 1]

(24) Calculate the probability pnj using Equation (22)
(25) if pr < pnj then
(26) Compute new solution using Equation (21)
(27) Compute the fitness value of new solution using Equation (23)
(28) if fit(ynk)> fit(xnk) in a neighborhood then
(29) xnk � ynk, and trailn � 0
(30) else
(31) Increase trailn by 1
(32) end if
(33) end if
(34) s � s + 1
(35) k � k + 1
(36) if k > Dp then
(37) k � 1
(38) end if
(39) end while
(40) Step 4: Scout bees’ phase
(41) if trail > limit then
(42) Initialize randomly chosen solution using Equation (20)
(43) end if
(44) Step 5: Memorize the best solution achieved so far
(45) until maximum cycle number reached
(46) Output the best solution identified

ALGORITHM 2: ABC to offload computation to the edge/cloud.

Table 2: Simulation parameters.

S. no. Parameters Value
1 No. of IoT devices 250–2000
2 Edge server Core i7 (2.6GHz, 8GB RAM)
3 IoT cluster radius 100-300 meters
4 Task size 250Kb–1MB
5 Latency 100ms
6 No. of servers 3–8
7 Communication parameters 3GPP
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the ABC algorithm. In scenario 3, the experimental setup is
deployed with the following parameter settings: Egn � 8,
server rate� 500, and Mn � 2000. However, the number of
applications is increased to 3. *is setup is objectively
designed to simulate real IoT-based smart system envi-
ronment, where heavy traffic is generated by IoT nodes.

We recorded the average response time of the bees. *e
ABC algorithm minimizes the objective function by dis-
covering minimum computational cost and low latency of
each offloaded task. *e probabilistic calculation and
memorization of the fitness value reach the minimum fitness
value immediately in the 11th iteration. *e proposed ABC
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Figure 4: Average response time of the offloading tasks.
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Figure 5: Average response time of the offloaded tasks.
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algorithm explores the search space quickly, resulting in
faster convergence compared to the ACO and PSO for the
best possible solution. In addition, it achieves the best value
in a short period of time.

In scenario 4, we changed a set of parameters by in-
troducing three different classes of applications using three

different types of sensors. Each sensor generates different
data rate according to the task with having number of edge
servers Egn � 8, the server rate� 500, and number of IoT
nodes Mn � 2000.

In Figure 7, the results exhibit that the ABC task off-
loading algorithm maintains the low response time because
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Figure 7: Average response time of the offloaded tasks.
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the onlooker bee probabilistically selects and memorizes
the successful node while looking for other probabilistic
solutions and outperforms the RR, PSO, and ACO algo-
rithms. Figure 8 reflects the behaviour of the proposed ABC
algorithm by considering the standard deviation. *e
standard deviation is the variation between the average
response times of all the tasks that are offloaded for remote
execution. As the number of IoT devices increases, the
proposed algorithm shows an improved performance in the
standard deviation. However, the standard deviation grows
exponentially while exceeding 1750 IoT devices, which is
due to the inherent issue of scalability in edge computing.
*ese results are achieved through the same parameters
mentioned in scenario 4. Figure 9 exhibits the degree of
imbalance of the offloaded tasks over edge servers while
increasing the number of offloading tasks from IoT layer
using scenario 4. It is observed that the proposed ABC
algorithm minimizes the objective function, produces low
values, and reflects that the workload is effectively dis-
tributed among the edge servers.

5. Conclusion and Future Work

Smart city is designed using a large number of IoT devices.
*ese devices are resource-limited and their applications are
resource-intensive, which require high QoS. Nonetheless,
they produce a large amount of data in a short period of
time. Cloud can be a feasible solution for it, but the inherent
longer latency makes it nonviable. Edge computing is a
potential solution that resides in the close proximity of the
users. It offers low latency, high bandwidth, crisp response,
and reliability for the resource-limited IoT devices. *ere-
fore, in this paper, we proposed a three-tier edge-cloud
integration architecture and utilized a classical computation
offloading technique for seamless task offloading process. A
metaheuristic and nature-inspired ABC optimization
technique is used to balance the workload over edge servers
while considering network latency and service rate of the
edge servers.*e numerical results exhibit that the proposed
ABC algorithm produced notable improvement in response
time of IoT applications. In addition, the results also ensure
that the workload over edge servers is managed effectively,
which scales the edge server for entertaining maximum
number of offloaded tasks.

In the future, we aim to extend this work to LTE and 5G
communication architecture using multiobjective optimi-
zation, including communication cost and energy con-
sumption cost.

Data Availability

*e data used to support the findings of this study are in-
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its details are mentioned in the Results section that help to
reach conclusions.
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Computational visual perception, also known as computer vision, is a field of artificial intelligence that enables computers to
process digital images and videos in a similar way as biological vision does. It involves methods to be developed to replicate the
capabilities of biological vision. 0e computer vision’s goal is to surpass the capabilities of biological vision in extracting useful
information from visual data. 0e massive data generated today is one of the driving factors for the tremendous growth of
computer vision. 0is survey incorporates an overview of existing applications of deep learning in computational visual per-
ception. 0e survey explores various deep learning techniques adapted to solve computer vision problems using deep con-
volutional neural networks and deep generative adversarial networks. 0e pitfalls of deep learning and their solutions are briefly
discussed.0e solutions discussed were dropout and augmentation.0e results show that there is a significant improvement in the
accuracy using dropout and data augmentation. Deep convolutional neural networks’ applications, namely, image classification,
localization and detection, document analysis, and speech recognition, are discussed in detail. In-depth analysis of deep generative
adversarial network applications, namely, image-to-image translation, image denoising, face aging, and facial attribute editing, is
done. 0e deep generative adversarial network is unsupervised learning, but adding a certain number of labels in practical
applications can improve its generating ability. However, it is challenging to acquire many data labels, but a small number of data
labels can be acquired. 0erefore, combining semisupervised learning and generative adversarial networks is one of the future
directions. 0is article surveys the recent developments in this direction and provides a critical review of the related significant
aspects, investigates the current opportunities and future challenges in all the emerging domains, and discusses the current
opportunities in many emerging fields such as handwriting recognition, semantic mapping, webcam-based eye trackers, lumen
center detection, query-by-string word, intermittently closed and open lakes and lagoons, and landslides.

1. Introduction

Computer vision (CV), the core component of machine
intelligence, is an interdisciplinary field enabling computers
to achieve a visual understanding of digital images. For a
machine to view as animals or people do, it relies on
computer vision. Table 1 contains the list of abbreviations
and their expansion used in the manuscript. CV is a

booming field and is applied to many of our everyday ac-
tivities; some of them are face detection, object detection,
biometrics, a medical diagnosis from faces, self-checkout
kiosk, autonomous vehicles, image recognition, image en-
hancement, image deblurring, motion tracking, video sur-
veillance, control of robots, analysis of mammography, and
X-rays [22–26]. 0e fundamental goal of all these applica-
tions is to create a human observer replica in interpreting the
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scene in a broad sense and perform decision-making for the
task at hand [27]. CV and image processing are confusing
terms and are often used interchangeably. Image processing
receives images as the input, processes them, and outputs
images, while CV receives images as the input, processes
them, and interprets the images. 0e output generated by
CV is an abstract representation of the image’s constituent
or the entire image. D-GAN is proposed as unsupervised
learning, but adding a certain number of labels in practical
applications can improve its generating ability. However, it
is challenging to acquire many data labels, but a small
number of data labels can be obtained.0erefore, combining
semisupervised learning and GAN is one of the future
directions.

Figure 1(a) represents the general architecture of the
deep convolutional neural network (D-CNN). D-CNN is
similar to a neural network where D-CNN is built with
neurons having learning weights and biases [30]. However,
in recent times, D-CNN is widely used over a standard
neural network as it is faster and computationally inex-
pensive compared to neural networks. An image, which is a
matrix of pixels, is flattened and fed into the neural network.
Furthermore, to flatten an image of size 40× 30×1, 1200
neurons are required at the input layer. Here, the complexity
is manageable using a neural network. Colored images have
layers corresponding to RGB. A total of 3 layers for each
color make the number of neurons required at the input

layer very high. When an image of size 1024×1024× 3 has to
be fed into the neural network, 3,145,728 neurons are re-
quired at the input layer, which is computationally expen-
sive. 0e number of neurons needed at the input layer
increases exponentially as the size of the image increases.

Figure 1(b) represents the architecture of deep genera-
tive adversarial networks (D-GAN), where G captures the
data distribution and generates fake data G(z) whose dis-
tribution is pz(z). 0e generative model improvises to
generate distributions similar to p data(x), the real data
distribution. 0e discriminator D is fed either with an actual
data sample or generated data sample G(z). 0e discrimi-
nator outputs a probability f(x) belonging to (0, 1), indi-
cating the data source. 0e generative model is trained to
capture the data distribution from the original data. 0e
discriminative model predicts the probability that data have
originated from the generator G rather than the original
training data.0e generator’s goal is to generate data close to
the distribution of real data and deceive the discriminator.
0e purpose of the discriminator is to identify the fake data
generated by the generator. Model distributions are gen-
erated by feeding random noise as the input through a
multilayer perceptron. 0e discriminator has a multilayer
perceptron with a classifier at the end [31].

0e generator and discriminator compete until the
counterfeits generated by the generator are indistinguishable
from the data distribution. 0rough adversarial training, the

Table 1: List of abbreviations used in this manuscript along with their expansion.

Abbreviation Full form Authors
CV Computer vision Roberts, 1963 [1]
D-CNN Deep convolutional neural network Lecun et al., 1998 [2]
RNN Recurrent neural network Graves, 2006 [3]
DNN Deep neural network Ivakhnenko, 1971 [4]
AI Artificial intelligence John McCarthy, 1956
MNIST Mixed National Institute of Standards and Technology Lecun et al. (http://yann.lecun.com/exdb/mnist/)
ReLU Rectified linear unit Hahnloser et al., 2000 [5]
COCO Common objects in context Lin et al, 2014 [6]
D-GAN Deep generative adversarial network Goodfellow et al, 2014 [7]
DCGAN Deep convolutional GAN Radford et al., 2015 [8]
SRGAN Super-resolution generative adversarial networks Ledig et al., 2017 [9]
APGAN Laplacian pyramid GAN Denton et al., 2015 [10]
SAPGAN Self-attention generative adversarial networks Zhang, et al., 2019 [11]
GRAN Generating images with recurrent adversarial networks Im, et al., 2016 [12]
GPF-CNN Gated peripheral-foveal convolutional neural network Hahnloser et al., 2000 [5]
PSGAN Pose and expression robust spatial-aware GAN Jiang et al., 2019 [13]
ResNet Residual neural network He Zhang et al., 2016 [28]
CRGAN Conditional recycle GAN Li et al., 2018 [14]
ACGAN Auxiliary classifier GAN Odena et al, 2017 [15]
CGAN Conditional GAN Gauthier et al., 2014 [16]
InfoGAN Information maximizing GAN Chen et al., 2016 [17]
LAPGAN Laplacian pyramid of adversarial networks Denton et al., 2015 [10]
SAGAN Self-attention GAN Zhang et al., 2018 [11]
VAEGAN Variational autoencoder GAN Larsen et al., 2016 [12]
BIGAN Bidirectional GAN Rui et al., 2020 [18]
AAE Adversarial autoencoders Makhzani et al., 2016 [19]
MCGAN Mean and covariance feature matching GAN Mroueh et al., 2017 [20]
GRAN Generative recurrent adversarial networks Daniel et al., 2016 [12]
LSGAN Least squares generative adversarial networks Mao et al., 2016 [29]
WGAN Wasserstein GAN Martin et al., 2017 [21]
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quality of data generated by the generator gradually im-
proves [32]. 0e quality of data samples generated by the
generator and the discriminator’s identifying capability
improves each iteration interactively. 0e generator can be
any neural network such as artificial neural network, con-
volutional neural network, recurrent neural network, or long
short-term memory, whose task is to learn the data distri-
bution. Simultaneously, a discriminator is essentially a bi-
nary classifier capable of classifying the input to be real or
fake. 0e entire network is trained using backpropagation to
fine-tune the training. 0e error is estimated using the
sample label, and the discriminator output and the pa-
rameters of G are updated using an error backpropagation
algorithm. D-GAN is inspired by two-player minimax game
theory, which has two players, one benefitting at the loss of
the other, and is represented by the following equation [7]:

minGmaxDV(D, G) � Ex ∼ p data(x)[logD(x)]

+ Ez ∼ pz(z)[log(1 − D(G(z)))],
(1)

where p data(x) is the model data distribution and is the
G(z) generated data distribution.

0e output of a discriminator is a probability indi-
cating the origin of the data sample. A probability of 1 or a
number very close to 1 represents that the data sample is
real data. A probability of 0 or a number close to 0
represents the fake data. When the probability is close to
0.5, it indicates that the discriminator finds it hard to
identify counterfeit samples. G is trained repeatedly to
make D’s output approach 1 for the data samples gen-
erated by G. 0e model is trained until Nash equilibrium is
achieved where a change in strategy does not change the
game anymore. 0e Nash equilibrium is achieved when
the generator has gained the capability to generate data
close to the real data. 0e discriminator does not dis-
tinguish the real data and generator data. 0e generator is
now considered to have to learn the real-data distribution.

1.1. Contributions of 5is Survey. 0is paper presents the
general architecture of D-CNN, its application, various
methodologies adopted, and its application-based perfor-
mance. An overview of D-GANs is also discussed with their
existing variants and their application in different domains.
Furthermore, this paper identifies GANs’ advantages, dis-
advantages, and recent advancements in the field of com-
puter vision. Also, it aims to investigate and present a
comprehensive survey of the essential applications of GANs,
covering crucial areas of research with their architectures.
Figure 1(c) shows the structure of the survey. 0is survey
presents a detailed description of D-CNN and D-GAN with
their architectures. Recent advancements of D-CNN and
D-GAN are discussed with their applications. Activation
functions used for the CNN are discussed, and various
pitfalls of deep learning with their possible solutions are
discussed in detail. Applications of D-CNN and D-GAN are
analyzed in Sections 4 and 5. Table 2 shows a comparison
between the current survey and existing surveys on D-CNN
and D-GAN.

2. Biological Vision vs. Computer Vision

Biological vision has tremendous capabilities in retrieving
vital information from visual data and analyzing them for
functional needs. 0e perceptual mechanism used by people
and animals to interpret the visual world is diverse. Research
on biological vision is an excellent source of inspiration for
CV and focuses on computationally understanding brain
functions’ mechanism for visual interpretation. Under-
standing the perceptual mechanism of biological vision is the
initial step towards interpreting the visual data. Computa-
tional understanding of biological vision in the current
research studies is based on the framework defined by David
Mar [40]. Biological vision can perform tasks with high
reliability, even if the visual data are noisy, cluttered, and
ambiguous. It can efficiently solve computationally complex
problems and that are still challenging for CV. 0e fun-
damental goal of CV, the science of image analysis, is to
automate computational methods to extract visual infor-
mation and understand the image’s content for decision-
making [41, 42]. From CV’s perspective, an image is a se-
quence of square pixels that may be aligned as an array or
matrix. At a higher level, the structure of both biological and
computer vision is the same. Nevertheless, both systems’
objective is the same: to extract and represent the visual data
into useful information for making actions.

3. Deep Learning

Deep learning or hierarchical learning has emerged as a
subfield of machine learning, which, in turn, is a subfield of
artificial intelligence [43]. Artificial intelligence is an effort to
make machines think and automatically perform intellectual
tasks otherwise performed by humans. AI is a classical
programming paradigm where humans craft rules for the
data, and the machine outputs the answers. Questions arose
as if a machine could automatically learn data processing
rules by looking at the data. Machine learning, a new
programming paradigm, came into existence as an answer to
this question. With machine learning, data and the solutions
were fed for the machines to craft the rules. A machine
learning model is trained rather than being explicitly pro-
grammed. Machine learning and deep learning came into
existence when a need arose to solve fuzzy and more
complex problems such as language translation, speech
recognition, and image classification [44, 45]. At its core,
deep learning and machine learning are about learning the
representation of the data at hand to get the expected output.
Deep learning models are capable of learning complex re-
lationships existing between the inputs and the outputs.
Deep learning uses multiple processing layers to discover the
data’s intricate structure with multiple abstraction levels
[46]. 0e deep in deep learning is a reference to successive
layers of representation. Weights parameterize the multiple
nonlinear hidden layers in a deep learning model. For a
network to correctly map the inputs to its targets in a deep
learning model, proper values are to be set for the weights of
all layers present in a network.
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Any deep learning problem has an actual target value
and the predicted value. 0e difference between the actual
and the predicted value is called the loss function. A distance
score, which represents the network performance, is com-
puted based on real and predicted values. Initially, the in-
put’s weights are randomly assigned, and the expected
output is far from the actual output, and accordingly, the
distance score is very high.0eweights are then adjusted, the
training loop is repeated, and the distance score decreases.
Tens and hundreds of iterations are performed over thou-
sands of examples, and a minimal loss value represents that
the outputs are close to the target. Deep learning has ex-
ponentially improved state-of-the-art object detection,
speech recognition, and many other domains [47]. Figure 2
shows the deep learning models. D-CNN has excelled in
processing images, speech, audio, and video, while RNN has
brought a breakthrough in processing sequential data.

3.1. Deep Convolutional Neural Network. 0e deep con-
volutional neural networks, popularly known as D-CNN or

D-ConvNets, are a robust ANN class and are the most
established deep learning algorithm that have become
dominant in computer vision and tons of other applications
[48]. Convolutional layers, pooling layers, and fully con-
nected layers are the D-CNN [49] building blocks [50].
D-CNN is designed to process the data that arrive in
multiple arrays or grids through its numerous building
blocks. 0e convolutional and pooling layers’ role is to
extract the features, while fully connected layers map the
extracted features to the output. Deep CNN has multiple
convolutions and pooling layers, followed by single or
multiple fully connected layers. 0e input passes through
these layers and gets transformed into output through
forwarding propagation. Convolution operation and acti-
vation function are the backbones of the D-CNN [51].

Tensor, kernel, and feature map are the three essential
terminologies to perform convolution operation. Tensor is
the input, which is a multidimensional array, the kernel is a
small array of numbers, and the feature map is the output
tensor, shown in Figure 3. 0e convolution operation is a
linear process where a dot product is performed between the

Table 2: Comparison between the current and the existing surveys in the literature.

S.
no Paper title Survey objective (existing) Survey objective (current)

1 A survey of generative adversarial
networks [33]

State-of-the-art GAN architectures are
surveyed, and their application domains on
natural language processing and computer

vision are discussed. 0e loss functions of the
GAN variants are discussed.

State-of-the-art GAN is discussed along with its
performance on the MNIST dataset. Generator

and discriminator losses are visually
represented for the GAN variants.

2
Recent progress on generative
adversarial networks (GANs): A

survey [34]

Basic theory and different GAN models are
summarized.0e models derived from the GAN

are classified, and evaluation metrics are
discussed.

Variants of the GAN, their application,
architecture, methodology, advantage, and
disadvantages are analyzed and summarized.

Evolution of the GAN with conditions,
encoders, loss functions, and process discrete

data are separately discussed.

3

A survey of the recent
architectures of deep

convolutional neural networks
[35]

An overview of different layers of D-CNN,
namely, the convolutional layer and pooling
layer, is discussed. An outline of the pitfalls of

deep learning is briefed.

Different layers of D-CNN, namely, the
convolution layer, pooling layer, and the

operations performed in the convolution and
pooling layers, are discussed in detail. A
detailed review of deep learning pitfalls,
namely, overfitting, underfitting, and data
insufficiency, is discussed along with their

possible solutions.

4 Deep learning for generic object
detection: A survey [36]

Recent achievements in the field of object
detection have been discussed.

Recent advancements of the D-CNN in
computer vision have been tabulated and
discussed with their methodology and

performance. Activation functions that are used
for computer vision problems are tabulated.

5
A survey on image data

augmentation for deep learning
[37]

0is survey presents the existing methods for
data augmentation.

Advantages of data augmentation and
comparing results showing the model’s
performance with and without data
augmentation are accomplished.

6
Adversarial-learning-based

image-to-image transformation:
A survey [38]

0is survey presents an overview of adversarial
learning-based methods by focusing on the
image-to-image transformation scenario.

0e existing survey mainly focused on image-
to-image translation. 0is survey discusses
several applications based on adversarial

learning.

7
Survey of convolutional neural
networks for image captioning

[39]

0is survey presents a shallow overview of image
captioning performed using D-CNN.

0is survey elaborately discusses various
applications using the D-CNN.
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kernel and the input tensor. Each element of the kernel is
multiplied with the corresponding tensor element and
summed up to arrive at the output value placed in the feature
map’s corresponding position [52]. 0e convolution oper-
ation is defined by kernel size and the number of kernels.0e
kernel size may be 3× 3, 5× 5, or 7× 7 based on the size of
the input tensor. 0e number of kernels is arbitrary, each
kernel representing various characteristics of the input. 0e
convolution operation is repeated for each kernel.
Figures 3(a)–3(c) show an example of a convolution oper-
ation. Here, the kernel size is 3× 3, which is applied across
each input tensor element to perform a dot product and
return the corresponding value for the output tensor. A
drawback of the convolution operation is that the feature
map shrinks in size compared to the input tensor. Moreover,

this is because the kernel center is not applied across the
bordering elements at the input tensor’s right. With a 5× 5
input tensor, the feature map size shrunk to 3× 3.0e size of
the feature mapfs for a t × t tensor and a k × k kernel is
determined using the following formula:

fs � (t − k + 1)∗ (t − k + 1). (2)

Applying this formula, a 49-pixel input will shrink into a
25-pixel feature map, which will further shrink when the
process is repeated, resulting in the loss of essential features
of the input. Furthermore, to address this issue in deep CNN
models with more layers, padding is used, where columns
and rows of zeroes are added on all the input tensor sides.
Moreover, this is performed to fit the center of the kernel to

Deep learning 
models

Generative 
models

Discriminative 
models

Restricted 
Boltzmann 

machine

Gated
feedforward

neural network
Sparse 

autoencoder
Denoising

autoencoder
Deep belief 

network

Deep 
Boltzmann

machine

Recurrent 
neural network

Convolutional 
neural network

Stacked deep 
gaussian 

model

Deep 
autoencoder

Sparse 
coding

Gated 
recurrent unit

Long short-term
memory

Convolutional 
neural network

Multilayer 
perceptron

Hybrid models

Convolutional 
restricted 

Boltzmann 
machine

Adversarial 
autoencoder

Figure 2: Deep learning models—taxonomy.

Kernel  Feature map

Input tensor

(a)

Kernel  Feature map

Input tensor

(b)

Input tensor
Kernel Feature map

(c)

Figure 3: Convolution operation.

6 Complexity



the input tensor’s rightmost bordering elements for main-
taining the size of the feature map the same as that of the
input tensor. Figure 4 shows zero padding where rows and
columns are added to all the sides of the input tensor. As a
result of zero padding, the feature map’s size is 5× 5, the
same as the input tensor.

0e number of pixel shifts performed by the kernel over
the input tensor is called stride. When the value of stride is 1,
the kernel shifts 1 pixel at a time. When the value of stride is
2, the kernel shifts 2 pixels at a time, and so on. Activation
functions that are frequently used are logistic sigmoid,
hyperbolic tangent, and ReLU. Table 3 presents the recent
advancements of the D-CNN in computer vision.

3.2. Activation Functions. 0e deep learning mechanism is
the input is fed into the network, and to the product of
input and the weights, a bias is added. An activation
function is then applied to the result, and the same process
is repeated until the last layer is reached. Activation
functions play a significant role in a neural network to
define a neuron’s output for a given set of inputs. 0e
activation function takes up the weighted sum of inputs
and performs a transformation operation to compress the
output between a lower and upper limit. Activation
functions are of two types: linear and nonlinear. Deep
learning uses nonlinear activation functions for all its
classification problems as the output lies between 0 and 1.
Without nonlinearity, each layer of the network would
execute linear transformations, in which case an equivalent
single layer can replace the hidden layers. For a back-
propagation to be executed, it is required that the activation
function be differentiable. For deep learning, an activation
function has to be both nonlinear and differentiable. Some
of the standard activation functions in deep learning are
sigmoid, tanh, ReLU, and leaky ReLU.

Table 4 shows the most frequently used activation
functions. Sigmoid transforms the output between 0 and 1.
In recent times, sigmoid has become one of the least used
activation functions because of its drawbacks. First, it causes
gradients to vanish when the neuron’s activation saturates
close to 0 or 1; the gradients in this region are close to zero.
0e second drawback is that the output is not zero-centered.
tanh is another activation function that performs better than
the sigmoid activation function. 0e output lies in the range
of −1 and 1 [69]. ReLU is the most popular and frequently
used activation function in deep learning. 0e two problems
overcome with ReLU are slow training time of the S-type
activation function and vanishing gradient [70, 71]. 0e
mathematics behind ReLU is when the output is 0, con-
versely if, the output is a linear function [72]. 0e range of
the output is between 0 and infinity.

Since ReLU has zero output for the input’s negative
values, the gradient will be zero at this point because the
network will not respond to any variations in the input or the
error. 0is problem can make part of the network passive
because of dead neurons. 0is problem called dying leaky
ReLU can overcome ReLU. Leaky ReLU is similar to ReLU,
except that leaky ReLU does not make the negative input to

zero. Instead, it gives a small nonzero value of 0.01 in case of
a negative regime of the input.0e range is between −∞ and
∞. 0e purpose of leaky ReLU is to minimize the dying
neuron input problem. In multiclass classification problems,
the output layer employs softmax as the classification
function [73]. Softmax produces output that sums up to a
numerical value of 1. So, the output of softmax specifies the
probability distribution for n different classes of the target.
Moreover, this is why softmax is used explicitly in multiclass
classification problems. Due to the gradient disappearance
problem, tanh and sigmoid activation functions are not
employed on the D-CNN.

3.3. Pitfalls of a Deep Learning Model. 0e model’s perfor-
mance indicates how well the model is trained and how well it
generalizes new or unseen data. Evaluating the performance of a
model is a crucial step in data science. 0e common barriers in
creating high-performance models are overfitting, underfitting,
and significantly few training data. Figure 5 shows overfitting,
and it is said to occur when a model performs so well on a
training set. 0e performance of the model depreciates on the
validation set—loss during the training phase decreases, but the
loss during the validation phase increases. Furthermore, this is
because the model learns even the unnecessary information
from the training set; hence, the model’s performance is too
good on the training set.

Nevertheless, the model fails to perform on the validation
set. Overfitting can be addressed by improving the model and
obtaining more training data. 0e model can be enhanced by
randomly omitting feature detectors from the model’s ar-
chitecture. 0is technique is called dropout, developed by
Geoff Hinton [74]. A vast number of different networks can
be trained in a reasonable time using random dropouts. 0us,
different networks are presented for each training case. In a
nutshell, the dropout technique assumes that a randomly
selected portion of the network is muted for each training case
[75]. Furthermore, this is a useful technique as it prevents any
single neuron within the network from becoming excessively
influential. 0us, the model does not rely too much on any
specific feature of the data. Dropout is used when there is an
overfitting. Dropout can improve the validation accuracy in
later epochs, even if there is no overfitting. Dropout is added
based on experimentation, and the usual dropout range is

Input tensor 
(5 × 5)

Kernal
Feature map 

(5 × 5)

Figure 4: Convolution operation with zero padding.
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Table 3: Recent advancements of the D-CNN in computer vision.

S.
no Application 0e objective of the

study
Methodology/

network architecture Performance Dataset Depth/layer sizes

1

Olive fruit
variety

classification
[53]

To provide
computer vision
methodology for

automatic
classification of

seven different olive
fruit varieties using
an image processing

technique

Six different D-CNN
architectures, namely,
AlexNet, residual
neural network-50,
residual neural
network-101,

inception-residual
neural network V2,
Inception V1, and
Inception V3, were

employed.

AlexNet: 89.90%,
residual neural

network-50: 94%,
residual neural
network-101:

95.91%, inception-
residual neural
network V2:

91.81%, Inception
V1: 94.86%, and
Inception V3:

95.33%.

0e dataset was generated
from 400 photographs of
olive fruits of each variety.

Five convolutional
layers

2 Fabric defect
detection [54]

On-loom fabric
defect detection
combines image
preprocessing,
candidate defect
map generation,
fabric motif

determination, and
D-CNN

Seven-layer D-CNN
with pairwise

potential activation
layer as a third hidden

layer.

Accuracy for
predicting the

presence of a defect
in an image: 95%.

Accuracy for
counting the

number of defects
in an image: 98%.

Fabric defect dataset
created using an on-loom
fabric imaging system.

Seven-layer CNN,
which includes

pairwise potential
activation layer

3

Polarimetric
synthetic

aperture radar
image

classification
[55]

Polarimetric
synthetic aperture

radar image
classification

classifies image
pixels of terrain

types, namely, forest,
water, grass, and

sand

Complex-valued D-
CNN and real-valued

D-CNN.

Complex-valued D-
CNN: 93.4%; real-
valued D-CNN:

89.9%.

0e performance is
analyzed with the airborne
steered array radar dataset
and the electronically
steered array radar

dataset.

Six-layer CNN

4
Visual aesthetic

quality
assessment [56]

To present a
biological model for
three tasks: aesthetic
score regression,
aesthetic quality
classification, and
aesthetic score
distribution
prediction

A double-subnet gated
peripheral-foveal

convolutional neural
network: a foveal and
a peripheral subnet.
0e peripheral subnet
mimics peripheral
vision, while foveal
extracts fine-grained

features.

Gated peripheral-
foveal

convolutional
neural networks
(VGG16): 80.70%.

Standard aesthetic visual
assessment datasets and
photo. Net datasets are
used for unified aesthetic

prediction tasks.

Nine-layer CNN

5 3D object
recognition [57]

To take multiview
images captured

from partial angles
as the input and
perform 3D object
detection using the

3D CNN

3D object information
is encoded from the
3D spatial dimension.
3D kernel, the view
images are applied to

perform 3D
convolution.

ModelNet10
dataset: 94.5%.
ModelNet40
dataset: 93.9%.

Pearl image dataset with
10,500 images split into

seven classes.
Eight layers

6
Medical image
classification

[58]

To develop a feature
extractor using a
fine-tuned D-CNN
and to classify
medical images

Fine-tuned AlexNet
and GoogLeNet D-
CNN architectures

were used in two ways:
(i) as an image feature
extractor and to train
multiclass support
vector machines; (ii)
as a classifier to
generate softmax
probabilities.

GoogLeNet:
81.03%. AlexNet:

77.55%.

Image CLEF 2016 medical
image public dataset with
6776 training images and

4166 testing images.

Eight layers with
five convolutional
layers followed by

three fully
connected layers
and max pooling

layers

8 Complexity



Table 3: Continued.

S.
no Application 0e objective of the

study
Methodology/

network architecture Performance Dataset Depth/layer sizes

7
Detection and
recognition of
dumpsters [59]

Visual detection of
dumpsters using a

twofold
methodology with
minimal labeling of
the dataset to a have
census of their type

and numbers

Google Inception v3 is
used, and a D-CNN is

pretrained with
1,500,000 images

corresponding to 1000
different classes. ReLU
is used as an activation

function.

94%.
Dumpsters dataset with
27,624 labeled images
provided by Ecoembes.

27-layer deep
CNN

8
Classification of

rice grain
images [60]

Localization and
classification of rice
grain images using
contrast-limited

adaptive histogram
equalization
technique

Region-based D-CNN
is used to localize and
classify rice grains.

Dropout
regularization and

transfer learning were
used to avoid
overfitting.

81% accuracy is
achieved as against
50–76% accuracy of
human experts.

MIMR1 to MIMR8
datasets to classify rice

into sticky and paddy rice.

Residual neural
network-50 is
used as the
prominent
architecture,

which is 50 layers
deep

9 Object
recognition [61]

To evaluate the
performance of the
inception, recurrent

residual
convolutional neural
network model on
benchmark datasets,

namely, Tiny
ImageNet-200,

Canadian Institute
for Advanced
Research-100,
CU3D-100, and

Canadian Institute
for Advanced
Research-10

An inception
recurrent residual

convolutional neural
network, a deep CNN

model, was
introduced. It utilizes
the power of the
residual network,
inception network,

and recurrent
convolutional neural

network.

72.78% accuracy
was achieved,
which is 4.53%
better than a

recurrent CNN.

0e model’s performance
is evaluated on different
benchmark datasets,
namely, Canadian

Institute for Advanced
Research, Canadian

Institute for Advanced
Research-100, Tiny
ImageNet-200, and

CU3D-100.

Five-layer CNN

10
3D object

classification
[62]

To successfully
classify 3D objects
for mobile robots
irrespective of

starting positions of
object modeling

A novel 3D object
representation using
the 3D CNN with a
row-wise max pooling
layer and cylinder
occupancy grid was

introduced.

0e results showed
that the cylindrical
occupancy grid
performed better
than the existing

rectangular
algorithms with
accuracy 91%.

0e performance
assessment is done on the
ModelNet10 dataset and
dataset with six classes

collected using the mobile
robot.

0ree-layer CNN

11 Product quality
control [63]

To automatically
detect defects in

products using fast
and robust deep

CNN

A simplified D-CNN
architecture

consisting of nested
convolutional and

pooling layers with the
ReLU activation

function is used. It has
two parts: a

classification frame
and a detection frame.

An accuracy of
99.8% is achieved
on a benchmark

dataset provided by
the German
Association of

Pattern
Recognition.

Deutsche
Arbeitsgemeinschaft fur
Mustererkennung e.V

German dataset with six
classes. Each class consists
of 1000 defect-free images
and 150 defective images.

11-layer CNN

12
Recognition of
Chinese food

[64]

To propose an
efficient D-CNN
architecture for
Chinese food
recognition

A 5-layer deep CNN
architecture performs

a pipeline of
processing to optimize
the entire network

through
backpropagation.

97.12% accuracy
was achieved,

which is better than
other bag feature

methods.

Chinese food image
dataset composed of 8734
images under 25 food

categories.

Five-layer deep
CNN

Complexity 9



between 20 and 50 percent of the neurons.0e graph is shown
in Figures 5(a) and 5(b) which show the accuracy and loss
curves after two dropouts with a dropout rate of 0.25 and 0.5
have been added. It can be seen that accuracy has improved,
and loss decreased after adding dropout.

In many cases, the data available may not be sufficient to
train a model. With significantly few training data, the model
may not learn patterns from the training data and inhibit the
model’s capability to generalize unseen data [76]. It is chal-
lenging, expensive, and time-consuming to collect the required
new data to train the model [77]. Under such circumstances,
data augmentation is warranted, which is a powerful technique
for mitigating overfitting. It is a powerful and computationally

inexpensive technique of artificially inflating training data size
with the data in hand without collecting new data [71, 78]. One
or more deformations are applied to the data, while the labels’
semantic meaning is preserved during the transformation [79].
Withmore data provided to themodel, it will generalize well on
the validation data. Some popularly used data augmentation
techniques are rotation, flip, skew, crop, contrast, brightness
adjustment, and zoom in/out [80, 81]. Figure 6 shows different
augmentations applied to a single image. Here, flip, rescale,
zoom, height, and width shift augmentations are applied to a
cat image. Training the model with the additional
deformed data makes the model generalize better with
unseen data. Figure 7 shows an improvement in accuracy after

Table 3: Continued.

S.
no Application 0e objective of the

study
Methodology/

network architecture Performance Dataset Depth/layer sizes

13
Age recognition

from facial
images [65]

Recognition of age
from the facial image
using pretrained

models

MobileNetV2,
residual neural
network, and

pretrained models
such as soft stagewise
regression networks
were used for age

recognition.
Multiclass

classification is
performed, which is
followed by regression
to calculate the age.

Residual neural
networks

performed better
than the other two
network models.

0e dataset contains
460,723 photographs from

the internet movie
database cinema website
and another dataset with
62,328 pictures from

Wikipedia.

0ree-layer CNN

14 Person
recognition [66]

To develop an
effective and efficient
multiple-person

recognition system
for face recognition
in random video

sequences using the
D-CNN

Multiple video faces
are detected, and the
VGG-19 D-CNN

classifier is trained to
identify the facial

images. 0e model is
tested using standard
labeled faces in the

wild database.

96.83% accuracy is
achieved using the
VGG-19 D-CNN

classifier.

In the training phase,
images from the Chinese
Academy of Sciences

WebFace database with
9000 classes were utilized.
In the validation phase,
labeled faces in the wild

were used.

0ree-layer CNN

15
Multiformat

digit
recognition [67]

To recognize
unconstrained

natural images of
digits using DIGI-

Net

DIGI-Net D-CNN
architecture is trained
and tested on the
MNIST, CVL single
digit dataset, and the
Chars74K dataset

digits.

MNIST: 99.11%,
Computer Vision
Lab single digit
dataset: 93.29%,
and digits of the
Chars74K dataset:

97.60%.

0e performance
evaluation is done on

MNIST, CVL single digit
dataset, and the Chars74K

dataset digits.

Seven-layer deep
CNN

16
Liver image
classification

[68]

To develop a
perpetual hash-
based D-CNN to

classify liver images
to reduce the time
taken to classify liver

computed
tomography images

A fused perceptual
hash-based D-CNN, a
hybrid model, was
designed to identify
malignant and benign

masses using
computer tomography

images.

98.2% accuracy was
achieved using the
fused perceptual
hash-based D-

CNN.

0e dataset is obtained
from Elazig Education
and Research Hospital
Radiology Laboratory.

Seven-layer deep
CNN

17 Object
detection [49]

Hardware-oriented
ultrahigh-speed
object detection
using the D-CNN

Two-stage high-speed
object detection

bounding boxes in the
first stage and D-

CNN-based
classification in the

second stage.

MNIST dataset:
98.01%. Self-built
dataset: 96.5%.

MNIST and self-built
dataset.

Five-layer deep
CNN

10 Complexity
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adding dropout and applying different augmentations to the
data.

0e next problem usually faced by AI practitioners is
underfitting. 0e model is said to underfit when it cannot
learn the patterns even from the training set and exhibits
poor performance on the training set. Moreover, this can be
addressed by increasing the training data, improving the
model complexity, and increasing the training epochs.
Deeper models with more neurons per layer can avoid
underfitting [82]. Imbalanced datasets are another crucial
problem faced as they widely exist in real-world situations
and have proven to be the greatest challenge in classification
problems. Data access has become comfortable with the
advancement of technology; however, data imbalance has
become ubiquitous in most of the collected datasets. For
example, in medical data, most people are healthy, and
unhealthy people are less in proportion than healthy people,
significantly affecting classification accuracy. Here, the
classes with adequate samples are called the majority class,
and classes with inadequate samples are called the minority
class. Prediction of minority class becomes problematic as it
has a fewer number of samples or insufficient samples.

Several techniques are adopted to handle data imbalance in
the dataset. Some of them are weight balancing, over- and
undersampling (resampling), and penalizing algorithms [83].
Weight balancing is performed bymodifying the weights carried
by the training samples when computing the loss. Resampling is
one of the frequently adopted techniques where undersampling
is done to remove samples from the majority class or over-
sampling is done to add more samples to the minority class.
Oversampling is done by duplicating random records from the
minority class. Penalizing algorithm is another technique where
the cost of classification mistakes is increased on the minority

class. Label noise is another problem in deep learning, and some
of its sources are nonexpert labeling, automatic labeling, and
data poisoning, adversaries. Dan Hendrycks et al. [84] recom-
mended a loss correction technique to utilize trusted data with
clean labels. 0e authors effectively used trusted data to over-
come the effects of label noise on classification.

3.4. Deep Generative Adversarial Network. Generative
adversarial networks are a framework proposed by Good-
fellow et al. in the year 2014 [7]. Significant improvements
were achieved in computer vision applications such as image
super-resolution [85], image classification [86], image
steganography [87], image transformation [88], video
generation, image synthesis [89], video super-resolution
[90], and image style transformation. Variants of the
D-GAN model were also proposed in recent times.

Figure 8 shows the D-GAN architecture where the
generator generates fake images of human faces, and the
discriminator’s job is to distinguish the real faces from
the fake faces. In general, plausible data are generated by
the generator. 0ese data generated by the generator
become negative examples of training the discriminator.
0e discriminator, a binary classification neural network,
takes in the real samples and the samples from the
generator and learns to distinguish the real samples from
the generator’s fake samples. Two loss functions, gen-
erator loss and discriminator loss, are backpropagated to
the generator and discriminator. 0e discriminator ig-
nores the generator loss. 0e generator and the dis-
criminator update the weights based on the loss, where
the noise samples i ranging from 1 to m are represented
by

Training and validation accuracy Training and validation loss

150100500
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Figure 5: Overfitting. (a) Accuracy curve after dropout. (b) Loss curve after dropout.
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3.5. Evolution of theDeepGAN. With deep GAN’s advent by
Goodfellow, several variants of the deep GAN were pro-
posed for various CV applications.0ese deep GAN variants
have their own architecture, methodology, advantages, and
disadvantages but with the same two-player minimax game
theory as the base. Figure 9 shows D-GAN’s evolution with
conditions, encoders, loss functions, and process discrete
data. Table 5 shows D-GAN’s evolution with its application,
architecture, methodology, advantage, and disadvantage.

D-GAN is successfully used in many computer vision
applications, and image generation is at the forefront of all
these. D-GAN generates images, gradually enhancing the
resolution and the quality of images generated. Variants of
D-GAN are used for various applications such as image
transformation, image deraining [88], increasing image
resolution, facial attribute transformation, and fusion of the
image. Table 6 shows some of the progressively increasing
applications of the D-GAN in computer vision.

4. Applications of the D-CNN in
Computer Vision

Most of the D-CNN applications are related to images, while
applications of the D-GAN are related to data generation.
0is section will progress through the essential applications
of the D-CNN.

4.1. ImageClassificationUsing theD-CNN. 0ere are several
image classification tasks performed using D-CNN
[11, 104–109]. One of the vital image classification tasks is
handwritten digit recognition which recognizes numbers
between 0 and 9, where the data from the MNISTdatabase
are obtained to predict the correct label for the hand-
written digits. MNIST is a database of handwritten
numbers widely used as a testbed for various deep
learning applications. It has 70,000 images, of which
60,000 are training images and 10,000 are testing images
[110]. Figure 10 shows sample images from the MNIST
dataset. 0e images are greyscaled with 28 × 28 pixels, as
represented in Figure 10. 0e 28 × 28 pixels are flattened
into a 1D vector of size 784 pixels, and each of these pixels
has values between 0 and 255. 0e black pixel takes the
value 255, while the white pixel takes the value one, and
various other shades of grey take values between 0 and

Figure 6: Data augmentation of a single image. (a) Original image. (b) Rescale. (c) Height shift augmentation. (e)Width shift augmentation.
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Figure 7: Accuracy and loss after adding dropout and applying augmentations.
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255. Handwritten digits are recognized using the D-CNN,
which is considered the most suitable model for per-
forming this task.

Data are downloaded from the MNIST database, and it
takes some time to download the data during the first run,
and the subsequent runs fetch the cached data. 0e data
obtained from the MNISTdatabase have features and labels.
0e features range from 0 to 225, corresponding to pixels of
28× 28 images representing digits 0 through 9. 0e labels
represent digits 0–9 of the respective image. It is normalized

to scale the data to be between 0 and 1. 0e actual image
from the MNIST dataset and the normalized image are
represented in Figures 11(a) and 11(b).

Handwritten digit recognition is implemented using
eight hidden layers, where the first layer is the convolutional
layer used for feature extraction. ReLU is used as the acti-
vation function with 32 filters and a kernel size of 3× 3
pixels. Another convolutional layer is used with ReLU as the
activation function, 64 filters, and kernel size of 3× 3 pixels.
0e next hidden layer is a pooling layer where max pooling

Generator

Discriminator

Random 
noise, Z

Real or 
fake

G loss

D loss

Fake

Real

Figure 8: Deep generative adversarial network—human face generation.
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14 Complexity



Table 5: Evolution of the deep GAN.

S.
no Model Application Network architecture Methodology Key advantage Major limitation

1 SRGAN
[9]

Image super-
resolution

Generator: two
convolutional layers

with small 3× 3 kernels
and 64 feature maps,
batch normalization
layers, and parametric
ReLU. Discriminator:
leaky ReLU activation

function.

A perceptual loss
function is proposed,
which is composed of

content loss and
adversarial loss

Low-resolution
images are converted
into a high-resolution
image for 4x upscaling

factors

Texture information is
not real enough,

accompanied by some
noise

2 ACGAN
[15] Image synthesis

Generator: has a series
of deconvolutional

layers, also known as
transposed

convolutional layers.
Discriminator: has a set
of 2D convolutional

layers with leaky ReLU
followed by linear

layers and softmax and
sigmoid functions for
each of its outputs.

Two variants of the
model were trained to
generate images of

resolution 64× 64 and
128×128 spatial

resolutions

Accuracy can be
assessed for individual

classes

Ignores the loss
component arising

from class labels when
a label is unavailable
for a given training

image

3 CGAN
[16]

Image-image
translation, image
tagging, and face

generation (Gauthier,
J. (2014))

Generator and
discriminator are

conditioned on some
arbitrary external

information with the
ReLU activation

function and sigmoid
for the output layer.

Minimize the value
function for G and
maximize the value
function for D

CGAN could easily
accept a multimodal
embedding as the
conditional input

CGAN is not strictly
unsupervised; some
kind of labeling is

required for them to
work

4 InfoGAN
[1, 2]

Facial image
generation

Generator:
upconventional
architecture and
normal ReLU

activation function.
Discriminator: leaky
ReLU with leaky rate
0.1 applied to hidden
layers as nonlinearity.

Learn disentangled
representations by
maximizing mutual

information

InfoGAN is capable of
learning disentangled
and interpretable
representation

Sometimes, it requires
adding noise to the
data to stabilize the

network

5 DCGAN
[91]

General image
representations

Generator: the ReLU
activation except for

the output layer, which
uses the tanh function

and batch norm.
Discriminator: leaky
ReLU for high-

resolution modeling
and batch norm.

0e hierarchy of
representations is
learned from object

parts

Stable, good
representations of

images, easy
convergence

Gradients disappear or
explode

6 LAPGAN
[10] Generation of images

Laplacian pyramid of
convolutional
networks.

Image generation in a
coarse-to-fine fashion

Independent training
of each pyramid level

Nonconvergence and
mode collapse

7 SAGAN
[11] Generation of images

Spectral normalization
is applied to the GAN

generator.

Realistic images are
generated

Inception score is
boosted, Frechet

inception distance is
reduced, and images

are generated
sequentially

Attention is not
extended
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with 2× 2 pixels as pool size is used. Next to the pooling layer
is the dropout, a technique adapted to prevent overfitting in
the neural network [111]. 0e dropout technique’s key idea
is to randomly drop a few units from the network and its
connections during the training to reduce overfitting sig-
nificantly. A dropout rate of 0.25 randomly drops out 1 in 4
units from the network. Between the convolutional layer and
the fully connected output layer is the flatten layer. 0e
flatten layer aims to transform the 2D matrix into a 1D
vector fed into the fully connected layer. 0e flattened 1D
vector is then passed on to the fully connected layer with
ReLU as the activation function. Another dropout with a
dropout rate of 0.50 is used. Finally, the output layer with the
softmax activation function is used. 0e softmax activation
function is used as its role is to specify the probability
distribution for ten different classes. Since the task in hand is
a multiclass classification, the output layer has ten nodes or
perceptron corresponding to each of the ten categories to
predict each class’s probability distribution. 0e perceptron
with the highest probability is picked, and the label asso-
ciated with it is returned as the output. 0e model is fit over
12 epochs. 0e test accuracy achieved is 98.56%, and the test
loss is 0.0513, as represented in Figures 12(a) and 12(b). It
can be seen that the accuracy increases with the increase in
epoch, and loss decreases with the increase in accuracy.

Image classification is a classical problem of computer
vision and deep learning. It is challenging because of the
image’s variations due to light effects and misalignments
[112]. Image classification in a computer sense is a course of
action for grouping and categorizing images and labeling
them based on their features and attributes [80]. It trains
computers to use a well-defined dataset to interpret and
classify images to narrow the gap between human vision and
computer vision [113]. Some of the existing use cases of image
classification are gender classification, social media applica-
tions such as Facebook and Snapchat which use image
classification to enhance the user experience, and self-driving
cars where various objects on their path, namely, vehicle,
people, and other moving objects, are recognized [114].

Amerini et al. [115] proposed a novel framework called
FusionNet by combining two D-CNN architectures to
identify the source social network based on the images. 1D-
CNN learns discriminative features, while 2D-CNN archi-
tecture infers unique attributes from the image. 0e learned
features are fused using FusionNet, and then the classification
is performed. Distinctive traces of social networks embedded
in the images are exploited to identify the source. 0e full-
frame images are broken into fixed dimension patches, and
the patches are then classified independently. Each of the
image patches is processed with D-CNN, and the predictions

Table 5: Continued.

S.
no Model Application Network architecture Methodology Key advantage Major limitation

8 GRAN
[12]

Generating realistic
images

Recurrent CNN with
constraints.

Images are generated
by incremental

updates to the canvas
using a recurrent

network

Sequential generation
of images

Samples collapse on
training for a long

duration

9 VAE-
GAN [92]

Facial image
generation

GAN discriminator is
used in place of a VAE’s
decoder to learn the

loss function.

Combines GAN and
VAE to produce an
encoder of data into
the latent space

Its advantage, GAN,
and VAE are

combined in a single
model

0emajor drawback of
the VAE is the blurry
output it generates

10 BIGAN
[18] Image generation

Generator: in addition
to G, it has an encoder
to map the data to

latent representations.
Discriminator:

discriminates both data
and latent spaces.

Learn features for
related semantic tasks

and use them in
unsupervised settings

Minimization of the
reconstruction loss

Generator and
discriminator are

highly dependent on
each other in the
training phase

11 AAE [19]

Dimensionality
reduction, data
visualization,

disentangling the
style of the image,
and unsupervised

clustering

Generative
autoencoder.

Variational inference
is performed by

matching the arbitrary
prior distribution with

the autoencoder’s
aggregated posterior of
the hidden code vector

Balanced
approximation; this
method can be
extended to

semisupervised
learning and is better

than variational
autoencoders

Samples generated are
blurry and

smoothened (Zhang,
J. et al., 2018)

12 Pix2Pix
[93]

Image-image
translation

Generator: UNET
architecture.
Discriminator:

PatchGAN classifier.
ReLU activation
function. Batch
normalization.

0e network learns the
loss associated with the
data and the task,

making it applicable
for a wide variety of

tasks

Parameter reduction,
and realistic images

are generated

0e required images
are to be one-one

paired
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Table 6: Recent advancements of the deep GAN in computer vision.

S.
no Application 0e objective of the study Methodology/network

architecture Performance Dataset

1
Facial attribute
transformation

[14]

To develop a novel
conditional recycle D-

GAN that can transform
high-level face attributes

retaining the face’s
identity

0e developed conditional
recycle D-GAN model has
two phases. In the first phase,
conditional D-GAN attempts
to generate fake facial images

with a condition. In the
second phase, recycling D-
GAN is used to generate facial

images to modify the
attributes without changing

the identity.

0e results were compared
with existing D-GAN

architectures to prove the
efficiency of CRGAN.

CRGAN performed better
than existing D-GAN

architectures.

CelebA dataset

2 Fusion of images
[94]

To propose a method to
fuse images belonging to
different spectra using D-

GAN

FusionNet architecture was
developed using the Pix2Pix
architecture to generate fused
images from different spectra

fragments of images.

0e proposed FusionNet
model was compared with
existing fusion methods
such as the cross bilateral
filter, the weighted least

squares, and the sparse joint
representation. 0e
FusionNet technique

performed equally well with
the existing methods.

Dataset provided by
experts

3 Synthesis of high-
quality faces [95]

To propose a D-GAN-
based method to

synthesize high-quality
images from polarimetric

images

0e proposed model has a
generator subnetwork built
based on an encoder-decoder
network and a discriminator
subnetwork. 0e generator is

trained by optimizing
identity loss, perceptual loss,
and identity preserving loss.

0e qualitative and
quantitative performance of
the developed model is

compared with state-of-the-
art methods. 0e use of
perceptual loss generated
visually pleasing results.

A dataset with
polarimetric and

visible facial signatures
from 111 subjects

4
Vehicle detection
in aerial images

[96]

To develop a lightweight
deep CNNmodel to detect
vehicles in aerial images
using D-GAN effectively

0e architecture has two
parts: lightweight deep CNN
was developed to accurately

detect vehicles and a
multicondition-constrained
GAN to generate samples to
cope with data insufficiency.

0e model tested on the
Munich dataset achieved a
mean average precision of

86.9%.

Performance
evaluation is done on
Munich public dataset

and the collected
dataset.

5 Image deraining
[97]

To develop a deep learning
model to remove rain
steak from images

A feature supervised D-GAN
was developed to remove rain
from a single image. Feature
supervised D-GAN has two
subnets to generate derained
images that are very close to

the real image.

0e developed model was
tested on synthetic and real-
world images. It showed

better performance than the
existing state-of-the-art
deraining methods.

Performance evaluated
on real-world images
and two synthetic

datasets.

6 Scene generation
[12]

To develop a model to
generate scenes based on
the conditional D-GAN

A model named PSGAN was
developed to generate a
multidomain particular
scene. 0e quality of the
images is improved by
spectral normalization.

0e developed model is
compared with Pix2Pix and
StarGAN. 97% accuracy is
achieved using PSGAN as
against 95% accuracy

achieved using StarGAN.

0e performance of the
model is evaluated on
MNIST, CIFAR-10,

and LSUN.
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Table 6: Continued.

S.
no Application 0e objective of the study Methodology/network

architecture Performance Dataset

7 Human pose
estimation [98]

To develop self-attention
D-GAN to perform

human pose estimation

0e D-GAN model used
hourglass networks as its
backbone. Hourglass
architecture has Conv-
Deconv architecture and

residual blocks.0e generator
predicts the pose, while the

discriminator enforces
structural constraints to
refine the postures.

0e model outperformed
the state-of-the-art methods
on benchmark datasets.

0e performance of the
model is evaluated on
Leeds Sports Pose and
MPII human pose

dataset.

8 Automatic pearl
classification [57]

To develop deep learning
models to perform

automatic classification of
pearls

Multiview GAN is used to
expand the pearl images

dataset. Multistream CNN is
trained using the expanded

dataset.

0e image generated using
the multiview GAN is used

to reduce the existing
multistream CNN

significantly.

0e dataset includes
10,500 pearls, with
seven categories and

each category
containing 1,500

pearls.

9 Image dehazing
[99].

To develop a deep learning
model to recover the
image’s texture
information and enhance
hazy scenes’ visual
performance

Attention-to-attention
generative network model is
developed to map hay images
to haze-free images. All the
instance normalization layers
are removed to generate high-

quality images.

0e developed model
performed better state-of-
the-art methods for both
real-world and synthetic

images

NYU2 synthetic
dataset with 1300
images and SUN3D
synthetic dataset with
150 images.

10 Gesture
recognition [100]

To propose a new gesture
recognition algorithm
based on D-CNN and

DCGAN

For a particular gesture, the
model recognizes the

meaning of the gesture.
DCGAN is used to solve
overfitting in case of data
insufficiency. Preprocessing

is done to improve
illumination conditions.

An accuracy of 90.45% is
achieved.

Data collected using a
computer containing
1200 images for each

gesture.

11 Face depth
estimation [101]

To develop a D-GAN-
based method to estimate
the depth map for a given

facial image

D-GAN architecture is used
to estimate the depth of a 2D
image for 3D reconstruction.
Data augmentation is done to
improve the robustness of the
models. Transformations
such as slight rotation

clockwise, Gaussian blur, and
histogram equalization were

applied to the image.

Several variants of the D-
GAN were evaluated for

depth estimation.
Wasserstein GAN was

found to be the most robust
model for depth estimation.

0e Texas 3D face
recognition database

and Bosphorus
database for 3D face

analysis.

12
Image

enhancement
[102]

To propose an image
enhancement model using
the conditional D-GAN

based on the
nonsaturating game

0e super-resolution method
is combined with the D-GAN
to generate a clearer image.
0e architecture has 23 layers
composed of convolution
layers with the ReLU
activation function.

0e model is compared with
existing methods, which

showed an improvement in
peak signal-to-noise ratio by

2.38 dB.

Images from Flickr and
ImageNet datasets
were used without
augmentation.

13 Retinal image
synthesis [103]

To propose multiple-
channels-multiple-

landmarks, a
preprocessing pipeline to
synthesize retinal images
from optic cup images

Residual neural network and
U-Net were integrated to
form residual U-Net

architecture. Residual U-Net
is capable of capturing finer-

scale details. Multiple-
landmark maps comprise of

batch normal layer,
convolution layer, and ReLU
activation. 0e final layer has
a sigmoid activation function.

0e proposed multiple-
channels-multiple-
landmarks model

outperformed the existing
single vessel-basedmethods.
Pix2Pix, using the proposed
method, generated realistic

images.

Public fundus image
datasets DRIVE and
DRISHTI-GS were

used.
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are obtained. Furthermore, to get the prediction at the image
level, a voting strategy is applied at each patch. 0e label with
the majority vote is assigned as the final prediction label. 0e
average accuracy of 94.77% is achieved at the patch level.

4.2. Image Localization and Detection Using the D-CNN.
On a glance over the object, human vision is capable of
detecting the object, its size, location, and various other
features. Object detection using deep learning allows
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Figure 10: Sample images from the MNIST dataset.
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Figure 11: (a) Image from the MNIST dataset. (b) Normalized image.
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computers to play a crucial role in many real-world ap-
plications such as robots, smart vehicles, and self-driving
cars [116]. Object detection is one of the most challenging
problems and the most important goal of computer vision.
Object detection involves identifying different objects in an
image using a bounded box. 0e identified objects can be
further analyzed at a granular level to digging deeper into the
image. Earlier object identification was performed by
splitting the image into multiple pieces and then passing
them into a classifier for object detection. Splitting the
images into multiple pieces is performed using a sliding
window algorithm. In this approach, the detection window is
slid through the actual image at multiple positions, and each
grid is a smaller piece of the image. Robust visual descriptors
needed for object detection are extracted from the image
using image processing. 0e convolutional neural network
used visual descriptors to make object or nonobject deci-
sions [117]. Since the process had to be repeated multiple
times, it was computationally expensive.

Moreover, to overcome the sliding window algorithm’s
shortcomings, object detection was performed using image
segmentation. Segmentation is categorized into boundary-
based, thresholding, region-based, and boundary-based.
When a digital image is passed, the neurons are synchro-
nized based on pixels with similar intensities to form a
connected region [118]. It can be contextual if spatial re-
lationships in an image are considered or noncontextual if
spatial relationships are not considered. 0e goal of image
segmentation is to alter the representation of an image into a
form that is meaningful and easier for analysis. 0e accuracy
of object detection is based on the quality of image seg-
mentation. Similar to image classification problems, net-
works that are deeper exhibited better performance in object
detection. Object localization is the next level of object
classification where the objects’ position was also deter-
mined with a bounding box and labeling the objects. 0e
difference between localization and detection is that

classification with localization handles only one object,
whereas detection finds multiple objects in an image and
labels.

Tu et al. [119] proposed a method to detect passion fruits
based on multiple-scale faster region-based CNN. 0e de-
tection phase involves multiple-scale feature extractors that
extract low- and high-level features. Data augmentation is
done to enlarge the training data size. Pretrained residual
neural network-101 architecture is used for object detection.

4.3. Document Analysis Using the D-CNN. Documents are
the source of information for several cognitive processes,
namely, graphic understanding, document retrieval, and
OCR. Document analysis plays a crucial role in cognitive
computing to extract information from document images.
Document analysis is performed by identifying and cate-
gorizing images based on regions of interest. 0ere are
several existing methods for document analysis, such as
pixel-based classification methods, region-based classifica-
tion method, and connected component classification
method. 0e region-based classification method segments
document images into zones and classifies them into se-
mantic classes. Pixel-based classification methods perform
document analysis by taking each pixel and generate labeled
images using the classifier. 0e connected component
method creates the object hypothesis using local informa-
tion, further inspected, refined, and classified [120].

D-CNN is widely adopted for document analysis to
reduce computational complexity, cost, and data without
compromising accuracy. With D-CNN, it is possible to
classify images directly from segmented objects without
extracting handcrafted features. MaryemRhanoui et al. [121]
performed document-level sentiment analysis using a
combination of D-CNN and bidirectional long short-term
memory and achieved an accuracy of 90.66%. 0e features
are extracted by the D-CNN, and the extracted features are
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Figure 12: Accuracy and loss curves. (a) Accuracy vs. epoch. (b) Loss vs. epoch.
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passed as the input to long short-term memory. Vectors’
built-in word embedding is passed as the input to the CNN.
Four filters are applied, and the layer of max pooling is
applied after each filter. 0e results of max pooling were
concatenated and passed as the input to binary long short-
term memory. 0e output of binary long short-term
memory is passed as the input to a fully connected layer. 0e
fully connected layer connects each piece of information
from the input with output information. Finally, the softmax
function is applied as an activation function to produce the
desired output by assigning classes to articles.

4.4. Speech Recognition Using the D-CNN.
Human-machine interaction for intelligent devices, namely,
domestic robots, smartphones, and autonomous cars, is
becoming increasingly common in daily life. Hence, noise
robust automatic speech recognition has become very
crucial for the human-machine interface. 0e basic idea
behind speech recognition is to utilize the speaker’s lip
movement’s visual information to complement the cor-
rupted audio speech inputs. Automatic speech recognition
models the relationship between phones and acoustic speech
signals by extracting features and classifying speech signals.
Furthermore, this is usually performed in two steps, where in
the first step, the raw speech signal is transformed into
features using dimensionality reduction and information
selection. 0e second step estimates phonemes using gen-
erative or discriminative models. Phoneme class conditional
probabilities can be estimated using the D-CNN through the
raw speech signal as the input. 0e features are learned from
the raw speech signal in both continuous speech recognition
and phoneme recognition tasks.

Kuniaki Noda et al. [122] proposed a CNN-based ap-
proach for audiovisual speech recognition. Here, the authors
first used a denoising autoencoder to acquire noise features.
0en, the authors used the CNN to extract features from
mouth area images. 0e training data for the CNN were raw
images and their corresponding phoneme outputs. Lastly,
the authors applied the multistream hidden Markov model
to integrate audio and visual hidden Markov models trained
with corresponding features. 0e model achieved a 65%
word recognition rate with denoised mel-frequency cepstral
coefficients with the signal-to-noise ratio under 10 dB for the
audio signal input.

5. Applications of the D-GAN in
Computer Vision

5.1. Image-to-Image Translation Using the Deep GAN.
Remarkable progress has been achieved in image-image
translation with the advent of the deep GAN. 0e image-
image translation aims to learn the mapping to translate the
image within two different domains, from the source to a
target domain, without losing the original image’s identity
and reducing the reconstruction loss. Some of the essential
image-image translations are converting the real-world
images into cartoon images, coloring the greyscale images,
and changing a nighttime picture to a daylight picture.

D-GAN’s role is to confuse the discriminator by generating
images that are close to the real images. D-GAN is incredibly
successful in super-resolution, representation learning [123],
image generation [124, 125], and image-image translation.

Kim et al. proposed a novel method for image-image
translation by incorporating a learnable normalization
function and a new attention module. Existing attention-
based models lacked behind in handling the geometric
changes. 0is model is incredibly successful in translating
images with massive shape changes.0e auxiliary classifier is
used to obtain an attention map to distinguish between
source and target domains. Furthermore, this is done to
focus on the region of interest, ignoring other minor regions.
Attention maps are inserted both in the generator and
discriminator to focus on the region of interest. 0e at-
tention map embedded in the generator focuses on the
essential areas that distinguish the two domains. In contrast,
the attention map embedded in the discriminator focuses on
distinguishing the target domain’s real and fake image. 0e
choice of the normalization mechanism dramatically im-
proves the quality of the transformed images. Adaptive
Layer-Instance Normalization is used to select a ratio be-
tween layer normalization and instance normalization
adaptively, and the parameters are learned during the
training process. 0e class activation map gives discrimi-
native image regions to determine the class. 0e model’s
performance is superior to the existing state-of-the-art
methods on both style transfer and object transfiguration.

5.2. Image Denoising. Image denoising removes noise from
images retaining the detailing of the images. Image
denoising is significantly improved with the advancement in
the D-CNN [126]. However, D-CNN models focus mainly
on reducing the mean squared error resulting in images
lacking high-frequency details. Furthermore, to overcome
this issue, D-GAN is applied to remove noise from images
[127, 128]. Zhong et al. proposed a method to remove noise
from images using the D-GAN. 0e architecture of the
generator in the D-GAN has a convolutional block and eight
dense blocks. Each block comprises a convolutional layer,
batch normalization, and ReLU activation. Each layer, ex-
cept the last layer in the network, is fed with each of the
previous layers using skip connections. 0is method effec-
tively reduces the vanishing gradient problem. 0e con-
volutional layer extracts low-level features, while the dense
blocks extract the high-level features. 0e generator network
is capable of learning the residual difference between the
ground truth and the noisy image. 0e final 3× 3 con-
volutional layer generates the output images. 0e discrim-
inator network differentiates the fake and the ground truth
image, making the final denoised visually appealing image.
0e model can handle different types of noise, but it cannot
handle unknown real noises.

5.3. Face Aging and Facial Attribute Editing. Deep GAN-
based methods have been proposed to alter facial attributes
to anticipate a person’s future look. Conditional GAN has
been widely adopted to perform face aging [129]. D-GANs
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are also incorporated in facial attribute editing, manipu-
lating facial images’ attributes to generate face with the
desired attribute, retaining other facial images’ details. 0e
latent representation of the facial images is decoded to edit
the facial attributes. GAN-based methods have been pro-
posed for facial attribute editing, which changes only the
desired attributes and preserves the other identities of the
facial images, retaining the facial image’s identity [130].0e
work uses reconstruction learning to preserve the attribute
details and “only change what you want.” 0e authors
applied attribute classification constraints to the generated
image rather than imposing constraints on the latent
representation to warrant the desired attributes’ correct
change. 0e facial attributes are manipulated to change the
facial image with and without a beard, black hair and brown
hair, mouth open and mouth close, brown hair and blond
hair, and young and old. Yujun Shen et al. [131] interpreted
the latent codes of trained models such as StyleGAN and
progressive GAN and encoded various semantics in the
interpreted latent space. Given a synthesized face, different
face attributes such as pose, age, and expression are edited
without having to retrain the D-GANmodel. Table 7 shows
the comparison of handwritten digits generated by D-GAN
variants.

6. Open Problems and FutureOpportunities for
Computational Visual Perception-Driven
Image Analysis

0is paper discussed the development of computational
visual perception with D-GAN and D-CNN.0e advantages
and disadvantages of various architectures of D-GAN
models are discussed. Future research with D-GAN can be
performed on model collapse, nonconvergence, and training
difficulties. Also, various other shortcomings of the CNN
and their solution are reviewed. Table 8 lists the challenges
and open problems for computational visual perception-
driven image analysis.

(i) Handwriting recognition mainly relies on the
language model that we furnish to the system and
the character modeling quality. 0is research can
be performed to obtain a better handwriting rec-
ognition system that is faster and more accurate.

(ii) Semantic mapping is promising in autonomous
vehicles, but state-of-the-art methods still need
improvement to produce reliable tools. To do this,
better 3D geometry must be included in mapping
to achieve more accurate results in the semantic
segmentation process. Moreover, map updating
has to be done to ensure that maps are always
coherent with reality.

(iii) 0e biggest problem with calibration in webcam-
based eye trackers is a variation in the head pose.
Furthermore, this has to be handled without
modifying the base components of the system. 0e
future works can be directed towards a 3D model-
based head tracking, gaze estimation calculated

geometrically, and accurate iris segmentation
method.

(iv) Lumen center detection is based on the geometry
and appearance of the lumen. Future works can be
directed towards lumen segmentation using the
center point of the lumen computed previously as
the seed and filling tracheal ring discontinuities to
improve segmentation accuracy.

(v) In query-by-string word, spotting the latent se-
mantic model’s performance improves when more
samples are used to build the model. However,
acquiring the transcription of handwritten docu-
ments can be tricky so that synthetic information
can train the whole framework. Another problem
that requires a solution is the vast possible pa-
rameter combinations of the bag-of-visual-words
model. An adaptive framework can automatically
generate spatial representation and codebook
based on the model training phase’s indexation
errors.

(vi) Coastal lagoons alternate between being open and
closed to the ocean, resulting in intermittently closed
and open lakes and lagoons. 0ese are features by a
berm, originated from sediments and sand deposited
by tides, winds, and waves from the ocean. Moreover,
this helps prevent ocean water from flow further into
the lagoon, but rain can cause the lagoon to overflow.
Hence, future research can explore the adoption of
existing computer vision technology and techniques
to monitor ICOLLs, including obtaining water level
measurement and berm height and improving the
decisions for when to open/close a lagoon entrance.

(vii) Presently, scientists are working towards the de-
velopment of a vaccine to control coronavirus
disease. 0e clinicians and scientists are making all
the attempts to prevent, treat, and control the
spread of coronavirus. However, there is an urgent
need to perform research into the use of SARS-
Cov-2 in suitable animal models to examine the
replication, transmission, and pathogenesis. 0e
task remains in identifying the source of corona-
virus, the immunological basis of the virus, the
immune responses, and whether the mutation-
prone positive-sense ssRNA virus of coronavirus
will become endemic or alters into forms that are
more lethal shortly.

(viii) 0e medical imaging community utilizes transfer
learning where large-scale annotated data are re-
quired. Here, the transfer learning model’s per-
formance can be improved by carefully selecting the
source and target domain. Residual learning can
make significant advancements if effectively utilized
in medical image analysis tasks.

(ix) With the potential use of image processing tech-
niques in computer vision, disaster management
can be improved. Satellite images of areas that are
prone to landslide are taken during a specific
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interval. Image registration techniques can be used
to register these to each other, and the movement
can be recorded, which can help predict future
landslides. 0is technique will be beneficial when
satellite images of areas that are prone to landslides
are available. Deviations in the positions of hills are
estimated to predict the number of future
landslides.

(x) 0e research related to underwater imaging is
evolving to expose undiscovered species under-
water. It is not possible to identify all the under-
water species by continuously visualizing the
recorded videos underwater. 0erefore, an auto-
mated system to classify or detect the species
underwater is required.

7. Conclusions

0is paper summarized a comprehensive survey of deep
CNN and deep GAN, their basic principles, GAN variants,
and their computational visual perception applications. A
comparison between biological and computer vision is made
to better understand the background of computer vision and
understand the architecture of neural networks. 0is survey
presents an extensive comparison of current and existing
surveys. 0is survey extensively surveys the applications of
D-GAN and D-CNN. 0e building blocks of the CNN,
recent advancements of the CNN, activation functions,
D-GAN evolution, and its recent advancement are discussed
in detail. 0e pitfalls of deep learning and its solutions are
discussed briefly. Both state-of-the-art and classical appli-
cations of deep GAN and deep CNN are evaluated. De-
velopments in computational visual perception or computer
vision with D-GAN and D-CNN in recent years are
reviewed. D-GAN is proved to solve the problem of in-
sufficient data and improve the quality of image generation.
Experimental results are discussed to explore the ability of

variants of D-GAN models. 0e advantages, disadvantages,
and network architectures of different D-GAN models are
discussed. Besides, D-CNN and D-GAN applications that
have achieved remarkable achievements in various com-
puter vision applications are discussed. Furthermore,
D-GAN has a wide variety of applications combined with
other deep learning algorithms.

0is article extensively surveyed the current opportunities
and future challenges in all the emerging domains. 0is article
discussed the current opportunities in many emerging domains
such as handwriting recognition, semantic mapping, webcam-
based eye trackers, lumen center detection, query-by-string
word, intermittently closed and open lakes and lagoons, and
landslides. Future research with the D-GAN has to be directed
towards model collapse, nonconvergence, and training diffi-
culties. 0ough there are vast improvements such as weight
regularization, weight pruning, and Nash equilibrium, future
research in this area is still mandatory. D-GAN in the security
domain hasmore research scope as adversarial attacks onneural
networks have become very common. Slight perturbation in
samples may lead to the wrong classification by neural net-
works. Furthermore, to outdo adversarial attacks, it is necessary
to make D-GANs more robust to adversarial attacks. 0ough
D-GAN is put forward as unsupervised learning, adding labels
to the data will significantly improve the D-GAN’s data quality.
Modifying the D-GAN in this way is one of the future research
directions.
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sign recognition for computer vision project-based learn-
ing,” IEEE Transactions on Education, vol. 56, no. 3,
pp. 364–371, 2013.
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An iterative learning robust fault-tolerant control algorithm is proposed for a class of uncertain discrete systems with repeated
action with nonlinear and actuator faults. First, by defining an actuator fault coefficient matrix, we convert the iterative learning
control system into an equivalent unknown nonlinear repetitive process model. +en, based on the mixed Lyapunov function
approach, we describe the stability of the nonlinear repetitive mechanism on time and trial indices and have appropriate
conditions for the repeated control system’s stability in terms of linear matrix inequality theory.+rough LMI techniques, we have
obtained satisfactory results and controller stability, and robustness against fault tolerance is also discussed in detail. Finally, the
simulation results of the output tracking control of the two exemplary models verify the effectiveness of the proposed algorithm.

1. Introduction

Iterative learning control is suitable for controlled objects
with repetitive motion (running) properties in a limited time
interval. It uses the data generated during the previous it-
eration of the system to correct undesirable control signals
and generate the control signals used in the current iteration
to make the system control. +e performance is gradually
improved, and finally, the complete tracking in a limited
time interval is achieved. In a comparison with other control
methods, the iterative learning control method has a simple
controller method, a small amount of calculation, and only
less knowledge of dynamic characteristics and can get the
precise control. +e characteristics of complete tracking of
the controlled object are as follows: this control technology is
applied in industrial applications such as assembly line
industrial robots and chemical intermittent processes. +e
process of the iterative learning control system can generally
detect the timeline and batch on the tree of a two-dimen-
sional repetitive process. Over the last few years, based on
system 2D generation idea, learning control system analysis
and design had tremendous attention. +e study in [1]

designed a PD-type iterative learning control algorithm for a
linear continuous repetition system based on the 2Dmethod
and obtained the system with accurate tracking control; the
authors of [2, 3] combined with the stability theory discrete
process designed an iterative learning controller. +e output
error of the system converges monotonically, and the per-
formance in the direction of the batch axis gradually im-
proves with the repeated process. To optimize the replicated
system’s performance in both time and batch order, the
study in [4] designed a good control architecture for the
uncertain 2D system. It proposed a balanced optimization
algorithm of robust iterative learning, which comprehended
the repeated system’s stable robustness in both directions
[5].

Iterative learning control uses the tracking error and
original data of the system to continuously modify the
current input target, so that the system output can quickly
track the expected output within a limited time [6–9]. Based
on iterative learning control system that can be regarded as a
kind of repeated processes based on batch axis and the
timeline, the system control problem of the research in
recent years came to the attention of academia at home and
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abroad and was successfully used in multiaxis truss type
robot, injection molding machine, and electric motorcycle
motor system in the practical repeat operations such as
industrial object [3, 10–12]. As the process of industriali-
zation continues to accelerate, industrial systems are be-
coming more and more complex, and people’s requirements
for system reliability and safety are getting higher and
higher, making fault diagnosis and fault-tolerant control in
the past few decades [13–16]. Both academic and practical
application fields have received more and more attention.
Fault-tolerant control is divided into active fault-tolerant
control and passive fault-tolerant control. In fact, most
researches pay more attention to active fault-tolerant con-
trol. Fault estimation [17–20] is different from fault diag-
nosis; it can accurately estimate the magnitude and shape of
the fault and thus is able to reconstruct the fault signal.
+erefore, in existing literature, fault estimation is a pre-
requisite for fault-tolerant control and has achieved afflu-
ence of theoretical research results [21–23]. At present, the
methods of fault estimation mainly include observer-based
methods [24, 25], signal reconstruction-based methods
[26, 27], and artificial intelligence-based methods [28, 29].
+e observer-based methods can accurately reflect the im-
pact of faults on system performance and accuracy. +e fault
information has attracted the attention of domestic and
foreign scholars in theoretical research. It mainly includes
methods based on adaptive state observers [30–32], methods
based on robust observers [33–36], and optimal [9, 37] and
sliding mode observers approaches [38–41]. +ese methods
have been continuously applied to network control systems
[42–44], nonlinear systems [45], switching systems [46],
fuzzy systems [47], parameter changing systems [48], and so
on.

In control theory, the RC is a neutral-type delay, and the
number is like endless poles. In 1988, “Scientific American”
(English) mentioned that RCs could only stabilize unless
there are zero degree relative plants [49]. Most technicians
need to push the low-level filter on the delay control for a
strictly proper plant. On this basis, the established system is
improved to modify RCs (MRCs), and its low-level filter can
reduce the steady state at the cost of high-frequency tracking
signals [50]. +at is to say, the stability and tracking func-
tions in MRC have an intermediate point. +erefore, on the
one hand, it is a stable system, and on the other hand, it is
easily introduced into the distorted system when there is
great uncertainty in the way [51–53].

However, it cannot be ignored that actuators in actual
industrial systems with repetitive operation characteristics are
often in high-frequency responding, and actuators are very
prone tomechanical wear, failure, and other faults, whichmay
not only reduce the control performance of the system but
also affect the stability and safety of the system [7, 54–58].
B. Cichy and his team [59] discuss the design of robust it-
erative learning fault-tolerant control law for actuator fault
linear systems and its convergence. +e paper [60] further
analyzes the robustness of the guaranteed iterative learning
fault-tolerant control system and finally guarantees the reli-
ability of the iterative learning repetition process on batch axis
and time axis. However, the above-stated pieces of literature

are all aimed at completely linear systems, while the real
control systems inevitably have some nonlinear characteris-
tics. In papers [61, 62], iterative learning control laws are
designed for discrete repeated processes with nonlinear links,
and stability analysis is carried out for these nonlinear systems
by defining hybrid Lyapunov function and adaptive Lyapu-
nov function based on batch axis and time axis, respectively.
However, these methods do not fully consider the robustness
of uncertainty in the systems, let alone discuss the fault
shadow of nonlinear systems. +erefore, the design of robust
iterative fault-tolerant control law for repetitive process
systems with nonlinear links and uncertainties is an inevitable
choice to improve the performance and reliability of system
batches.

In this paper, the iterative learning in fault-tolerant
control for a class of uncertain discrete nonlinear repetitive
processes with unknown actuator faults is studied. By de-
signing iterative learning fault-tolerant control law and
defining the mixed Lyapunov function based on batch axis
and time axis, the stability of the system under normal and
failure conditions is discussed, respectively, and the suffi-
cient conditions for the existence of robust fault-tolerant
controller are given in the form of linear matrix inequality
(LMI). Finally, this method is applied to the simulation of
single-link manipulator and the injection velocity control
process of molding process system to verify the effectiveness
of the proposed method.

In this paper, for the convenience of description, the
following assumptions are made for the matrix:

X,XT ∈ Rn represents its transpose.
X< 0 represents a negative definite matrix
X> 0 denotes a positive definite matrix
∗ denotes the transpose of elements at the symmetric
position of the matrix
‖.‖ represents the Euclidean norm
∀ any

2. Problem Description

Consider the following class of uncertain discrete time-invariant
nonlinear systems running repeatedly:

x(t + 1, k) � (A + ΔA)x(t, k) +(B + ΔB)u(t, k) + f(x(t, k)),

y(t, k) � (C + ΔC)x(t, k),


(1)

where k � 0, 1, . . . , Nstands for batch, and the repeating
time cycle within each batch is 0≤ t≤T. X (t, k)∈Rn,
u(t, k) ∈ Rl, and y(t, k) ∈ Rm separately represent the state
vector, input vector, and output vector of the system.
Without loss of generality, suppose the initial boundary
conditions of the system x(0, k)� x0 and u(t, 0)� u0(t).
Matrices A, B, and C are, respectively, the corresponding
dimension of the system matrix, and ΔA, ΔB, and CΔ are
uncertainty [63] and satisfy the following relations:
ΔA�H1Ξ F1, Δ B�H1Ξ F2, and Δ C�H2Ξ F2, including
H1, H2, F1, and F2 to already know the certainty of the
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matrix; Ξ Ξ T≤ I or less bounded constraint condition where
I is the identity matrix. In addition, f(x(t, k)) ∈ Rn rep-
resents a nonlinear vector function obtained from the
modeling of the system’s nonlinear link, assuming that the
following conditions are met:

‖f(x(t, k + 1)) − f(x(t, k))‖≤ ζ‖x(t, k + 1) − x(t, k)‖.

(2)

Here, ζ > 0 is Lipschitz constant. For the vector element
UI (t, k) that is input to the system, uF

i (t, k) represents the
output when an actuator fails in the system. Actuator fault
model is further defined:

u
F
i (t, k) � αiui(t, k), i � 1, 2, . . . , l, (3)

where the actuator fault coefficient αi is unknown but meets
the following conditions:

0≤ αt ≤ αi ≤ αi, i � 1, 2, . . . , l, (4)

where the properties αi(αi ≤ 1) and αi(αi ≥ 1) are known as
scalars.

If αi � αi � 1, it means that the control system actuator is
working normally; that is, uFi (t, k) � ui(t, k). If αi � 0, it
represents the complete failure of the actuator due to the
damage caused by various emergencies; αi > 0 represents a
partial actuator failure due to normal conditions such as

uF � u
F
1 , u

F
2 , . . . , u

F
l 

T
,

α � diag α1, α2, . . . , αl ,

α � diag α1, α2, . . . , αl ,

α � diag α1, α2, . . . , αl .

(5)

On this arrangement, β � diag β1, β2, . . . , βl , β0 � diag
β10, β20, . . . , β00 , βi � ((αi + αi)/2), and βi0 � ((αi − αi)/

(αi + αi)), i � 1, 2, . . . , l. +ere must be some unknown
matrices α0:

α � I + α0( β, (6)

Iα0|≤ β0 ≤ I. (7)

Other α0 � diag α10, α20, . . . , αl0  and | α0 | � diag
| α10 |, |α20 |, . . . , |αl0 | .

+erefore, discrete time-invariant nonlinear system (1)
with actuator fault can be expressed as

x(t + 1, k) � (A + ΔA)x(t, k) +(B + ΔB)ωt(t, k) + f(x(t, k)),

y(t, k) � (C + ΔC)x(t, k).


(8)
Uncertain discrete nonlinear steady-state systems contain

actuator failures (7), and the control goal of this paper is to
meet the condition (6) in the case of unknown actuator
failures. Based on the iterative learning, fault-tolerant control
input makes the system output so that the control system can
gradually track the output after a certain required number of
iterations, i.e,

sup
0≤i≤T

yx(t) − y(t, k)|< ε.( (9)

3. Iterative Learning Control Law Design

According to the control objective of this paper, the output
tracking error e(t, k) is defined as follows:

e(t, k) � yk(t) − y(t, k). (10)

For system (8), the following control law is designed:

u(t, k + 1) � u(t, k) + Δu(t, k + 1), (11)

where u(t, k + 1) is the system control input of the current
batch; u(t, k) is the control input of the previous batch;
Δu(t, k + 1) is to modify control system input amount of
updates.

For the convenience of analysis, define

η(t + 1, k + 1) � x(t, k + 1) − x(t, k),

φ(t, k + 1) � f(x(t − 1, k + 1)) − f(x(t − 1, k)).
 (12)

+erefore, the modified update quantity in iterative
learning control law (11) can be further obtained as

Δu(t, k + 1) � K1η(t + 1, k + 1) + K2e(t + 1, k), (13)

where K1 and K2 are unknown undetermined matrices.
By substituting the iterative learning fault-tolerant

control law form (11) into the nonlinear system (8), the
state-space model of discrete repeated processes can be
obtained in the following form:

η(t + 1, k + 1) � Aη(t, k + 1) + Be(t, k) + φ(t, k + 1),

e(t, k + 1) � Cη(t, k + 1) + De(t, k) + kφ(t, k + 1).

⎧⎨

⎩

(14)

Here,
A � (A + ΔA) +(B + ΔB)αK1,

B � (B + ΔB)αK2,

C � − (C + ΔC) (A + ΔA) +(B + ΔB)αK1( ,

D � I − (C + ΔC)(B + ΔB)αK2,

E � − (C + ΔC).

(15)

Obviously, discrete repetitive process model (14) is a
nonlinear repeated process, including η(t + 1, k + 1) and
e(t, k), respectively, and represents the time and batch
variable on the axis direction, φ(t, k + 1)is to enter the
present process of iterative nonlinear input item, and
conventional stability analysis of linear systems of KYP
lemma methods cannot be directly used to solve the re-
petitive process system with nonlinear term.

4. Stability Analysis

+e following lemma is given in advance for subsequent
stability analysis.

Lemma 1 (see [64]). If Ω1 and Ω2 are, respectively, about
variable ω ∈ Rn of two dimensions of the same symmetric
matrix, then it shows the following equation:
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ω→TΩ1ω≤ 0, ∀ω≠ 0, ωTΩ2, ω≤ 0. Founded, there is always
the ∃τ ≥ 0 can make Ω1 − τΩ2 < 0.

Lemma 2 (see [65]). >e matrix Φ with a given appropriate
dimension is equal to Φ � ΦT. And then for any matrix
ΔTΔ ≤ I , orΔ less inequality below Φ + XΔY + YTΔTXT＜0.
If and only if there is ε> 0, such thatΦ + εXXT + ε− 1YTY＜0.

Lemma 3 (see [66]). For matrices of given dimensions Γ, Λ,
and Σ, existing matrix W makes linear matrix inequality
(LMI), there exists a matrix W. >is makes the following
linear matrix inequality true: Γ + sym ΛTWΣ ＜0, if and
only if the following two inequalities about the matrix W are
true Λ⊥TΓΛ⊥＜0rΣ⊥TΓΣ⊥＜0.

Theorem 1. If the existence of the matrix P> 0 makes the
following LMI true, then the nonlinear discrete repeat process
(14) is stable.

A
TPA − P + CT C ATPB + CT D ATP + CTE
BTPA + DTC BTPB + DT D − I BTP + DTE

PA + ET C PB + ET D P + ETE

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (16)

It is proved that the mixed Lyapunov function for the
discrete nonlinear repeat process (14) is constructed in the
following form with respect to the time axis and batch axis:

V(t, k) � V1(t, k) + V2(t, k) � ηT
(t, k + 1)Pη(t, k + 1)

+ eT
(t, k)Re(t, k),

(17)

and define

ΔV1(t, k) � ηT
(t + 1, k + 1)Pη(t + 1, k + 1)

− ηT
(t, k + 1)Pη(t, k + 1),

ΔV2(t, k) � e⊤(t, k + 1)Re(t, k + 1) − eT
(t, k)Re(t, k),

ΔV(t, k) � ΔV1(t, k) + ΔV2(t, k),

(18)

where P> 0, R� I b> 0. According to stability theorem,
when ΔV (t, k)< 0, discrete nonlinear repeat procedure (17)
is stable: namely,

ΔV1(t, k) + ΔV2(t, k)< 0. (19)

Plug in η(t+ 1, k+ 1) and e(t, k+ 1) into equation (19),
and get

Aη(t, k + 1) + Be(t, k) + φ(t, k + 1) 
⊤
P,

Aη(t, k + 1) + Be(t, k) + φ(t, k + 1) − η(t, k + 1) 
⊤
P,

η(t, k + 1) + Cη(t, k + 1) + De(t, k) + Eφ(t, k + 1)
⊤

,

Cη(t, k + 1) + De(t, k) + Eφ(t, k + 1)
⊤

− e(t, k)
⊤

e(t, k)< 0.

(20)

After transformation, the following inequalities can be
obtained:

XT

ATPA + P + CT C ATPB + CT D ATP + CTE
BTPA + DT C BTPB + DT D − I BTP + DTE

PA + ET C PB + ET D P + ETE

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
X.

(21)

Here, X �

η(t, k + 1)

e(t, k)

φ(t, k + 1)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, thus directly obtaining the

conclusion of +eorem 1.
+ere is coupling between unknown matrix variables in

the conclusion of +eorem 1, so K1 and K2 of iterative
learning fault-tolerant control correction and update
quantity (13) cannot be calculated by direct application of
the LMI tool.+erefore, based on the conclusion of+eorem
1, it is further discussed and +eorem 2 is obtained.

Theorem 2. Regardless of system (1), the uncertainty, i.e., Δ A,
Δ Δ C, and B are assumed to 0, if there is A positive definite
matrix Q> 0, matrix N1, and N2 and scalar tau >0, epsilon
1> 0 make the matrix inequalityΩ< 0, the nonzero symmetric
matrix elements: Ω11�O44� − Q, Ω14� (AQ+BβN1)T,
Ω15� [− C(AQ+BβN1)T, Ω16�Q,Ω18� (βN1)T, Ω22� − τI,
Ω24� (BβN2)T, Ω25� (τI − CBβN2)T, Ω28� (βN2)T,
Ω33� − I, Ω34� I, Ω35� (− C)T, Ω47� ε1β0B, Ω55� − τI,
Ω57� − ε1β0CB, Ω66� − ρI, Ω77�O88� − ε1I, then the non-
linear discrete repetition process (14) is stable under the action
of the actuator fault satisfies the admissible condition (7) and
the iterative learning fault-tolerant control law (11), where
ρ� ζ − 2, modify the gain matrix of update quantity (13)
K1 �N1Q− 1, K2� τ− 1N2. >e proof notes that the following
equivalent conditions can be obtained according to equation
(2):

f(x(t − 1, k + 1)) − f(x(t − 1, k))
T

 

[f(x(t − 1, k + 1)) − f(x(t − 1, k))]

≤ ζ2[x(t − 1, k + 1) − x(t − 1, k]

· [x(t − 1, k + 1) − x(t − 1, k)]].

(22)

Substituting equation (12) into the above equation, we
can obtain φ(t, k+ 1)Tφ(t, k+ 1)≤ ζ2 η(t, k+ 1)T η(t, k+ 1).

+at is,

XTΩ2X≤ 0, (23)

and it can be known from +eorem 1 that XTΩ1X≤ 0, in
which

Ω1 �

ATPA − P + CT C ATPB + CT D ATP + CTE
BTPA + DT C BTPB + DT D − I BTP + DTE

PA + ET C PB + ET D P + ETE

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ω2 �

− ζ2 0 0

0 0 0

0 0 I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(24)
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+en, the following inequality can be obtained through
Lemma 1:

Ω1 − τΩ2 < 0, (25)

and τ > 0 type can be rewritten as τ − 1 on Ω 1 − Ω2< 0;
namely,

θ �

θ11 θ12 θ13
∗ θ22 θ23
∗ ∗ θ33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦< 0, (26)

where symmetric elements are

Θ11 � τ− 1 ATPA − τ− 1P + τ− 1 C⊤ C + ζ2I,

θ12 � τ− 1 A⊤PB + τ− 1
c∗D, θ13 � τ− 1 A⊤P + τ− 1 CTE,

θn � τ− 1 A
⊤P + τ− 1 C⊤E, θ2 � τ− 1B⊤P + τ− 1D⊤E, θ33

� τ− 1P + τ− 1E⊤E − I.
(27)

By applying the Schur complement lemma to equation
(26), the following inequality is obtained:

− τ− 1P + ζ2I 0 0 AT C
T

∗ − τ− 1I 0 B
T D

T

⋆ ⋆ − I I E
T

⋆ ⋆ ⋆ − τP− 1 0

⋆ ⋆ ⋆ ⋆ − τI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (28)

Lemma, the following results can be obtained:

− Q
− 1 0 0 A

T C
T

I

∗ − τ− 1
I 0 B

T D
T 0

⋆ ∗ − I I E
T 0

⋆ ⋆ ⋆ − Q 0 0

⋆ ⋆ ⋆ ⋆ − τI 0

⋆ ⋆ ⋆ ⋆ ⋆ − ρI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0. (29)

Further multiply (29) on both sides by
diag Q, τI, I, I, I, I{ } and its transpose, and let
N1 � K1Q, N2 � τK2; then A + BαK1, B

⌢
� BαK2,

C � − C(A + BαK1),
D � I − CBαK2,

E � − C. If we put in
this equation, we will get

− Q 0 0 AQ + BαN1( 
T

− C AQ + BαN1(   Q

∗ − TI 0 BαN2( 
T τI − CBαN2( 

T 0

⋆ ⋆ − I I (− C)
T 0

⋆ ⋆ ⋆ − Q 0 0

⋆ ⋆ ⋆ ⋆ − τI 0

⋆ ⋆ ⋆ ⋆ ⋆ − ρI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (30)

and then we obtain α � (I + α0)β into this equation and get

Z + XEY + Y
T
EX

T < 0. (31)

Here,

Z �

− Q 0 0 AQ + BβN1( 
T

− C AQ + BβN1(   Q

∗ − τI 0 BβN2( 
T τI − CBβN2( 

T 0

⋆ ⋆ − I I (− C)
T 0

⋆ ⋆ ⋆ − Q 0 0

⋆ ⋆ ⋆ ⋆ − τI 0

⋆ ⋆ ⋆ ⋆ ⋆ − ρI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

X � 0 0 0 BT (− CB)T 0 
T
,

Ξ � α0,

Y � βN1 βN2 0 0 0 0 .

(32)
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According to Lemma 2, it is further obtained that

Z + ε1β
2
0XX
⊤

+ ε− 1
1 Y⊤Y< 0, (33)

Z + ε(1/2)
1 β0X ε− (1/2)

1 Y⊤ 
ε(1/2)
1 β0X

⊤

ε− (1/2)
1 Y

⎡⎢⎣ ⎤⎥⎦< 0. (34)

Using Schur complement lemma again, equation (34)
can be written directly as

Z εZ
1 β0Xε

− (1/2)
1 YT

∗ − I

⎛⎝ ⎞⎠< 0. (35)

Multiplying (35) on both sides by diag I, I, ε(1/2)
1 I, ε(1/2)

1 I 

and its transpose, we get Ω< 0.
On the basis of +eorem 2, we further consider the

stability of discrete nonlinear repetitive process (14) with
uncertainty and design of iterative learning robust fault-
tolerant controller. Since Lemma 2 cannot be directly used in
the proof process after considering uncertainty, we need to
make the following equivalent transformation for +eorem
2. First, we define it as follows:

R1 � AQ + BβN1(  BβN2 0 0 0 0 0 0 
T
,

J1 � 0 0 0 0 − CT 0 0 0 
T
,

· I J1 
Φ1 R1

RT
1 0

 
I

JT1
 < 0.

(36)

If the matrixΓ �
Φ1 R1
RT
1 0 , W �

W1
W2

 , and Λ � I,

Σ � J
T
1 − I , using Lemma 3, the following inequality can

be obtained:

Φ1 R1

RT
1 0

  + sym
W1

W2
  JT1 − I  < 0. (37)

Here,

W1 � WT
11 WT

12 WT
13 WT

14 WT
15 WT

16 WT
17 WT

18 
T
. (38)

Similarly, the above formula is sorted out in the same
way again as follows:

R2 � 0 0 0 0 − ε1β0C( 
T 0 0 0 0 

T
,

J2 � 0 0 0 0 0 0 B 0 0 
T
,

(39)

and make Γ �
Φ2 R2
RT
2 0 , W �

W2
W3

 , and Σ � J
T
2 − I .

Theorem 3. Considers the case where system (1) has un-
certainty, where it is false

Ψ �
Φ2 R2

RT
2 0

  + sym
W2

W3
  JT2 − I  < 0. (40)

In which, W3 � W
T
31 W

T
32 . . . . . . W

T
39 W

T
4 T  +e-

orem 3 (1) the uncertainty of the system, including false set is
ΔA � H1ΞF1,ΔB � H1ΞF2,ΔC � H2ΞF2, and if there is

a positive definite matrix Q > 0, matrixN1,N2 and scalar tau
> 0, Λ > 0, ε 1 > 0 make matrix inequality Υ< 0 as follows:

Y �
Y11 Y12

∗ Y22
 < 0,

Y11 �
Ψ11 Ψ12

∗ Ψ22
 ,

Y12 � Ψ31 Ψ32 ,

Y22 � diag − λI − λI − λI − λI − λI − λI{ }.

(41)

+e discrete repetition process (14) was stable under the
condition of failure tolerance (7) and iterative learning
robust fault-tolerant control law (11), and the modified
update quantity (13) was the gain matrix K1 � N1Q− 1,

K2 � τ− 1N2.
+e proof of formula (40) can be transformed into, when

the system uncertainty is further considered. Y1 + MΞN+

NTΞMT < 0.
Here,

Y1 �
Y11 Y12

∗ Y22
 ,

M �

0 0 0 HT
1 0 0 0 0 HT

1 0

0 0 0 0 HT
2 0 0 0 0 0

0 0 0 0 0 0 F2 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

N � ΨT
32.

(42)

Using Lemma 2 and conditions ΞΞT ≤ I or less if and
only if there is λ> 0 makes

Y1 + λMMT
+ λ− 1NTN< 0. (43)

If true, the above equation can be written as

Y1 + λ(1/2)M λ− (1/2)NT 
λ(1/2)MT

λ− (1/2)N
⎡⎣ ⎤⎦< 0. (44)

Using Schur complement lemma, the above equation can
be rewritten as

Y1 λ(1/2)
M λ− (1/2)

N
T 

∗ − I
⎡⎣ ⎤⎦< 0. (45)

Finally, multiplying equation (45) on both sides
by diag I, I, λ(1/2)I, λ(1/2)I , we could obtain Υ< 0.

5. Control Algorithm

+e control algorithm for the proposed method is described
below in the form of step-by-step algorithm implementation
process as shown in Figure 1 as a flow diagram.

Step 1. Obtain themodel parameters of the controlled object
and transform them into a discrete time-invariant system as
shown in equation (1). If there is a solution, then go to the
next process and adopt gain and learning laws applied. If
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there is no solution, then obviously, we need to calculate
again system parameters accordingly.

Step 2. Design iterative learning fault-tolerant control law in
the form of formula (11), and apply LMI toolbox in
MATLAB to solve +eorems 2 or 3 according to the pa-
rameters given in formula (1), and obtain the parameters K1
and K2 of the system with and without uncertainty in
formula (1), respectively. If there is a feasible solution,
proceed to the next step; otherwise, redesign.

Step 3. According to the given reference target and system
of the initial boundary conditions, the system of Equation
(1) is taken after the initial iteration value, the state of the
output and error when the initial iteration ended. And
then, in Step 2 to solve the parameters K1 and K2 plug type
(9) in the form of iterative learning control law, according
to the type (11) and iterative learning control in the form of
reconsideration, iterative learning controller is constantly
modified.

Step 4. Observe the output response curve of the system,
compare it with the expectation curve of a given reference target,
and draw the root-mean-square (RMS) error curve. If the system
output can track the expectation curve with a small error after
several batches, the calculation method will be finished. Oth-
erwise, if the tracking error is too large or the output response
curve fails to track the expected curve after multiple batches, the
controller shall be redesigned and Step 2 shall be returned.

6. Practical Applications of the
Proposed Controller

6.1. Practical Simulation Example 1. To verify the validity of
the method in this paper, the injection velocity control
process of the reinjection molding process was taken as the
research object [67]:

x(t + 1, k) � (A + ΔA)x(t, k) +(B + ΔB)u(t, k) + f(x(t, k)),

y(t, k) � (C + ΔC)x(t, k).


(46)

Among them, system moment matrix is as follows:

A �
1.582 − 0.5916

1 0
 ,

B � 1 0 
T
,

C � 1.69 1.419 .

(47)

+e expected trajectory is defined as

yd(t) �

sin(0.01πt), 1≤ t< 200,

1, 200≤ t< 300,

4 − 0.01t, 300≤ t≤ 400.

⎧⎪⎪⎨

⎪⎪⎩
(48)

At time t∈ [0, 400], the initial state of each batch is 0.
Suppose that the system’s operating frequency norm [0,∞]is
divided into [0,∞] � [0, 6] ∪ [6, 25] ∪ [25,∞]. After the
20th iteration, the occurrence actuator’s fault suddenly appears,
and the fault in the system is f(t) � 0.7 + 0.3 × sin(0.5t).
Evaluate performance and introduce performance indicators:

RMS(e(t, k)) �

������������

1
400



400

t�1
e
2
(t, k)




. (49)

Supposing that the coefficients of matrices A and B
contain uncertainties, the decomposition of the uncertainty
is carried out as follows: if the uncertainty matrix of the
system H1� [− 0.05, 0.1], H2� [− 0.12, 0.15], F1� I, F2�

[1, 1]T, Ξ � diag σ1, σ2 , and s1 and σ2 are − 1∼1, then the
gain matrix of the fault-tolerant controller is K1� [− 1.5749,
0.7293] and K2 [0.1291].

Suppose the injection molding process is assumed to
work in the intermediate frequency segment. In that case,
the system RMS error’s simulation curves and the number of
overlaps are shown in Figures 2 and 3. By comparing the
iterative fault-tolerant control results, it can be seen that the
fault-tolerant control results designed within the specific
domain of the system can accelerate the convergence speed

Start

End

Again go back to
system modeling 

Obtain model parameters and
convert into discrete time invariant

system according to equation (1)

Design fault-tolerant 
control law (9) and apply

Theorems 2 and 3. calculate
K1 and K2 using LMI

(with or without uncertainty)No feasible solution? 

Feasible solution yes?

Initialize the parameters 
(system input, states, error, and output)

Plug in gain values in (9) and
update according to (11)

No

Yes satisfied 

Analyze and
compare the

system output
with target

Figure 1: Control and design of algorithm step-by-step process.
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to some extent and can better restrain the influence of the
operator’s fault. +e controller’s uncertainty and fault-tolerant
capability are quite robust, limiting the text and not be re-
peated. As shown in Figure 2, the system tracking error de-
creases quickly with the increase of iteration time before the
actuator fails. After the actuator failed in iteration 20, the
system’s tracking performance decreased significantly. How-
ever, under the control of the fault-tolerant controller, with the
increasing number of iterations, the system recovered quickly
and steadily, indicating that the system had a good follow-up
effect under normal and actuator failure conditions.

+e simulation outcomes and effects of the control law
are shown in Figures 2 and 3. Even with nonrepetitive
disturbances, the tracking error of the first 20 batches of the
system before the failure occurred quickly converged to a
stable state with respect to time, and the tracking perfor-
mance continued to improve in the batch direction, as
shown in Figure 2, in the 25th batch of process failures. After
it happened, the tracking performance of the system was

lower than that of the 25th batch. However, after several
batch iterations, the tracking performance reached an ideal
level again, as shown in Figure 3. +is conclusion is reflected
in Figures 2 and 3. Figure 3 shows the daily values of dif-
ferent batches, and Figure 4 shows the tracking error of the
system in a three-dimensional graph.

6.2. Practical Simulation Example 2. In order to verify the
effectiveness of the algorithm proposed in this paper, the
single-link manipulator that performs the motion trajectory
tracking task repeatedly is considered as the experimental
object. +e continuous time model of the single-link ma-
nipulator system is described as [68]

τ(t) � Mt
2d

2θ(t)

dt
2 + V

dθ(t)

dt
+ Mglcos(θ(t)), (50)

where θ(t) is manipulator joints of angular displacement,
τ(t) is the driving moment of joints, l � 0.6m represents the
length of themanipulator rod,m � 0.6 kg is the quality of the
manipulator, V � 1.5 (kg/m2/s) is the mechanical arm joint
friction resistance coefficient, and g � 9.8 (m/s2) for the
acceleration of gravity.

+rough Euler’s method, discrete sampling is carried out
for the continuous system (34) at time interval h � 0.2 s, and T
represents the discrete sampling point. At the same time,
x1(t, k) � (ht, k) and x2(t, k) � (ht + h, k), respectively,
represent the state variable of the k batch of the repetitive
operation of the single-link decentralization system, u(t, k) �

(hT, k) as the control input, y(T, k) � (ht + h, k) as the
system output, and the discrete time-invariant nonlinearmodel
of the single-link system (50) can be represented as

x1(t + 1, k) � x2(t, k)x2(t + 1, k)

� 2 −
vh

Mt
2 x2(t, k) +

vh

Ml
2 − 1 x1(t, k)

−
gh

2

l
cos x1(t, k)(  +

h
2

Ml
2.

(51)

A discrete time-invariant nonlinear model consistent
with the form of equation (1) can be further obtained:

A �

0 0

Vh

Ml
2 − 1 2 −

Vh

Ml
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

0 1

0.39 0.61
⎡⎢⎣ ⎤⎥⎦,

B �

0

h
2

Ml
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

0

0.19
⎡⎢⎣ ⎤⎥⎦,

C � 0 1 .

(52)

+e nonlinear function is
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f(x(t, k)) �

0

−
gh

2

l

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
cos x1(t, k)(  �

0

0.653
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦cos x1(t, k)( .

(53)

Because cos(x1(t, k)) has upper and lower bounds, so for

nonlinear function, f(x(t, k)) �
0

0.653 cos(x1(t, k))

satisfies the nonlinear constraint (2). At the same time, it is
assumed that the manipulator needs to run 100 batches
repeatedly and track the reference trajectory:

yd(t) � sin
πt

100
  + 0.5 sin

πt

200
  + 0.5 sin

πt

300
 . (54)

Initially, we can assume that our system’s initial condition
is zero like input u(t, k) � (0, 0) states x1(t, k) � (0, 0) and
x2(t, k) � (0, 0) and outputy(T, k) � (0, 0)0, respectively.
Due to the repeated operation of the industrial application of
mechanical arm often, we assume that the 50th connecting
rod will be shown after the repeat problem such asmechanical
wear. +e failure occurs after each batch of the intermittent
fault happens in the process, and the failure changes in each
iteration with respect to time. And the manipulator joints'
input driving moment will change with fault time-varying
characteristics. +e typical case of this fault is the gear
transmission part of the manipulator; after a long period of
operation, there will be missing teeth, broken teeth, and other
phenomena, resulting in the system in each operating batch of
the cycle time time-varying failure. +erefore, it is assumed
that the system input is an actuator fault in the form of
equation (3), and the fault coefficient � (0.15 + 0.85 sin (0.5t)).

Assuming that there is no uncertainty, the gain K1� [− 1.873
2–4.118 6] and K2� 0.5673 of the modified update quantity
(13) in the iterative learning fault-tolerant controller (11) is
solved according to +eorem 2 and LMI tool.

In addition, it is noted that, in the manipulator
system in actual operation, the joint frictional resistance
coefficient V, rod length L, and massM in matrices A and
B will become uncertain due to wear and other factors, so
the variation of these uncertainty factors should be
considered in the controller design process. Assuming
that the coefficients of matrices A and B contain un-
certainties, the uncertainty decomposition is performed
as follows:

H1 �
0 0

− 0.05 0.1
 ,

H2 � 0 0 ,

F1 � I,

F2 � 0 1 T,

(55)

where Ξ � diag σ1, σ2 , σ1 and σ2 are − 1 to 1 in between

numerical values. ΔA � H1ΞF1 �
0 0

− 0.05σ1 0.1σ2 ,

ΔB � H1ΞF2 �
0

0.1σ2 , and ΔC � H2ΞF2 �0.

At this point, according to the conclusion of +eorem 3,
we know that the system of the gain of modified update
quantity (13) in iterative learning robust fault-tolerant
controller (11) can be obtained by using LMI tool, K1 �

− 2.4149 − 4.6484  and K2 �1.9840.
In order to evaluate the control effect of each batch of

manipulator during repeated operation, the RMS value of
tracking error E(t, k) was defined as the tracking energy
index

RMS(e(t, k)) �

������������

1
400



400

i�1
e
2
(t, k)




. (56)

In the formula, the smaller RMS (E (t, k)) is, the better
the tracking effect of lot K is.+e tracking control simulation
results of the single-link manipulator system under the
nondeterministic conditions are shown in Figures 4–6,
respectively.

It can be clearly observed that the output of the system is
trying to track the reference tracking trajectory of the system
as shown in Figure 4. As can be seen from Figure 5, the
tracking error of the system decreases rapidly with the in-
crease of iteration times before the actuator fails. After the
failure of the actuator in batch 50, the tracking performance
of the system decreased significantly. However, under the
action of the fault-tolerant controller, with the increasing
number of iterations, the system collected again rapidly and
stably, indicating that the system achieved a good tracking
effect under both normal and failure conditions of the ac-
tuator. Figure 4 shows the system output curve and
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Figure 4: Output versus reference trajectory curve without actu-
ator failure.
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expectation curve before the actuator failure, and the three-
dimensional figure of Figure 6 represents the tracking error
change of the system in two dimensions of the batch axis
and time axis. It can be seen that, with the increase of the
number of iterations, the actual output curve of the ma-
nipulator can gradually track the upward periodic curve.
Correspondingly, the simulation results of robust fault-
tolerant control when the system is uncertain are shown in
Figures 7–9, respectively.

+e simulation results are shown in Figures 4 and 5.
Even if the disturbance is repeated, the tracking error of the
first 50 iterations of the system before the fault occurs rapidly
converges to a stable state with time, and the tracking
performance keeps improving in the direction of the
batches, as shown in Figure 7. After the failure of the first
batch, the tracking performance of the system decreased
compared with that of the 50th batch. However, after several
batch iterations, the tracking performance reached an ideal
level again, as shown in Figure 8.+is conclusion is shown in
Figures 8 and 9, which show the regular values of different
batches of iterations, and Figure 9, which shows the tracking
error of the system in 3D. It can be observed that under the
effect of time-varying failure and repetitive disturbance, and
actuator failure, the proposed algorithm in the normal
situation and therefore failure can guarantee system in both
iteration and time direction monotone convergent.
According to the asymptotic stability, a designed controller
has fault tolerance, and fault tolerance of both performed at
the same time and has a robust inhibitory effect on non-
recurring interference.

Figures 4–9 shows that, under the use of time-varying
faults and nonrepetitive disturbances, the proposed algo-
rithm can guarantee monotonic convergence of the system
in both batch and time directions under normal and fault
scenarios, and it is asymptotically stable. +e designed
controller has both fault-tolerant and fault-tolerant per-
formances and has a robust suppression effect on non-
repetitive external interference.
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7. Conclusion

+e iterative learning fault-tolerant control algorithm for a
class of uncertain discrete time-invariant nonlinear systems
with actuator faults is studied in this paper. First, the suf-
ficient conditions for the stability of the nonlinear discrete
repetition process are obtained by the Lyapunovmethod, the
gain of the iterative learning fault-tolerant controller is
solved by LMI, and the robustness of the system with un-
certainty is discussed. Finally, the feasibility of the proposed
algorithm is verified by the simulation experiment of the
single-link manipulator as well as the electromechanical
system for batch process.+emethod proposed in this paper
is a further extension of the iterative learning control
method for linear repeating process, which is obviously
more adaptable and effective for the repeated operation
process with nonlinear links in the industrial process.

+e proposed algorithm improves the error identifica-
tion and estimation of nonlinearly unstable systems, en-
hances error detection reliability, and reduces false alarms.
+e faults of nonlinear models based on iterative learning are
more up-front and more suitable for technical applications.
Based on the method proposed in this paper, we can also use
it to identify and estimate uncertain nonlinear systems. +e
future applications of this proposed algorithm are as follows:

(i) Aircraft actuator fault-tolerant control system
(ii) Robotics (soft robotics, elastic actuators, and

omniwheel robots) trajectory control
(iii) Robustification in PMSM motor servo applications
(iv) Nonlinear servo speed and position control system
(v) Piezoelectric position and force tracking controls

Data Availability
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Oh, “Iterative learning control method for discrete-time
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Seepage analysis is always a concern in dam safety and stability research. )e prediction and analysis of seepage pressure
monitoring data is an effective way to ensure the safety and stability of dam seepage. With the timeliness of a change in a
monitoring value and lag due to external influences, a RS-LSTM model written in Python is developed in this paper which
combines rough set theory (RS) and the long- and short-termmemory networkmodel (LSTM).)emodel proposed calculates the
prediction score of the seepage pressure of a dam experiencing multiple effects by preordering factor importance values to
eliminate the interference of redundant factors. A case study shows that the water level, rainfall, temperature, and duration are all
factors that affect the seepage pressure, and their importance values decrease successively.)us, the seepage pressure of a dam can
be predicted with a determination coefficient R2 of 0.96. Compared with the recurrent neural network (RNN) model and BP
neural network model, the training time of the RS-LSTM model proposed is 6.37 s, and the operation efficiency is 41% and 59%
higher than that of the RNN and BPmodels, respectively.)emean relative error is also 3.00%, which is 50% lower than that of the
RNN model and 31% lower than that of the BP model. Based on these results, this model has the advantages of fast computation
speed and high accuracy in prediction.

1. Introduction

Reservoir dams are an important infrastructure that play an
important role in the development of economies and so-
cieties. However, with the recent rapid increase in the
construction of reservoir dams, many safety accidents have
followed [1]. From 1954 to 2006, 3498 dams broke in China
alone, and more than 93% of them were earth rock dam
failures [2]. Based on the material characteristics and op-
eration mechanism of earth rock dams, the primary failure
modes are overtopping, landslide instability, and seepage
damage [3]. Combined with relevant data, the number of
dam failures caused by seepage failure in China is ap-
proximately 39% of the total [4]. Similarly, foreign survey
data demonstrate that approximately 46% of earth rock dam

failures are caused by infiltration damage, ranking only
second to overtopping failure (approximately 48%) [5–8].
)erefore, the influence of seepage failure on the safety of
earth rock dams is self-evident, and its significance is second
to none.

Seepage failure primarily refers to the reduction of soil
effective stress and seepage deformation due to the move-
ment of soil particles inside the dam due to the action of
seepage pressure, which decreases the stability of the dam or
even destroys the dam. )erefore, the establishment of
adequate seepage safety monitoring is an essential prereq-
uisite to ensure seepage safety: prototype observation data
are used for analysis, and a seepage monitoring model is
developed to monitor and evaluate the operational condi-
tions of water conservancy projects.
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For seepage instability, influencing factors primarily
include water level change, rainfall, temperature change, and
duration. For example, Xu et al. [9] considered that the
seepage flow of dam bodies is primarily caused by the su-
perposition of reservoir water level and rainfall, and the
seepage head and reservoir water level tend to be positively
correlated. Guangjin et al. [10] and Ashraf et al. [11] studied
variations in the seepage head of a soil slope due to changing
rainfall intensity and duration. Testing indicated that as
rainfall intensity and duration increased, the deeper the
influence of rainfall factors on soil, the greater the change in
the seepage head and the greater the change in seepage
pressure. Xu and Chai [12] investigated the influence of
changes in temperature on the permeability coefficient and
calculated water heads in seepage fields. Compared to the
calculated results without a change in temperature, their
findings show that the former is more accurate when cal-
culating the distribution of water heads in seepage fields.
However, most studies to date have focused on the influence
of changes in influencing factors on seepage under single or
a combination of conditions, which only verifies that there is
a significant correlation between these factors and the
seepage field, namely, the measured seepage pressure value,
making it difficult to distinguish the correlation or impor-
tance between the two. Based on existing monitoring results
of seepage pressure, a change in the measured seepage
pressure over a long time period is typically complex and
variable; thus, it is difficult to directly determine how seepage
pressure changes over time. )ere also tends to be a long-
time delay in response to changes in external conditions.
)erefore, it is important to determine the effect of various
factors and consider the dynamic change characteristics of
seepage pressure monitoring for analyzing the change law of
seepage pressure value of long sequence of dam and realizing
the related prediction.

Currently, there are many methods to establish mathe-
matical models to predict seepagemonitoring data. Data fitting
and analysis can be achieved via multiple regression; however,
the accuracy of this method is restricted by the collinearity
between input factors [13]. Predictions based on neural net-
work models have also been reported; for example, Zhang et al.
[14] used a genetic algorithm (GA) to optimize the weights and
thresholds of a backpropagation neural network (BPNN), thus
establishing the BPNN-GA seepage prediction model. Shi et al.
[15], Rankovic et al. [16], and others used a variety of different
neural network models, including radial basis neural network
models, to achieve accurate predictions of dam seepage. )ese
models provide various options to predict the measured
seepage pressure using a neural network model; however, such
static models are primarily based on correlations between the
seepage pressure and associated factors and describe the lag in
seepage pressure in response to changes in the factors via the
averaging method using existing data. Also, these static models
cannot describe the timeliness of the seepage pressure of a dam
and thus cannot describe the memory function of the historical
information hidden in the data, maintain the information, and
output it to the current neuron for calculation. )us, a pre-
dictive model developed based on dynamic changes in relevant
factors will be useful for practical engineering applications.

A predictive model of seepage pressure is established in
this paper that considers the effects of multiple factors and
dynamic changes, integrates rough set theory and dynamic
neural network technology, and examines the advantages of
the dynamic model based on the distribution of error and
the determination coefficient R2 [17]. Model performance is
characterized by comparing its structural characteristics and
predictive results to those of other models based on engi-
neering examples to provide references for the prediction of
the seepage pressure value and engineering safety
assessments.

2. Materials and Methods

2.1. Project Overview. A concrete-faced rockfill dam is in-
vestigated in the paper, with a project scale of Class A Large
(1). )e elevation of the dam crest is 413.8m with a max-
imum dam height of 99.8m, a dam crest width of 10m, and a
dam crest length of 540.46m. An L-shaped reinforced
concrete wave wall with a height of 4m is set at the upstream
side of the dam crest. )e normal water level of the reservoir
is 410m, and the storage capacity is 11,076,000m3. To
monitor dam safety, a comprehensive prototype dam
monitoring system that is composed of deformation mon-
itoring, seepage monitoring, and environmental monitoring
(e.g., rainfall and reservoir water level) and other equipment
is installed at the reservoir. )e seepage monitoring
equipment uses buried and installed osmometers; four os-
mometers are installed in total with a data-collection interval
of 1–3 d, as shown in Figure 1.

Considering osmometer PB4 as an example, changes in
the data over the last 8 years from 2008 to 2015 are given in
Figure 2. )e seepage pressure measured fluctuates within a
relatively stable range and varies with changes of water level,
rainfall, temperature, and other factors; thus, the monitoring
results are reasonable. )e rainy season is concentrated in
July and August every year and exhibits an annual cycle. )e
maximum rainfall during the monitoring period was
95.50mm on July 8, 2012. )e temperature change between
years is relatively stable; however, the change within a given
year is major, with the high value of approximately 37.8°C
and the low value of −9.70°C. During the monitoring period,
the change in the water level upstream and downstream is
minor, and the water level upstream varies between 385 and
410m. Compared to the periodic alterations in the rainfall
and temperature, the change in the seepage pressure is more
moderate and lags due to the influence of the level of seepage
pressure at the front of the dam. For example, from January
2011 toMarch 2011, the water level of the reservoir gradually
decreased by 4 to 5m; however, the change in the seepage
pressure started at the end of March 2011 and gradually
decreased from approximately 0.1 to 0.3m (see Figure 2(a)).

2.2. Methods

2.2.1. Rough Set 4eory. Rough set (RS) theory is a theo-
retical method that can achieve the same classification ability
of a knowledge base via attribute reduction to solve prob-
lems or apply classification rules [18, 19] and is typically
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represented by a decision information table
S � 〈U, C∪D, V, f〉, where U is the domain or set of
nonempty finite objects; C∪D is the attribute set; C is the
conditional attribute; D is the decision attribute, in which
C∩D � ∅ is satisfied; V is the set of all attribute value
domains; and f: U × R⟶ V represents the attribute value
of each object in the domain on the corresponding attribute.
)e reduction process of the influencing factors of the real
seepage pressure is described as follows:

(1) )e seepage pressure value domain U, which is
composed of the seepage pressure and the related
influencing factor data, is divided into two equivalent
classes by the Pawlak attribute importance method,
which is IND(C) � ∀

i,j,k,n∈N
Ci , . . . , Cj, . . . , Ck  

n

and IND(D) � ∀
i,j,k,n∈N

Di , . . . , Dj, . . . , Dk  
n
,

respectively.
(2) posC(D) is calculated based on the dependence of

the seepage pressure value D on the influencing
factor set C, and the formula is as follows:

posC(D) � ∪
∀X∈IND(D)

C(X), (1)

posC(D) �


k
i�1 posC Di( 




|U|
. (2)

(3) Removing the importance of a given influencing
factor ci from the seepage pressure D can be defined
as

posC− ci{ }(D) �


k
i�1 posC− ci{ } Di( 





|U|
. (3)

(4) )e attribute importance of the influencing factor
ci(ci ∈ C) is

σC D ci(  � posC(D) − posC− ci{ }(D). (4)

Formula (4) represents the degree to which the single
factor ci affects the classification of the seepage pressure after
factor removal: the larger the valueσC D(ci) is, the greater the
importance of the influencing factor is, and vice versa.

)e seepage characteristics of dams are affected by
multiple factors. However, due to the different importance of
various factors regarding seepage, factors with little affect or
irrelevant redundancy can be screened out by this method to
facilitate the prediction of dynamic neural networks.

2.2.2. Neural Network Dynamic Model/Long- and Short-
Term Memory Network Model. )e RS method can be
employed to screen the influencing factors of seepage
pressure; however, it cannot obtain accurate predictions.
Considering the timeliness of changes in seepage pressure
and the lag between influencing factors, the long- and short-
term memory network model (LSTM) is introduced [20].
)e LSTM model, which is an improved form of recurrent
neural networks (RNNs), is a deep learning model that can

process time series data [21]. Compared to the BP neural
network model (BP model), the nodes between the hidden
layers in LSTM are connected to each other; the adjacent
nodes of the hidden layers are connected [15], which can
describe the memory function, retain hidden information in
the historical data, and output the data to the current neuron
for data calculation.)ese nodes are also constantly updated
with input data (see Figure 3). Compared to RNN, LSTM
includes a memory unit to solve the problem of gradient
disappearance or explosion during prediction [22] to express
the hidden historical information in the data more accu-
rately. )e memory unit of the model consists of an input
gate, forget gate, and output gate, which are utilized to
control information transmission at different times. )e
input gate controls the strength of the new input heading
into the memory unit and determines how many new
memories will be merged with previous memories. )e
forget gate manages the strength of the memory unit to
maintain the value at the last moment (i.e., selects or rejects
historical information). If the forget gate is closed, no
memory can pass; otherwise, all memories can come
through. )e output gate controls the strength of the output
memory unit and determines the LSTM response to the
outside world [14]. )e descriptions in detail can be figured
out in Figure 4.

)e aforementioned function equation of propagation in
each mechanism during LSTM training is described as
follows [23–25]:

ft � g Wf1C
t
LSTM + Wf2D

t−1
LSTM + bf ,

It � g WI1C
t
LSTM + WI2D

t−1
LSTM + bI ,

St � tan h Wc1C
t
LSTM + Wc2D

t−1
LSTM + bS ,

St � ft × St−1 + It × St,

Ot � g Wo1C
t
LSTM + Wo2D

t−1
LSTM + bo ,

ht � Ot × tan h St( ,

(5)

where It, ft, and Ot are vectors describing the input gate,
forget gate, and output gate of the model at time t, re-
spectively; Ct

LSTM is the set of influencing factors of the
seepage pressure after RS reduction at time t; Dt−1

LSTM is the
seepage pressure at time t− 1, representing the hidden
historical information of LSTM;W1 is the connection weight
between the input layer and the hidden layer; W2 is the
connection weight between the hidden layer and the output
layer; bI, bf, bo, and bS are bias terms that correspond to each
structure, respectively; St is the vector of the memory unit at
time t and is only used for memory units to forget old
information and add new information; St is a new candidate
vector value created for tanh, which is the hyperbolic tangent
function; and g is an activation function, which can map real
numbers to [0, 1], where 1 indicates that all information in
the unit at the previous time is reserved and 0 represents that
all information in the unit at the previous time is discarded.

2.2.3. RS-LSTM Model Structure. Dam seepage is compli-
cated and typically affected by many factors. To demonstrate
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Figure 2: Continued.
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the superior performance of the two methods proposed in
data analysis, RS reduction is adopted before the LSTM
prediction and analysis, and the RS-LSTMmodel structure is
constructed as illustrated in Figure 5 to achieve the analysis
and prediction of dam seepage in the operating period under
the influence of multiple factors.

Based on the RS analysis results, an LSTM prediction
model that considers various influencing factors is built to
predict the seepage pressure. Two hidden layers are selected,
and the number of hidden layer neurons is determined by
the following formula:

l≤
�����
m + n

√
+ α, (6)

where l is the number of nodes in the hidden layers;m is the
number of nodes in the output layers; n is the number of
nodes in the input layers; and α is the adjustment constant
between 1 and 10. To determine the best prediction model
structure after multiple calculations and training, training
was found to be most effective when the number of nodes in

the hidden layers is 10; thus, the neural network topology
structure is 6-10-1, which is displayed in Figure 6.

Considering PB4 as an example, the sample data contain
water lever, temperature, rainfall, duration, and monitoring
values and have a total of 8,673 groups, including 1,239
groups of seepage pressure monitoring values. A total of 196
groups of data (2% of the total data set) were selected as
prediction samples, 28 groups of data were selected as output
samples for prediction, and the remaining were selected as
training samples. )e number of iterations was set to 5,000,
the error range was set to 0.001, and the correction factor was
set to 0.02.

3. Results and Discussion

3.1. Application Results andAnalysis of RS. Based on existing
literatures [9–12], seven influencing factors are considered
for prediction and analysis in this study, including the
upstream water level, downstream water level and tem-
perature on the observation day, the mean rainfall in the first
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Figure 2: Long series change curve of permeability pressure value. (a) Relationship between the upstream water level and the seepage
pressure. (b) Change in the seepage pressure due to rainfall. (c) Change in the osmotic pressure due to temperature.
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four days, and the time-dependent components θ, e1+θ, and
ln (1 + θ). )ese factors are recorded as X1–X7, respectively,
in the influencing factor set C, in which C1 :X2–X7; C2 :X1,
X3–X7; C3 :X1–X2, X4–X7; C4 :X1–X3, X5–X7; C5 :X1–X4,
X6–X7; C6 :X1–X5, X7; and C7 :X1–X6. )e seepage pressure
is set as decision attribute D. After the normalization and
discretization of C and D, the decision sequence is devel-
oped. )e discretization is achieved by the method of
equidistance; thus, after the normalization of the decision
sequence value, they are discretized into five levels, i.e., [0,
0.2), [0.2, 0.4), [0.4, 0.6), [0.6, 0.8), and [0.8, 1], which are
recorded as 1, 2, 3, 4, and 5, respectively. After merging
similar values, 100 groups of data to be deduced are obtained
and recorded as U1–U100 (see Figure 7(a) for details;
according to the decision attribute D, it can be divided into
normal data and abnormal data).)ese groups of data can be
reduced using formulae (1)–(3), and the results are presented
in Figure 7(b), which show that the importance of X6 is 0; X1,
X2, X3, X4, X5, and X7 are all necessary attributes, and their
importance order can be obtained. )e importance of the
water level upstream and downstream is the highest, scoring
0.31 and 0.29, respectively; the influence of the rainfall and
temperature components follows closely, scoring 0.25 and
0.24; and the influence of time-dependent components θ and
ln (1 + θ) is small, only scoring 0.12 and 0.14.

Considering X1 as an example to describe the decision
reduction process, the equivalence classes of conditional
attributes C and D are IND(D) � U1, U2, . . . ,

U37}, U38, U39, . . . , U100 } and IND(C) � U1 , U2 ,

. . . , U100 }, respectively, which are determined by com-
bining collective knowledge based on IND(C)⊆IND(D),
where posC(D) � U. With IND(C1) and setting
U32, U60, U95 , U7, U55 , U37, U98 , etc., a total of 31 sets of
datasets are not subsets (as shown in Figure 7(b), the
horizontal axis is the collection number that does not belong
to IND (D)); therefore, posC(D)≠ posC1

(D). X1 is necessary
in C relative toD, and the importance of X1 to C relative toD
can be determined based on equation (4), yielding a result of
0.31.

Based on this analysis, the factors that affect seepage
pressure do not include X6 because its importance is 0; thus,

the relative reduction of the decision sequence can be
obtained.

3.2. Prediction Results and Analysis. Figure 8 reveals the
prediction results of the seepage pressure, and Table 1 makes
a comparison of the model prediction results. From the
results, the neural network method is shown to predict the
seepage pressure accurately. )e determination coefficient
R2 of the RS-LSTM, RNN, and BP models is 0.97, 0.89, and
0.83, respectively, and the mean relative errors are 3.00%,
6.08%, and 9.85%, respectively, all of which are within 10%;
thus, the prediction accuracy requirements are satisfactory.
Comparing the prediction results of the three models, the
RS-LSTM model is found to have the highest prediction
accuracy, followed by the RNNmodel and the BPmodel.)e
calculation accuracy of the former is 2.03 times and 3.28
times that of the RNN and BP models, respectively, based on
the mean relative error.

During the operation of the RS-LSTM model, the im-
portance ranking of influencing factors is determined by RS
calculation, which provides decision support for the selec-
tion of the input layer and weight setting of LSTM; elimi-
nates the interference of redundant factors; and markedly
improves the operation efficiency. In this case, prediction
can be completed in 6.37 s and 278 iterations; the training
error convergence process is shown in Figure 9, and the
average operation efficiency is 41% and 59% higher than that
of the RNNmodel and BP model, respectively. Additionally,
both the LSTM and RNN models consider historical in-
formation hidden in the data, which can maintain corre-
lations between the seepage pressure at different times and
use them to describe the dynamic characteristics of the
seepage pressure, which the BP model cannot describe.

)e realization process considers historical seepage
pressure values. )e output of the hidden layer in the model
has a connection weight from the previous hidden layer to
the current layer.When the seepage pressures are output, the
current water level of the upstream, rainfall, and other
factors will affect the current output through the memory
unit with the output layer status and will again affect the
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Input
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ft It Ot
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~
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Memory
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Figure 4: Structural model diagram of the LSTM memory unit.
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output of the seepage pressure in the next time step through
the memory unit with the current output layer status. )is
cycle then repeats.

Compared to the RNN model, the LSTM model
comprises an input gate, forget gate, and output gate of
the memory unit, which can select, forget, and output the
current input xt (namely, the influencing factors at the
current moment), the output values of the hidden status
ht-1 at the last moment (namely, the seepage pressure
values of the hidden layer at the last moment), and the
maximum reservation and output of the important hid-
den information, respectively, to markedly improve
prediction accuracy. )e specific process is described as
follows. When data Ct

LSTM and Dt−1
LSTM pass through the

forgetting gate, the information that must be discarded in
the data is determined based on the setting range [0,1] of
the model and is determined as the information retention
level ft. After the input gate, the data in this study consist

of two parts: the sigmoid layer is primarily used to de-
scribe the renewal of the numerical range and the tanh
layer is employed to create the new candidate vector-
valued Ct. )ese layers are combined with the forgotten
door to generate a new vector-valued St. For the next time
step, the memory cell seepage pressure is predicted, and
the output includes St. )e output value of the current
time is then determined.

)e primary advantages of the RS-LSTM include the
following three points. Firstly, the RS-LSTM considers
historical information. By storing, writing, or reading in-
formation through the memory unit, each unit can deter-
mine which piece of information is going to be transmitted
through the door switch and when it is allowed to be read,
written, or cleared and can more intelligently describe the
prediction and analysis of time series data. Secondly, the RS-
LSTM yields high prediction accuracies and fast conver-
gence speeds with fewer iterations and avoids local minima.

RST
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Table 1: Comparison of model prediction results.

Model
Absolute error (m) Relative error (%)

Iteration
time (s)

Iteration
times (times) R2Maximum

value
Minimum

value Median Mean
value

Maximum
value

Minimum
value Median Mean

value
RNN
model 0.109 0.004 0.031 0.040 15.84 0.59 4.85 6.08 10.85 775 0.89

BP
model 0.156 0.011 0.051 0.064 22.55 1.67 7.83 9.85 15.55 1344 0.83

RS-
LSTM
model

0.054 0.000 0.015 0.020 9.54 0.03 2.34 3.00 6.37 278 0.97

Remarks: absolute error� |measured value of seepage pressure - predicted value of seepage pressure|; relative error� absolute error/water head× 100%.
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Finally, the RS-LSTMmitigates correlations between a single
factor and the seepage pressure during seepage, such as the
increase in the water level increasing the seepage pressure.

4. Conclusion

In this paper, the RS-LSTM model structure is constructed
using engineering examples, the significances of different
influencing factors on the seepage pressure are investigated
using rough set theory, and the influence of different models
on the prediction of the seepage pressure is described by
comparing average relative errors. )e specific conclusions
of this study are as follows:

(1) Written in Python, the RS theory and LSTM model
are integrated to develop the RS-LSTMmodel in this
paper. Examples elucidate that this model considers
changes in measured seepage pressure during
seepage and their correlations with external factors
and synchronously describes the importance ranking
of the influencing factors of seepage. Meanwhile, this
model can eliminate the influence of redundant
factors and predict dam seepage monitoring accu-
rately and effectively. )e model can provide the
corresponding and the theoretical support for
seepage safety during the operation of dam projects
in the future.

(2) A practical example demonstrates that the primary
influencing factors of seepage pressure include the
water level upstream, the water level downstream,
the temperature, the average rainfall in the first four
days, and the time-dependent components θ and ln
(1 + θ). )e importance scores of these factors are
0.31, 0.29, 0.25, 0.24, 0.12, and 0.14, respectively, and
the time-dependent component e1 + θ is redundant.

(3) )e prediction results demonstrate that neural
networks can be used to predict seepage pressures
in dams, and the determination coefficient R2 of the
RS-LSTM model proposed in this paper can reach
0.96. Compared to the traditional neural network
model, the RS-LSTM model yields a higher pre-
diction accuracy, and the accuracy of the RS-LSTM
model is 2.03 and 3.28 times that of the RNN model
and BP model, respectively.

As part of the future study, the proposed model could be
utilized for datasets in other dams. To further enhance the
performance of the proposed model, it can be attempted to
integrate a variety of seepage pressure gauges to achieve
multi-point and multi-factor pressure prediction.
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In the educational hypermedia domain, adaptive systems try to adapt educational materials according to the required properties of
a user.*e adaptability of these systems becomes more effective once the system has the knowledge about how a student can learn
better. Studies suggest that, for effective personalization, one of the important features is to know precisely the learning style of a
student. However, learning styles are dynamic and may vary domain-wise. To address such aspects of learning styles, we have
proposed a computationally efficient solution that considers the dynamic and nondeterministic nature of learning styles, effect of
the subject domain, and nonstationary aspect during the learning process. *e proposed model is novel, robust, and flexible to
optimize students’ domain-wise learning style preferences for better content adaptation. We have developed a web-based ex-
perimental prototype for assessment and validation. *e proposed model is compared with the existing available learning style-
based model, and the experimental results show that personalization based on incorporating discipline-wise learning style
variations becomes more effective.

1. Introduction

Adaptive systems provide and adapt contents according to
the properties of an individual user [1]. In the educational
environment, these systems filter and provide educational
contents based on the preferences of a student and are
known as adaptive educational hypermedia systems [1, 2].
*e user model in these systems is confined and focuses on
the features that are associated with the learning aspect of a
student [2, 3], and learning styles are exploited in the
adaptive hypermedia domain as a source of content adap-
tation [4–6]. By integrating learning styles in the user model,
it covers the cognition aspect of human learning, such as
how a user learns [2, 3]. Preferences of learning styles are
exploited in a number of ways to solve and address different
problems in the domain [7–9]. As a result, learning styles are
mainly used in the educational domain where educational
contents need to be filtered for the students.

One of the significant features of learning styles is its
dynamic and nonstationary aspects that can be changed from
domain to domain. Jones in his study [10] investigated and
came to the conclusion that learning styles have variations
domain-wise. According to his study, significant differences
were identified in learning styles for various disciplines, such as
Mathematics, Social studies, Science, and English. In order to
enhance the adaptation of a learning system, it is important to
consider the domain-wise learning style preferences too. Re-
searchers emphasized on incorporating a precise representa-
tion of the student needs. As a result, recent models in the
literature have the capability to some extent to adjust learning
style preferences automatically with the system’s usage [11–13].
However, the existing systems still have deficiencies in content
adaptation because learning is not an easily quantifiable and
continuous process. Due to these properties, most of the ap-
proaches are probabilistic for updating learning style prefer-
ences instead of deriving the exact measures [14].
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A number of surveys are conducted in the adaptive
educational hypermedia domain that emphasizes on the
effectiveness of learning styles for adapting the educational
contents [2, 3, 15]. *ese studies provide useful insights
regarding the important variables, models developed, fea-
tures exploited, and issues faced by these approaches. While
studying the recent work, to our knowledge, these ap-
proaches mainly work in the content of a single domain
[12, 13, 15]. In fact, learning styles are dynamic and can
change with the passage of time [16, 17]. It is not necessary
that a student will always have the same learning approach
for learning the concept of different academic subjects. For
example, it is possible that, for one subject, students prefer
examples of the concept, while for the other, theories of
concepts are more important. So it is necessary to provide
adaptation that also depends upon the need of the subject.

To address a domain-wise aspect of learning styles, we
have proposed a domain-wise learning style solution that
effectively exploits a student’s discipline-specific learning
style preferences for content adaptation. *e proposed model
dynamically and continuously updates student’s learning
preferences for different academic disciplines accordingly.
*e proposed solution tries to address student’s learning
style preferences that are not necessarily the same for mul-
tiple disciplines. Furthermore, for assessment and validation
of our model, a web-based experimental prototype is de-
veloped which adapts contents using the proposed model,
and comparison is done with the existing learning style-
based solutions. *e experimental results show that the
proposed approach exploits student’s learning styles in an
effective way and enhances the learning process. Following
are the main contributions of the study:

(i) To exploit domain-wise learning preferences for
effective learning

(ii) To propose a model which has the capability to
adjust domain-wise learning style variations for
different subject domains

(iii) To provide a computationally efficient solution that
can be easily adopted for developing learning sys-
tems in the educational hypermedia domain

*e rest of the paper is divided into the following sec-
tions. Section 2 provides the background and related work to
the current research.*e proposedmodels and experimental
prototype application are explained in Section 3 and Section
4, respectively. *e research design for the study is given in
Section 5. Results are presented in Section 6 while Section 7
is the conclusion of the study.

2. Background Study

With the passage of time, applications of computer increases
and its scopes span in order to provide more efficient so-
lutions for the problems in different domains. Some of the
major applications of computers can be seen in the form of
online shopping recommender system, expert system, image
processing, artificial intelligence, and so on. In the educa-
tional domain, systems try to enhance the user learning

process by adapting contents according to the requirements
of a user and are called adaptive educational hypermedia
systems. Contributions of experts in the field of adaptive
educational hypermedia domain have been observed, and
their studies mainly focus to make the system capable of
understanding the requirements of the user more precisely.
*e experts believe that, for better adaptation, it is more
important for a system to know the user cognitive abilities
along with physical capabilities [18]. *e cognitive abilities
include the learning process of humans and the way people
think and process information. As a result, learning style
becomes one of the important features to be considered in
the user model of these systems. Most of the models of
human cognition are exploited to enhance the ability of the
system’s adaptation. *e following sections provide an
overview of the most frequent learning style models that are
exploited and the approaches used for applying these models
in the adaptive educational hypermedia domain.

2.1. Frequently Used Learning Style Models. Experts have
used a number of learning style models for content adap-
tation in the adaptive educational hypermedia domain.
Some of them are used more frequently in the literature. *e
details of these models are given below.

2.1.1. Verbal or Imager Holistic or Analytical. *is model
categorizes the users into two main categories. *ese cate-
gories include a total of four types of users [19]. *e first one
is verbal users that understand well from the contents
represented in written form. *e second is imager users that
understand the material which is represented in graphical
form.*e third is the holistic, who looks at the situation as a
whole and uses a top-down approach for concept under-
standing while the fourth one is analytical which under-
stands the material by individual parts and then combines
them.

2.1.2. Kolb’s Learning Style. *is model [20] is based on
experiential learning theory (ELT). It defines that how
knowledge is created from experience (Kolb (1984)).
According to this model, a learner goes through four modes
in a cyclic fashion. *ese include concrete experience, re-
flective observation, abstract conceptualization, and active
experimentation. According to this model, previous expe-
rience has a great contribution in the learning process.

2.1.3. Field Dependent or Independent. *is model considers
the user’s cognitive psychological structure by which a user
differentiates contextual information [21]. It mainly divides
users into one of the two types such as field dependent and
field independent. *e field-dependent users are affected by
the external environment. Normally, they use nonverbal
gestures for conveying their idea and also differentiate things
from their context with difficulty. However, the field-inde-
pendent style users look to the things with their own per-
spective in mind. *ey are not affected by others easily, and
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normally, they respond quickly inside a classroom
environment.

2.1.4. Felder and Silverman Learning Style. *is model is
based on four dimensions, and each dimension has two types
of users. *e first dimension has active and passive learners.
Active learners are more experimental, work in groups, and
share their ideas while passive learners take more time on
thinking before applying experiments. *e second dimen-
sion has sensing and intuitive learners. *e first learner
relates knowledge to the world application, more practical,
while the former learners are more creative and they like
abstract learning content which possesses theories. *e third
dimension has visual and verbal learners. As their names
show, visual learners understand more from the graphical
form while verbal learners learn from textual information
and verbal explanations. *e fourth dimension includes
global and sequential learners. Sequential learners tend to
develop knowledge step by step from fragments of infor-
mation and integrate them. On the other hand, global
learners see the overall picture first and then go towards the
fragments in a top-down manner.

2.2. Modelling Approaches for Adaptive Hypermedia System.
Adaptive educational hypermedia systems are the applica-
tion of adaptive systems in the educational domain [1]. In
this case, the domain becomes confined in the context of the
user model and contents. *e user model includes those
features that are associated with the students and hyper-
media such as educational contents instead of general in-
formation. *ese systems are categorized into two types
based on their adaptation mechanism [22]. One is based on
the presentation of contents, called adaptive presentation
system, while the other is based on the link level, known as
adaptive navigation systems. *e adaptive presentation
systems adapt contents and present them in different forms.
User model in these systems exploits learning styles to as-
sociate different forms of contents with the learning type of
user. *e adaptive navigation systems change the navigation
pattern of the content accessibility based on the require-
ments of the user. *ese include links disabling, accessing
links, and hiding these links. *e summary of the number of
adaptive presentation and navigation systems is given in
Tables 1 and 2. In addition to these two types of systems,
there are a number of hybrid approaches that take benefits
from the features of both above approaches. Table 3 shows
the number of modeling approaches used in the adaptive
hypermedia domain.

As shown in Table 3, user models are mainly based on
three approaches. *ese approaches are overlay, stereotype,
and combination of the former two models [36]. According
to the survey [2, 3], user knowledge is one of the most
important features that are being considered for adapta-
tion. Systems that are based on overlay model are
HYPERFLEX [37, 38], Adaptive Hypermedia Architecture
System (AHA)! [26], and ISIS-Tutor [33]. HyperTutor [39]
is based on the stereotype user model. In the stereotype user
model-based system, the user is assigned to a category or

type as we have seen in different learning style models.
Some of the systems use diverse approaches that benefit
from more than one modeling approach. *ese systems
include ANATOM-TUTOR [24], ELM-ART [22], Inter-
book I, and Avanti.

Furthermore, Abyaa et al. [15] have done a detailed
survey on the modeling approaches, variables exploited, and
learning factors that are used in the learner model. Survey
analysed and categorized the characteristic of the modeling
approaches. *eir analysis shows that, among different
characteristics, some of the most important characteristics
are exploited more frequently in the past. *ese include
learner’s knowledge and their cognitive abilities that are
reflected in the system by incorporating learning style
preferences in the user model.

In short, incorporating learning styles for content ad-
aptation in the adaptive system is an important and focused
area for experts [14, 15, 40]. Studies try to enhance students
learning outcomes such as open learning model (OLM) [41].
Furthermore, current studies mainly focus on how to
minimize the gap between user learning behavior and
system adaptation level [42–44]. In order to minimize this
gap, the learning styles of the user are required to be
modelled in a way that should reflect the true needs of the
user. One of the main properties is the domain-wise learning
style variations, which has not been taken into account, and
the previous system is used to update these learning styles in
the context of a single domain. However, our work considers
this important dimension in the adaptation process, such as
domain-wise learning style variations.

3. Proposed Model

*e domain-wise adaptive (DWA) model is inspired from
[45, 46], where the proposed research has made it capable of
handling discipline-specific variations in learning style.
Learning style preferences are represented by real values so
that they can be exploited in an environment where mod-
erate preferences are necessary to be considered. Preferences
of users are identified via a learning style questionnaire.
Furthermore, these preferences are updated according to the
requirements of the subject’s domain. *e problem defini-
tion along with the contribution of the proposed study is
shown in Figure 1. *e following sections show the main
contribution of the proposed study.

3.1. Learning Styles of the User. Learning style model assigns
users to one of the 16 learning style preferences. Preferences
are mainly the combination of four dimensions of ILS. Every
dimension categorizes users into two types (preferences).
Detail of the dimensions, their purpose, and their associated
preferences are shown in Table 4. Learning style is a col-
lective measure that combines all of the four dimensions for
a user and is represented by the following equation:

LSC � a ∈
Act
Ref

 , b ∈
Vis
Ver

 , c ∈
Se
In

 , d ∈
Glo
Seq

  .

(1)
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Based on equation (1), the following 16 learning style
preferences are obtained: LSCs� {(Ref, Se, Vis, Seq), (Ref, Se,
Vis, Glo), (Act, Se, Vis, Seq), (Act, Se, Vis, Glo), (Act, Se, Ver,
Seq), (Act, Se, Ver, Glo), (Ref, Se, Ver, Seq), (Ref, Se, Ver,
Glo), (Act, In, Vis, Seq), (Act, In, Vis, Glo), (Act, In, Ver,
Seq), (Act, In, Ver, Glo), (Ref, In, Vis, Seq), (Ref, In, Vis,
Glo), (Ref, In, Ver, Seq), and (Ref, In, Ver, Glo)}

3.2. Identification of Learning Styles. As we know, learning is
not easily quantifiable to be measured; therefore, each learning
style preference is shown by its probability. *e total proba-
bility of each dimension is 1, while the preference inside shares

part of it. For example, if the probability of visual preference is
x, then the probability of verbal preference will be (1–x). *e
total probability becomes 1, such that x+ (1–x). Detail of
probabilities and their relationship are given in Table 5.

Preferences’ probability is calculated from the ques-
tions associated with each dimension. *e ILS consists of
11 questions for each dimension, having a total of 44
questions for 4 dimensions. *e students answer these
questions, and if the number of answers associated with
preference A is more than that associated with preference
B, then the user gets learning style having preference A.
*e general formula for learning style preference calcu-
lation is given by

Table 2: Several adaptive navigation systems in the adaptive hypermedia domain.

System type Technique used Proposed
system Background Goals Preferences Knowledge Hyperspace

experience

Navigation

Stretchtext Metadoc [29] Yes No No Yes No
Adaptive link annotation/hiding AHA! [26] No No No Yes No

Direct guidance SHIVA [30] No No No Yes No
Direct guidance, hiding links HyperTutor No No No Yes Yes
Direct guidance, hiding links Netcoach [31] No Yes Yes Yes No
Direct guidance, hiding links Interbook [32] No No No Yes No

Direct guidance, link annotation,
hiding links ISIS-Tutor [33] No No No Yes No

Disable links, link sorting TANGOW [23] Yes Yes Yes No No
Disable links, link sorting TANGOW [23] Yes Yes Yes No No

Link annotation ITEM/PG [34] No No No Yes No

Link hiding Hypadapter
[28] No No Yes Yes No

Removal of links CHEOPS [35] No No No Yes No

Table 1: Several adaptive presentation systems in the adaptive hypermedia domain.

System type Technique used Proposed system Background Goals Preferences Knowledge Hyperspace
experience

Presentation

Adaptive link annotation/
sorting ELM-ART [22] No No No Yes No

Fragments are altered TANGOW [23] No Yes Yes No No

Fragments are altered ANATOM-TUTOR
[24] Yes No No Yes Yes

Fragments are inserted or
removed or altered WHULEHM [25] No No No Yes No

Fragments are inserted or
removed or altered AHA! [26] Yes No No No No

Fragments are inserted or
removed or altered C-book [27] Yes No No No No

Fragments are stored Hypadapter [28] No No Yes Yes No

Table 3: Adaptive hypermedia system modeling approaches.
S. no System proposed Overlay-based models Stereotype-based models Hybrid approach
1 AHA Yes No No
2 INTERBOOK No No Yes
3 Avanti No No Yes
4 HYPERFLEX Yes No No
5 HyperTutor No Yes No
6 ANATOM-TUTOR No No Yes
7 AHM AND XAHM Yes No No
8 ISIS-Tutor Yes No No
9 ELM-ART No No Yes
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Pri �
Ai

11
, (2)

where Pri represents the probability for dimension i, Ai

represents the number of answers that favour learning
preference A in dimension i, and 11 in the equation is
constant because the ILS questionnaire assesses each di-
mension with the help of 11 questions. *is procedure is
repeated for all the remaining 3 dimensions.

After calculating the preference for all the four di-
mensions, preferences are initially stored the same for all the
subjects as shown in Table 6. When a student uses the
system, then the user model updates these preferences based
on the difficulty a student faces in the subject. As learning
style variations exist for different subjects, therefore, a
student may face more difficulty in a subject as compared to
the other. In such a case, the proposed model will update
these preferences for each subject accordingly.

Problem Identification

Significance of the problem
(i) Why problem is important enough to be 

taken for research study?
(ii) Significance of the problem keeping in 

view current research work.
(iii) Impact of the proposed study for overall 

contribution.

Need of the proposed study
What is the need of the proposed study to be 
conducted?
Reasons behind the selection of the problem for 
research, based on its importance
Research questions defined.

(i) Problem is narrowed down to the level 
where the possible contribution is 
necessary

(ii) Possible solutions are defined to solve 
the existing issues in literature

(i) New rules are defined for the adaptation 
of our proposed model

(ii) Domain-wise aspect is incorporated in 
proposed model in such a way to 
enhance the adaptation mechanism

Experimental system Setting for model’s evaluation

(i) Web-based system is made for 
adapting educational contents

(ii) Incorporating proposed model

(i) Two group posttest only experimental design is followed
Comparison is done between treatment and control groups(ii)

Evaluation measures
(i) Efficiency of proposed model is embedded in prototype

(ii) Effectiveness of proposed model
(iii) Usability of the system incorporating proposed model

Evaluation of the propose study

Control group

(i) Includes those participants that used 
existing models adaptation

(ii) Posttest questionnaire is asked for 
assessment of existing models using 
evaluation measures

Experimental group

(i) Includes those participants that used proposed 
models adaptation

(ii) Posttest questionnaire is asked for assessment of 
models evaluation measures

Conclusion

Solution formulation Model proposed

(i)

(ii)

(iii)

Figure 1: Overall approach for research.

Table 4: Learning style categories.
S
no Learning style dimension User type A User type B

A *e way information is
processed Active Reflective

B How contents are represented Visual Verbal

C *e way user perceives
information Sensing Intuitive

D Learner’s perspective on
information Sequential Global
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For the same user, learning style preferences are adjusted
according to the requirement of the subject domain. Table 7
shows the learning style preferences for subject 1 and subject
2 for the same user. In order to identify that how much a
student faces difficulty in a particular subject, this decision
depends upon the performance of the student in the tests just
like taking quizzes or exams [13, 14, 40, 47]. In the literature,
the main criteria for updating the learning style preferences
are based on the assessment of student’s performance.

In the proposed model, the assessment criteria for
updating learning preferences are based on the student’s
performance. User preferences are updated when a learning
difficulty arises. For example, if a user has good performance
in a subject and passes the test, then learning style prefer-
ences will not be updated. It will be assumed that the current
learning style is suitable and the student is performing well.
On the other hand, if the performance is not satisfactory,
then the model will be updated. Our model will update
learning style preferences only for that particular subject. For
achieving this phenomenon, we have proposed some ad-
aptation rules to be incorporated in the user model.

3.3. Proposed Rules for Adaptation. For the system’s adap-
tation and updating learning style preferences, we have
proposed some rules, which are mathematically represented
and shown in Algorithm 1. *e key element for decision-
making in our approach is the performance of the student.
Measuring the performance of the student is represented by
“m” which is the desired performance. *e brief description
is as follows: if a student performance Perf[subj] is less than
the desired performance Pmeasure in a subject j, then the
model has to be updated subtracting the current learning
style preferences by some factor R[subj] and add this
R[subj] to the learning style preference which is missing.
R[subj] is called the reinforcement value.

In Algorithm 1, the description of each element is as
follows:

Pmeasure: performance measure, i.e., Pmeasure � 60
i: learning style categories or dimension, which varies
in range i� 1 . . .4
j: numbers given to the subject; if we have n number of
subjects, then j ranges from [1−n]

Perf[subj]: performance of the student in jth subject;
Perf[subj] values vary in the range [0–100]
LSC[dimi][subj]: learning style currently used for ith
dimension and jth subject
SM[dimi][subj]A: learning style for preference A for ith
dimension and jth subject
R[subj] : the reinforcement to be made for eliminating
difficulty for jth subject; R[subj] varies in the range
[0–1] and may not be the same as R[subj+1] or
R[subj−1]

It is essential to note that the user model will be updated
whenever a student does not perform well. Reinforcement
R[sj], as we can see in equation (3), has an inverse rela-
tionship with student performance as well as the distance
between learning style preferences DLS[sj]. Inverse rela-
tion is due to the fact that if student performance is too low,
then it means that current learning style preference is not a
true representation of the user learning style and needs to
be changed by a higher factor. In the case of the distance
between learning style preferences, inverse relationship
makes sense because when this difference is little then
learning style preferences are not considered on either side
significant.

R subj  �
1

Perf subj ∗DLS subj 
. (3)

DLS can be calculated from equation (4). *e value of
R[subj] is restricted not to be too high or too low. In the
case of high value, the change in learning style preference
will not be gradual. On other hand, in the case of low
value, the system will take long time to update the
learning style preferences to meet the desire learning
style of the user. Based on the experimentation in
[45, 46], the maximum value for R[subj] is suggested to
be 0.05 and the minimum value for R[subj] is 0.02. *e
proposed model has restricted the higher and lower
values for R[subj]Max and R[subj]Min to 0.05 and 0.02,
respectively.

DLS subj  � SM dimi  subj 
A

− SM dimi  subj 
B



.

(4)

Table 5: Representation of preferences’ probabilities.

Dimension 1st preference 2nd preference Dimension total probability� 1
a Prob(Act) � w Prob(Ref) � 1 − w Prob(Act) +Prob(Ref) � 1
b Prob(Se) � x Prob(In) � 1 − x Prob(Se) +Prob(In) � 1
c ProbVis � y Prob(Ver) � 1 − y Prob(Vis) +Prob(Ver) � 1
D Prob(Seq) � z Prob(Glo) � 1 − z Prob(Seq0 + Prob(Glo) � 1

Table 6: Preference values before.
S. no Subject Prob (Act) Prob (Ref) Prob (Se) Prob (In) Prob (Vis) Prob (Ver) Prob (Glo) Prob (Seq)
1 Subject 1 0.4 0.6 0.30 0.70 0.20 0.80 0.35 0.65
2 Subject 2 0.4 0.6 0.30 0.70 0.20 0.80 0.35 0.65
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4. Development of Experimental
Prototype Application

An experimental prototype is developed to assess the ef-
fectiveness of the proposed model. *e prototype is devel-
oped by using web programming constructs such as PHP,
MySQL, JavaScript, and CSS. Details of the prototype are
given in the following sections.

4.1.SelectionofLearningStyleModel. For capturing students’
learning preferences and profile generation, the ILS ques-
tionnaire (proposed by Felder and Silverman) is used. *e
reason behind its selection is that learning style categories
and types of users are more suitable for the coursework
hypermedia [11, 13, 48, 49]. ILSmodel has also the suitability
to the user’s categories as well as the nature of educational
contents. Detail of its categories and users’ preferences is
given in Table 4. Identification of user preferences, content
adaptation, and updating preferences has been done using
the procedures and rules discussed in Section 3.

4.2. Dataset. For the developed system, the dataset is de-
veloped from the educational contents of the Virtual Uni-
versity of Pakistan. *e dataset includes text documents,
PowerPoint slides, and videos. Educational contents from
the selected source are more reliable as compared to the
other Internet sources because these are prepared by subject
experts, specialists, and professors. For the assessment of our
proposed model, videos and textual document are used for
subjects’ lectures. PowerPoint presentations are not used as a
learning material because they did not have much expla-
nation regarding the concept. In addition, for the inclusion/
exclusion of the educational contents in our prototype,
suggestions from the experts were also taken into account.
*e experimental prototype setup is made only for two

subjects, that is, database and programming. Furthermore,
the prototype is capable of any extension to include more
subjects. Videos and lectures are further refined to the topic
level, and each topic has two forms of representation because
topics can provide the basis for successful personalization
[50]. *e hierarchical structure of these contents is shown in
Figure 2.

4.3. Prototype Architecture. *e main architecture of the
prototype consists of the main four components as shown in
Figure 3. A brief description of each of the components is
given as follows.

4.3.1. User Model. It is the most significant module of the
experimental prototype. *e user model is responsible for
capturing learning style preferences of the user. *e adap-
tation module uses these learning style preferences to select
educational contents. *ese preferences are updated time to
time.

4.3.2. Database of Contents. *is component acts as a re-
pository for the system. Different forms of educational
content are kept in this module. After identifying learning
style preferences from the user model, the adaptation
module then filters contents from the database to provide
educational material according to the user’s preferences.

4.3.3. Interface Module. It provides an interface for students
to interact with the system. It is responsible to capture
information through the ISL questionnaire. *e captured
information is then transformed into the user model.
Contents filtered by the adaptation model are represented by
interface module. *e responsibility of the interface module
is to present the adapted contents to the user, to capture user

Table 7: Preference values after.
S. no Subject Prob (Act) Prob (Ref) Prob (Se) Prob (In) Prob (Vis) Prob (Ver) Prob (Glo) Prob (Seq)
1 Subject 1 0.35 0.65 0.10 0.90 0.60 0.40 0.45 0.55
2 Subject 2 0.70 0.30 0.35 0.65 0.33 0.67 0.25 0.75

Result: optimized domain-wise learning style preferences
while (Perf[subj]!>Pmeasure) do
Rule A:
if (Perf[subj]<Pmeasure) AND
(LSC[dimi][subj] � ″A″) then

SM[dimi][subj]A � SM[dimi][subj]A − R[subj]

SM[dimi][subj]B � SM[dimi][subj]V + R[subj]

Rule B:
if (Perf[subj]<Pmeasure) AND
(LSC[dimi][subj] � ″B″) then

SM[dimi][subj]A � SM[dimi][subj]A + R[subj]

SM[dimi][subj]B � SM[dimi][subj]V − R[subj]

ALGORITHM 1: Algorithm for updating domain-wise learning style preferences.
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learning style preferences, and to provide test sessions to the
user. *e interface layout of our application is shown in
Figure 4.

4.3.4. Adaptation Module. *e adaptation module consists
of rules which filter and select contents from the database. It
is the decision-making component of the system. It exploits
information of the user model, database of contents, and
information coming from the interface model. Using the
information of different components, it decides the suit-
ability of contents and updates learning style preferences in
order to provide more accurate system adaptation.

4.4. Adaptation Mechanism. *e prototype has main four
components which are discussed above, and these compo-
nents are working together around the following four steps.

4.4.1. User Profile Generation. In the first step, a new user is
asked to register himself and create his profile, a ques-
tionnaire is provided by the interface module, and the user
provides information about learning style preferences. Based
on the user information, a category is assigned which is then
used by the adaptation module.

4.4.2. Providing Adaptive Contents. After capturing user
preferences, an initial model for the user is generated.
Contents are selected/filtered and provided to the user. Our
model is capable of handling subject-wise learning style
preferences, so different contents can be selected for dif-
ferent subjects based on the stored learning style preferences.

4.4.3. Assessment of User Learning. One of the most sig-
nificant tasks is to know the effectiveness of the system. For
this purpose, at the end of each session, the user is asked to
perform a test. If user performance is satisfactory, then the
next lecture is unlocked and learning styles are not updated.
It is assumed that current system adaptation is effective for
his learning as his performance is satisfactory. In contrast, if
the student failed the test, then its learning style preferences
are updated in order to optimize the suitability of system
adaptation with user learning style. After updating learning
styles, the same lecture is provided with more filtered pa-
rameters. *e user is asked to study the lecture again.

4.4.4. Updating User Preferences Domain-Wise. *e pro-
posed model updates user preferences according to the
requirement of the subject domain. In our case, when a

Subject

Lecture 1

Lecture 2

Topic 2

Topic 1

Topic 3

Topic 2

Topic 1

Topic 3

Textual version

Visual version

Figure 2: Hierarchical representation of course contents.

User
Interface
module

User
model

Adaptation
module

Database 
of contentsProvides 

contents

Captures 
users info/performance

Contents
 adapted

Test score

Used by

Updates

Stores learning styles

Used by

Figure 3: Architecture of prototype.
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student does not perform well in a subject, then preferences
are updated only for that subject. *is approach updates
preferences in a more optimized way and reflects the true
needs of learners.

5. Research Design

*e proposed model is evaluated by comparing with the
exiting learning style model using two-group posttest only
randomized experimental design. Among 43 students, fi-
nally, 30 participants were chosen randomly for the study.
*ese participants are undergraduate students from the
computer discipline. Questionnaire (ILS) is used for the
identification of participants’ learning style preferences. For
identifying 30 students for the control and experimental
groups with unbiased learning style preferences, a pretest is
taken from 43 students. After achieving the required number
of 15 visual and 15 verbal learning preferences for students,
these participants are randomly assigned to the control and
experimental groups. At the end, each group has half par-
ticipants of each learning preference in order to avoid group
difference formation. To see the distribution of the control
and experimental groups, independent-samples T-test is
applied. For 95% confidence interval and 0.05 value of alpha,
the p value is obtained 0.860 which shows that the difference
among groups is not significant. *is shows that the group’s
formation is unbiased which ensures the validity of the
evaluation process. Figure 5 shows the overview of the re-
search design followed for the evaluation of the proposed
model.

5.1. Overview of Research Design. Participants of the control
group have used application based on the existing models,
for one week. On the other hand, the experimental group
used our proposed experimental prototype application for
the lectures. After a week, postsurvey was done from both
groups’ participants to assess that whether the proposed
system is effective in enhancing the learning of the students.
Postsurvey includes qualitative as well as quantitative
measure for the assessment of the proposed model. In ad-
dition, the performance history is also kept into account to
know the level of difficulty the users face in these subjects.

5.1.1. Evaluation Criteria for the Proposed Model. *e
usefulness of the proposed model is measured by using three
aspects. *ese aspects are efficiency, effectiveness, and user
satisfaction [2, 3]. A total of 13 questions were used for these
aspects. Efficiency is measured using task-based measures,
six questions were aimed to address the effectiveness, and the
remaining four questions were for the assessment of user
satisfaction. *e detail of the evaluation measures is shown
in Table 8.

6. Results and Discussions

*e proposed model is compared with the existing models in
the literature. For this purpose, students were divided into
two groups. One group is the control group and the other is
the experimental group. *e control group was assigned the
task to learn in one-week duration using exiting adaptation,
while our developed experimental prototype is given to the

Written preferences Visual preference

Figure 4: Interface for visual and written preferences.
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experimental group to do the same task. At the end of one
week, the performance of both groups along with postsurvey
was evaluated to assess the effectiveness of the proposed
model for enhancing learning. *e model is evaluated based
on the aspects as given in Table 8.

For the assessment of each evaluation measure, we have
performed statistical tests to know its effectiveness. To

achieve that, we have used the IBM SPSS tool for performing
these tests. Based on the nature of data and scale of mea-
surement taken, independent-samples Mann–Whitney U test
is applied in our study’s setting. Null hypothesis is con-
sidered for each variable. In the case of significant effect size,
the test rejects the null hypothesis for the observed variable.
Detail of these tests is discussed in subsequent sections.

Total number of 
students from which 
the groups are formed

Posttest to assess the difference 
between proposed model and existing 

one

Pretest to know the 
learning style preferences 
of the students. It consists 
of questions about their 

preferences

Same number of students 
are selected for each 
group to access the 

true difference. 
Statistically the group’s 
distributions are same.

Students are randomly assigned from
to the both groups i.e., treatment and 

control group

Prototype application

Posttest
questionnaire

Experimental prototype 
accommodating proposed 

model

Existing model for 
adaptation of contents

Distribution of students 
based on their learning

style preferences

Pretest
questionnaire

15 visual 15 verbal

8 verbal 7 visual

Control group

All students

7 verbal8 visual

Treatment group

Random assignment

Virtual university
website

Selected students

43 students

Figure 5: Overview of research design.

Table 8: Evaluation measures.
S.no Evaluation criteria Purpose

1 Performance efficiency Q2: time to be taken for the identification of lecture topic
Q8: navigation efficiency

2 Satisfaction of the user

Q5: overall effect
Q6: the way contents are presented

Q11: scalability towards other disciplines
Q12: future scope

3 Systems effectiveness

Q1: effect of students motivation level
Q3: fairness of performance assessment

Q4: usefulness of the system during usage
Q7: system capability to pinpoint weaknesses
Q9: system guidance for problem-solving
Q10: reducing memory load upon user

4 Comments Q13: suggestions to improve the application in future
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6.1. Domain-Wise Student Performance. As we have dis-
cussed that learning styles vary domain-wise. For this
purpose, the history of the student learning session and its
performance were recorded for each learning session. After
each learning session, student performance was assessed
through the test. If a student did not score (passing criteria),
then the next lecture is not available for the user and was
instructed to learn the same lecture again and pass the test.
In case of success, the next lecture is provided. Using these
criteria, students were instructed to complete the lessons as
shown in Figure 6. Furthermore, detail of students’ per-
formance is shown in Figure 7.

At the end, we have compared the performances and
learning sessions required for both subjects to know whether
our claim for domain-wise learning style variation is true or
not. From the analysis, it has been identified that there are
significant performance differences in these subjects for
students as shown in Figure 6. We can see that, in Database
subject, student faces more difficulty and learning styles have
been changed time to time while on other hand, the students
face less difficulty and complete the lectures in a less number
of sessions.

*e difference is assessed via a statistical test for the
confidence interval of 95%. Table 9 shows the detail of the
test, the null hypothesis for each variable, and the results of
the test. From Table 9, we can see that the null hypothesis is

rejected for students’ performance score which shows that
difference is significant and students do face different levels
of difficulty for the subject domain. It proves that learning
styles need to be adjusted for each subject domain ac-
cordingly to enhance system effectiveness.

6.2. Performance Efficiency. Performance efficiency includes
those aspects that define how much the proposed model
enhances the efficiency of the system. *ese aspects include
navigation efficiency, which is assessed that how much time
a user takes to identify all individual topics of a lecture.
Another measure for navigation efficiency is that how
quickly a user navigates among different topics for under-
standing a lesson. *ese assessments were task-based, and
time has been recorded for each user activity for both
groups. Based on the evaluation, the proposed model sig-
nificantly enhances the navigation efficiency of the system as
shown in Figure 8.

Details of the test for efficiency are given in Table 10. We
have performed independent-samples Mann–Whitney U test
on the SPSS software for confidence interval with 95%. *e
test rejects the null hypothesis for p value less than 0.05 for
both factors as shown in Table 10 which means that the
difference is statistically significant and our models enhance
the navigation efficiency of the system.
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6.3. User Satisfaction. For user satisfaction, responses have
been taken from both groups to know how much our ex-
perimental prototype fulfills the requirements of a user.
Based on the statistics of responses, contents are better
presented to the user, and the users suggest that the system
will be better to incorporate other subjects too. We can see
that measures taken for user satisfaction are enhanced for
the experimental group as shown in Figure 9.

For ensuring that improvement is enhanced, we have
applied independent-samples Mann–Whitney U test for all
measures associated with user satisfaction for 95%

confidence interval. *e null hypothesis is rejected as the
value of p is less than 0.05, which is shown in Table 11. It
shows that the proposed prototype provides a better user
experience.

6.4. Model Effectiveness. *is is one of the most important
aspects of the evaluation of the proposed model. Six mea-
sures were taken for assessment of the effectiveness. *ese
measures include motivation, fairness of marking, useful-
ness, pinpoint weakness, memory load, and systems

Table 9: Students’ performance analysis.
S. no Null hypothesis for the measure Test conducted Sig. Result
1 User performance is the same for both groups Independent-samples Mann–Whitney U test .043 Null hypothesis is rejected
Level of significance is 0.05
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Figure 8: Efficiency of the system.

Table 10: Efficiency analysis.
S.no Null hypothesis for the measure Test conducted Sig. Result

1 Time required for identifying topics is the same for both
groups

Independent-samples Mann–Whitney
U test .0001 Null hypothesis is

rejected

2 *e distribution of navigation is the same across categories
of group type

Independent-samples Mann–Whitney
U test .0001 Null hypothesis is

rejected
1*e significance level is 0.05.
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Figure 9: User satisfaction.
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suggestions to overcome weakness. Figure 10 shows the
comparisons for both the experimental and control groups.

However, to know that the improvement is meaningful,
we have performed independent-samples Mann–Whitney U
test for its relative difference. *e overall assessment is
shown in Table 12, where we can see that the null hypothesis
is rejected for measures such as fairness of assessment,
pinpoint weakness, overcoming the weakness, and memory
load, which shows that these factors are significantly en-
hanced during the experimental group’s learning process.
On the other hand, measures such as motivation and use-
fulness are enhanced, but statistically, their difference is not
relatively significant which means that our prototype per-
forms relatively better than the existing one.

7. Conclusion

Understanding student’s learning preferences help us to
know the way by which learner can learn easily and effec-
tively. For the effectiveness of learning systems in the ed-
ucational domain such as adaptive hypermedia, learning
styles are used for content adaptation according to the user
learning style. But learning styles have domain-wise varia-
tions and approaches based on learning styles mainly work
in the context of single domain. We have provided a more
effective means by incorporating its changeable aspects such
as domain-wise learning style preferences in the user model.

To achieve the objective, we have proposed a robust and
flexible model to update student learning style preferences

Table 11: Analysis of user satisfaction.
S.no Null hypothesis for the measure Test conducted Sig. Result

1 User satisfaction is the same for both groups Independent-samples Mann–Whitney
U test 0.0331 Null hypothesis is

rejected

2 Level of the proposed system scalability is similar for both
groups.

Independent-samples Mann–Whitney
U test 0.0331 Null hypothesis is

rejected

3 Content presentation is the same for both groups. Independent-samples Mann–Whitney
U test 0.0451 Null hypothesis is

rejected
1*e significance level is 0.05.
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Figure 10: Effectiveness.

Table 12: Analysis of model’s effectiveness.
S.
no Null hypothesis for the measure Test conducted Sig. Result

1 Motivation is the same for both groups Independent-samples
Mann–Whitney U test 0.2851 Null hypothesis is not

rejected

2 Marking fairness is the same for both groups Independent-samples
Mann–Whitney U test 0.0031 Null hypothesis is

rejected

3 Level of usefulness is the same for both groups Independent-samples
Mann–Whitney U test 0.1371 Null hypothesis is not

rejected

4 Level of pinpointing weakness by the system is the same
for both groups

Independent-samples
Mann–Whitney U test 0.0191 Null hypothesis is

rejected

5 Overcoming the weakness from the system is the same for
both groups

Independent-samples
Mann–Whitney U test 0.0371 Null hypothesis is

rejected

6 Reducing memory load is the same for both groups Independent-samples
Mann–Whitney U test 0.0001 Null hypothesis is

rejected
1*e significance level is 0.05.
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according to their discipline. A web-based experimental
prototype is developed for the assessment and validation of
the proposed model. *e proposed model is compared, and
the experimental results show that personalization based on
discipline-wise learning style variations becomes more ef-
fective. *e results also show that adaptation based on
domain-wise learning style variations enhances the learning
outcome of these systems. *e proposed research can be
used in making the learning systems more intelligent for
adapting contents. Furthermore, the proposed model also
provides a foundation for upcoming learning-based solu-
tions which required more refined adaptation rules as well as
user models to incorporate features that are the true rep-
resentations of their needs.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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[5] V. Štuikys, “Context-aware adaptation of smart los,” in
Proceedings of the Smart Learning Objects For Smart Edu-
cation In Computer Science, pp. 161–181, Springer, Berlin,
Germany, November 2015.

[6] E. Kurilovas, I. Zilinskiene, and V. Dagiene, “Recommending
suitable learning paths according to learners’ preferences:
experimental research results,” Computers in Human Be-
havior, vol. 51, pp. 945–951, 2015.

[7] E. Kurilovas, S. Kubilinskiene, and V. Dagiene, “Web 3.0-
based personalisation of learning objects in virtual learning
environments,” Computers in Human Behavior, vol. 30,
pp. 654–662, 2014.

[8] A. Jeghal, L. Oughdir, H. Tairi, and A. Radouane, “Approach
for using learner satisfaction to evaluate the learning adap-
tation policy,” International Journal of Distance Education
Technologies, vol. 14, no. 4, pp. 1–12, 2016.

[9] A. Alam, S. Ullah, and N. Ali, “*e effect of learning-based
adaptivity on students’ performance in 3D-virtual learning
environments,” IEEE Access, vol. 6, pp. 3400–3407, 2018.

[10] C. Jones, C. Reichard, and K. Mokhtari, “Are students’
learning styles discipline specific?” Community College
Journal of Research and Practice, vol. 27, no. 5, pp. 363–375,
2003.

[11] H. M. El-Bakry, A. A. Saleh, T. T. Asfour, and N. Mastorakis,
“A new adaptive e-learning model based on learner’s styles,
in,” in Proceedings of the 13th WSEAS International Con-
ference on Mathematical and Computational Methods in
Science and Engineering (MACMESE’11), pp. 440–448, Cat-
ania, Sicily, Italy, November 2011.

[12] C. Martins, L. Faria, C. V. De Carvalho, and E. Carrapatoso,
“User modeling in adaptive hypermedia educational systems,”
Educational Technology & Society, vol. 11, no. 1, pp. 194–207,
2008.

[13] H.M. El-Bakry and A. A. Saleh, “Adaptive e-learning based on
learner’s styles,” Bulletin of Electrical Engineering and Infor-
matics, vol. 2, no. 4, pp. 240–251, 2013.

[14] M. A. Fernandes, C. R. Lopes, F. A. Dorca, and L. V. Lima, “A
stochastic approach for automatic and dynamic modeling of
students’ learning styles in adaptive educational systems,”
Informatics in Education-An International Journal, vol. 112,
pp. 191–212, 2012.

[15] A. Abyaa, M. K. Idrissi, and S. Bennani, “Learner modelling:
systematic review of the literature from the last 5 years,”
Educational Technology Research and Development, vol. 67,
pp. 1–39, 2019.

[16] A. C. Wintergerst, A. DeCapua, and M. Ann Verna, “Con-
ceptualizing learning style modalities for esl/efl students,”
System, vol. 31, no. 1, pp. 85–106, 2003.

[17] D. W. Salter, N. J. Evans, and D. S. Forney, “A longitudinal
study of learning style preferences on the myers-briggs type
indicator and learning style inventory,” Journal of College
Student Development, vol. 47, no. 2, pp. 173–184, 2006.

[18] E. P. Rozanski and A. R. Haake, “*e many facets of hci,” in
Proceedings of the 4th Conference on Information Technology
Curriculum, pp. 180–185, ACM, New York, NY, USA, Oc-
tober 2003.

[19] E. Sadler-Smith and R. Riding, “Cognitive style and in-
structional preferences,” Instructional Science, vol. 27, no. 5,
pp. 355–371, 1999.

[20] A. Y. Kolb, Be kolb learning style inventory–version 3.1 2005
technical specifications, Hay Resource Direct, Boston, MA,
USA, 2005.

[21] H. A. Witkin, A Manual for the Embedded Figures Tests,
Consulting Psychologists Press, Palo Alto, CA, USA, 1971.

[22] P. Brusilovsky, E. Schwarz, and G. Weber, ELM-art: An In-
telligent Tutoring System on World Wide Web, in Intelligent
Tutoring Systems, Springer, Berlin, Germany, 1996.

[23] R. M. Carro, E. Pulido, and P. Rodŕıguez, Tangow: Task-Based
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Handwritten text recognition is considered as the most challenging task for the research community due to slight change in
different characters’ shape in handwritten documents. -e unavailability of a standard dataset makes it vaguer in nature for the
researchers to work on. To address these problems, this paper presents an optical character recognition system for the recognition
of offline Pashto characters. -e problem of the unavailability of a standard handwritten Pashto characters database is addressed
by developing amedium-sized database of offline Pashto characters.-is database consists of 11352 character images (258 samples
for each 44 characters in a Pashto script). Enriched feature extraction techniques of histogram of oriented gradients and zoning-
based density features are used for feature extraction of carved Pashto characters. K-nearest neighbors is considered as a
classification tool for the proposed algorithm based on the proposed feature sets. A resultant accuracy of 80.34% is calculated for
the histogram of oriented gradients, while for zoning-based density features, 76.42% is achieved using 10-fold cross validation.

1. Introduction

In this modern digital age of ever-growing computer
technology, the machine learning algorithms play a key role
in all fields of life, especially in the areas of text recognition
[1], network security [2, 3], privacy [4], traffic flow pre-
dictions [5], object detection [6], and may others. One of the
major applications of machine learning algorithm is Optical
Character Recognition (OCR) system development. -e
OCR system reads the text from an image and converts it
into a computer-readable form. Several research works have
been addressed on the automatic recognition of multiple
languages such as Arabic, English, Persian, Chinese, and
Urdu [7, 8]. -e main problems associated with these
languages are the cursive writing styles, writer’s handwriting
habits, and secondary components (diacritics). -e Pashto
language has incorporated most of the Arabic, Urdu, and

Persian letters with some minor modifications. Due to this
reason of incorporation of letters, the Pashto language is
cursive in nature. -e Pashto language consists of a large
character set (44 characters) greater than Urdu (38 char-
acters), Arabic (28 characters), and Persian (32 characters).
-is large character script and minor change in character
shape make the recognition process more complex for
Pashto script.

Pashto is the maternal language of a large community of
residents in Northern areas of Pakistan and official language
of Afghanistan. Ahmad et al. [9] used k-nearest neighbors
(k-NNs) as a classification tool for printed Pashto character
recognition by using high-level feature extraction tech-
niques. Boulid et al. [7] suggested the use of a neural network
with spatial distribution of pixels (SDPs) and local binary
patterns (LBPs) for the recognition of handwritten Arabic
characters. Boufenar et al. [10, 11] presented an artificial
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immune recognition (AIR) system based on both statistical
and structural features for handwritten Arabic letters rec-
ognition. Askari et al. [12] introduced the derivative pro-
jection profile (DPP) as a feature extractor technique and
neural network as a classification tool for isolated Arabic
character recognition. El-Sawy presented an Arabic OCR
system by using convolutional neural networks [13].

Boufenar and Batouche proposed a deep learning con-
volutional neural network (DCNN) for Arabic letters rec-
ognition [14]. -e performance of the suggested system is
dependent on hyperparameter tuning and the size of the
dataset in use. Naz et al. [8] suggested an approach of the
convolution neural network and recursive neural network
for Urdu Nastali’q text recognition. -ey tested the system
on the famous Urdu printed text-line image (UPTI) dataset.
Sarvaramini et al. [15] suggested the use of the convolutional
neural network (CNN) for offline Persian character
recognition.

-is paper presents an OCR system for offline Pashto
characters. A medium-sized database of handwritten Pashto
characters is developed for the proposed research work. Two
enriched feature extraction techniques of Histogram of
Oriented Gradients (HOGs) and zoning-based density
features are used for feature set generation. A 10-fold cross
validation using k-nearest neighbors (k-NNs) is considered
as a classification tool based on the feature set calculated
using the proposed feature extraction algorithms to evaluate
the proposed system performance. Objectives (significance)
of the proposed work are listed below:

(i) To develop a medium-sized database of 11352 (258
samples for each character) for Pashto handwritten
characters

(ii) To provide a benchmark for the identification of
handwritten Pashto characters using histogram of
oriented gradients and zoning features and the k-
NN classifier

(iii) To evaluate system performance and provide results
that would help open the gate towards handwritten
Pashto character recognition

-is paper is organized in sections as follows: Section 2
gives a brief detail of the related research work. Section 3
explains the proposed methodology for image extraction,
feature set generation, and classification. -e results are
discussed in Section 4 followed by conclusions in Section 5.

2. Literature Review

Recent research shows prominent improvements in OCRs
for many languages, especially which are cursive in nature.
-ese include Arabic, Urdu, Persian, and others that possess
same cursive nature script. Optical character recognition
(OCR) systems convert images of text into a computer-
readable form. -e recognition rate of cursive scripts is low
as compared to noncursive scripts such as English. -is is
due to the ambiguity in writing styles. Recent work on OCR
for cursive-text-based languages achieved significant results,
which are discussed below.

Khan et al. [16] provided a baseline study for hand-
written Pashto character recognition using zoning features
and three different classifier models. -e proposed model
showed an accuracy of 56% for support vector machine, 78%
for an artificial neural network, and 80.7% for a convolution
neural network. A dataset of 4488 characters was used for
simulation purposes in their research work. Bhuiyan and
Alsaade [17] suggested a hybrid neural network model for
Arabic character recognition. -ey used a hybrid neural
network by combining a bidirectional associate memory
(BAM) and a multilayer perceptron (MLP). Tavoli et al. [18]
proposed a new feature extractor for the recognition of
Arabic and Persian words, namely, the statistical geometric
components of straight lines (SGCSLs) technique. Oujaoura
et al. [19] suggested a method for offline Arabic letters
identification using three feature extraction techniques in-
cluding Zernike moments in conjunction with neural net-
works. Zernike moments surpass rest of the two in
recognition rate.

Boufenar et al. [10] have conducted a study for hand-
written Arabic character recognition on the famous Offline
Isolated Handwritten Arabic Character (OIHACDB) and
Arabic Handwritten Character Database (AHCD) datasets
using Deep Convolutional Neural Networks (DCNN) and
showed state-of-the-art accuracy using this method. Younis
presented a DCNN for handwritten Arabic character rec-
ognition [20]. He also performed batch normalization to
prevent overfitting. -e model was tested on AIA9K and
AHCD datasets.

Jebril et al. [21] used histogram of oriented gradients
(HOGs) as features and support vector machines as classifier
on a self-made database. Althobaiti and Lu suggested a novel
approach to feature extraction using an encoded freeman
chain code and change of tangent for isolated handwritten
Arabic character recognition [22, 23]. Jehangir et al. [24]
proposed Zernike moments for feature extraction purposes
and linear discriminant analysis for the automatic recog-
nition of the handwritten Pashto text.

Naz et al. [25] presented the use of 2-dimensional long
short term memory (2DMLSTM) networks for Urdu script
recognition based on zoning features. -e referenced model
is tested on the Urdu Printed Text line Images (UPTI)
dataset. Ahmed et al. [26] presented an algorithm for Urdu
character recognition using bidirectional long short-term
memory (BLSTM) on the Urdu nasta’liq handwritten dataset
(UNHD). Jameel and Kumar proposed basis spline (B-
spline) curves for Urdu character recognition [27]. Nawaz
et al. [28] compared siamese and triplet networks and
showed performance improvement when combined with a
CNN for handwritten Urdu character recognition.

-is work is based on offline Pashto character recog-
nition using k-nearest neighbors (k-NNs) as a classification
tool. -e histogram of oriented gradients (HOGs) and
zoning-based density-based feature extraction techniques is
followed as a features extraction tools in the proposed re-
search work. -is work proposes a character database of
11352 character images (258 samples for each 44 characters
in the Pashto language). -is work also uses both HoGs and
the zoning technique for feature extraction purposes. -e
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performance capabilities of the proposed OCR system are
tested using 10-fold cross validation.

3. Proposed Methodology

-e proposed handwritten Pashto character recognition
system consists of 4 main phases as depicted in Figure 1. -e
data collection and accumulation phase, the data processing
and character database development phase, the feature ex-
traction and feature map development phase, and at last, the
recognition and identification phase.-e data collection and
accumulation phase is completed by collecting handwritten
Pashto samples from different people, while the pre-
processing steps include scanning and correction steps. -is
phase aims to prepare data for the feature extraction pur-
poses as proper characters results in achieving high and
accurate feature values that ultimately results in high rec-
ognition rates of the handwritten characters. For the feature
extraction purposes, we have proposed HoGs and zoning
techniques. -ese techniques grab the astute numerical
values of the characters. -e classification and recognition
phase is completed using a k-NN classifier based on the
accumulated feature map using HoG and zoning techniques.

3.1. Data Collection. Since there is no standard database
available for handwritten Pashto characters, a medium-sized
database is developed by collecting data from different
people. Most of the samples are collected from the De-
partment of Pashto, University of Swabi, KP (Khyber
Pakhtunkhwa), Pakistan, from multiple students and
teachers varying in age, gender, and educational
backgrounds.

Individual characters are extracted from the scanned
images so as to make a database. -e database, thus, formed
contained 258 samples for each of 44 characters and a total of
11,352 characters (258∗44�11352 characters). -e final
database contained character images with nonuniform di-
mensions and decentralized characters (appearing either at
the top, bottom, right, or left), as shown in Figure 2. -ese
sliced images were preprocessed to form normalized and
centralized character images.

3.2. Preprocessing. Preprocessing is a preliminary step
necessary to achieve better classification accuracy. Pre-
processing steps are applied here to form normalized and
centralized character images. Preprocessing greatly im-
proves OCR accuracy. We applied the following pre-
processing steps.

3.2.1. Size Normalization. To achieve best classification
results, it is necessary that the sliced images are normalized
and centralized. By normalizing, image size is scaled to a
fixed size. All the images here are normalized to the size of
64× 64 and are converted to the color map of grayscale.
Figure 3 shows the size normalization to the dimensions of
64× 64.

3.2.2. Centralization. Some of the images contained char-
acters that occurred at different positions (top, bottom, right,
and left). Firstly, the centroid of the character and image are
calculated separately to fix all the characters at the central
point so as to calculate accurate features of each handwritten
Pashto character. In our case, the character is of 64 × 64
dimensional size, so the central point of the character is 32 ×

32 in our case. -en, the character centroid is shifted to the
centroid of the image to produce a centralized image.
Figure 4 shows the centralization of characters “alif” and
“twe.”

3.3. Feature Extraction. Feature extraction is a pivotal stage
of an OCR. Features are used to describe the image in terms
of numerical values. -ere are two types; statistical features
are calculated via mathematical computations whereas
structural features are derived from the structure of the
image. A good feature extractor should have the ability to
discriminate while retaining similarity for similar character
images. We applied two techniques, namely, histogram of
oriented gradients (HOGs) and zoning-based density fea-
tures, to our database and compared their results.

3.3.1. Zoning Features. Zoning-based features are efficient
for reading and extracting accurate image patterns. Due to
its high feature extraction capabilities, this technique is
frequently used in many text recognition problems. -is
technique divides the image into 8× 8 zones and then cal-
culates the image pixel densities in each zones that forms the
feature vector. It gives a feature vector of 64 features. Fig-
ure 5 shows the character “bhe” divided into 64 zones.

3.3.2. Histograms of Oriented Gradients. -e histogram of
oriented gradients (HOGs) was firstly introduced by Dalal
and Triggs [29]. -e primary purpose was human detection.
Nowadays, this technique is used for character recognition
[21, 30, 31], pedestrian detection [32], face recognition [33],
and many other problems of interest. We generated HOG
features using cell size 16×16 pixels, block size 2× 2 cells,
and 9 bins. HOG visualization over the Pashto character “ye”
is shown in Figures 6(a) and 6(b).

3.4. Classification. Classification acts as a kernel in any
recognition problem. Classification is the stage to classify
unpredicted input data into given classes. -is paper
presents the use of k-nearest neighbor (k-NN) as a classi-
fication model for offline Pashto character recognition. K-
NN is a supervised learning model. K-NN works on the
nearest-neighbor rule which classifies data by measuring the
distance between the input instance and training data and
chooses the class for unpredicted instance based on nearest
instance in training data.

-ere are four-distance functions that can be used in k-
NN, Euclidean, Manhattan, Chebyshev, and Minkowski
distances. Here, we used the Euclidean distance function and
evaluated its performance with respect to different values of
k. -e distance function is shown in the following equation:
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Figure 1: Proposed methodology flow diagram.

Figure 2: Character images before preprocessing steps.

Figure 3: Size normalization to the dimensions of 64× 64.

Figure 4: Centralization of characters “alif” and “twe.” Figure 5: Character ‘bhe’ divided into 64 zones of 8× 8 pixels.
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4. Results

Results are calculated for the proposed system based on a
zoning-based density feature set and Histogram of Oriented
Gradients (HOGs) feature set. For each of the feature ex-
tractor technique, the results are drawn based on the k-
nearest neighbors (k-NN) classification model using 10-fold
cross validation.

Ten-fold cross validation using the 1-NN classifier and
Histograms of Oriented Gradients (HOGs) achieved an
accuracy of 80.34%, while for zoning features, a relatively
lower accuracy of 76.42% is achieved. -e results are
compared, and a graph is generated using these data as

shown in the graph in Figure 7. Accuracy tends to increase as
training data increase because the classifier learns more
accurately and produces better results.

-e k-NN parameter k value was tuned, and the best
score for k� 1 was calculated using the Euclidean distance as
depicted by a graph in Figure 8.

Figure 8 shows the k value vs. accuracy.
-e accuracy vs. k value table is generated as shown in

Table 1. Different accuracies were calculated for different
values of k.

(a) (b)

Figure 6: (a) HOG feature of the letter “ye.” (b) HOG feature of letter “ye” over it.
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Figure 7: Training data vs. accuracy.
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Table 1: k value vs. accuracy.

Technique k� 1 (%) k� 3 (%) k� 5 (%) k� 7 (%) k� 9 (%)
HOG 80.63 77.36 78.09 79.09 78.63
Zoning 75.81 72.36 73.09 72.81 73.63
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Figures 9 and 10 show the plot of training data vs. time
vs. accuracy for HOGs and zoning-based density features.
From Figures 9 and 10, it is evident that when the training set
increases, the overall recognition rate of the classifier in-
creases, but ultimately, the time consumption also increases.

Applicability of the system is also validated by using
other performance metrics such as precision, false-positive
rate, false-negative rates, true-positive rates, true-negative
rates, f1 score, and accuracy based on both HoG-based and
zoning-based feature maps. Experimental results based on
these performance metrics are depicted in Figure 11.

5. Conclusions

Handwritten text recognition is followed as the most
daunting step in the research work. During the last two
decades, cursive text recognition gained a significant interest
in the research community to explore. However, the un-
availability of a standard database makes it more chal-
lenging. To address these problems, an OCR system for
handwritten Pashto character recognition is presented in
this paper. A medium-sized database containing 11352
character samples (44 characters x 258 samples) was de-
veloped for the analysis and experimental work. Histogram
of oriented gradients and zoning techniques are used for the
feature accumulation purposes. -is feature map is used for
the identification and recognition of the handwritten Pashto
characters using the k-NN classification tool. Based on the
calculated feature map, histograms of oriented gradients
gives an accuracy rate of 80.34% while zoning-based density
features give an accuracy of 76.42%. Ten-fold cross vali-
dation was applied for evaluating system results.
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With the emergence of deep learning, computer vision has witnessed extensive advancement and has seen immense applications in
multiple domains. Specifically, image captioning has become an attractive focal direction for most machine learning experts, which
includes the prerequisite of object identification, location, and semantic understanding. In this paper, semantic segmentation and image
captioning are comprehensively investigated based on traditional and state-of-the-art methodologies. In this survey, we deliberate on the
use of deep learning techniques on the segmentation analysis of both 2D and 3D images using a fully convolutional network and other
high-level hierarchical feature extraction methods. First, each domain’s preliminaries and concept are described, and then semantic
segmentation is discussed alongside its relevant features, available datasets, and evaluation criteria. Also, the semantic information
capturing of objects and their attributes is presented in relation to their annotation generation. Finally, analysis of the existing methods,
their contributions, and relevance are highlighted, informing the importance of these methods and illuminating a possible research
continuation for the application of semantic image segmentation and image captioning approaches.

1. Introduction

-e data of optical perception are becoming increasingly
available in large volume nowadays, creating a crucial use in
several real-world applications such as quality assurance,
medical analysis, surveillance, autonomous vehicles, face
recognition, forensic and biometrics, and 3D reconstruction
[1–4]. -is upsurge in the bulk of digital images and video
has directed the creation of computer vision (CV), a branch
of computer science (CS). From a general overview, com-
puter vision relates to the use of the computer to gain a high-
level understanding of images and videos [5]. Rather than
manual operations, it encompasses the automatic acquisi-
tion, processing, and analyzing of large data for the sole

purpose of extracting patterns and intuition. In most cases,
computer vision seeks to apply artificial intelligence (AI)
theory, equations, tools, frameworks, and algorithms for
accomplishing the task of helping computers to see and also
understand the content of both digital and analog world
through the mimicking of the human visual system [6].
Although seeing and understanding seems a trivial task or
very easy for humans, it is nevertheless a complex problem
for computers partly because of our limited understanding
of how the human brain works and how it processes things
[7]. However, through years of research and technological
advancement, some feats have been achieved, and computer
vision has extensively evolved [8–11]. Today, semantic
segmentation remains a huge challenge in the scope of image
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and video understanding alongside image captioning which
combines computer vision with another branch of artificial
intelligence called natural language processing (NLP) to
derive sentence description of an image [12]. Notwith-
standing, as with all other AI-related tasks, a modern subset
of machine learning (ML), namely, deep learning (DL), has
been the evolution of machine learning, producing state-of-
the-art results in almost all of the tasks compared to other
traditional algorithms such as decision trees, naive Bayes,
support vector machines (SVMs), ensembles, and clustering
algorithms [13–16].

Deep learning, as a branch of machine learning, uses
layers of artificial neural networks to imitate the human
neural networks in decoding intuition from a large amount
of data automatically [17] and is unlike other machine
learning algorithms which rely heavily on feature engi-
neering, utilizing domain knowledge in the creation of
feature extractors [18]. -e stacked layer of neural networks
represents feature hierarchy as simple features at the initial
layers are reconstructed from one layer to another in
forming complex features [19]. As a result, the deeper
networks are computationally intensive to model and train,
leading to the manufacture of more advanced computational
chips, including Graphical Processing Units (GPUs) and
Tensor Processing Units (TPUs) [20, 21]. Presently, several
deep learning models exist, and some of the most popular
ones include recurrent neural networks (RNNs), autoen-
coders, convolutional neural network (CNN), deep belief
networks (DBNs), and deep Boltzmann machine (DBM)
[22–25]. Among the most common deep learning algo-
rithms, the convolutional neural network is themost suitable
for analyzing visual imagery because of its shift and space
invariant characteristics, taking advantage of hierarchical
learning in combining simpler patterns to form complex
patterns and structures [26]. Using the shared weights ar-
chitectural pattern of filters [27–29], each filter represents
different features of the input data which when summed can
yield more complex structures [30–32].

In this paper, our prime motivation is fixating on the
recent deep learning segmentation techniques of both 2D
and 3D images using fully convolutional network and
other high-level hierarchical feature extraction methods
as an integral component of computer vision. -is is
further expanded into the generation of captions for
images, emerging as a subset of artificial intelligence’s
natural language processing. Furthermore, we review the
discussed models’ accomplishments by comparing their
evaluation, which indicates the most effective and effi-
cient approaches for different tasks and challenges en-
countered. -is, we believe, is enlightening as it provides
insight for the further evolution of practical model
design.

-is paper is organized as follows: it introduces seg-
mentation, popular segmentation algorithms, characteris-
tics, datasets, and evaluation in Section 2. An introduction of
captioning and its various models are followed in Section 3
alongside available datasets, evaluation metrics, and a
comparative discussion of the models. Finally, Section 4
concludes the paper with the overall summary of the typical

problems, solutions, and possible directions in semantic
segmentation and image captioning.

2. Semantic Segmentation

Semantic segmentation relates to the process of pixel-level
classification of images such that each pixel in an image is
classified into a distinguished class cluster [33]. Since the
inception of deep learning, semantic segmentation has been
a pivotal area of image processing and computer vision
which has seen major research and application in several
domains [34]. Image segmentation recognizes boundaries
between objects in an image by using line and curve seg-
ments to categorize such objects, while instance segmen-
tation, however, classifies instances of all the available classes
in an image such that all objects are identified as a separate
entity. All the same, semantic segmentation differs from
ordinary segmentation which, on the one hand, only ex-
presses the partitioning of an image into clusters without a
tangible intuitive attempt at understanding the partitioned
clusters or relating them with one another [35]. Semantic
segmentation, on the other hand, as the name implies, tries
to describe semantically meaningful objects in an image
based on their well-defined association and understanding
[36]; these differences are well depicted in Figure 1.

2.1. Methods and Approaches

2.1.1. Traditional Methods. During the pre-ANN era, most
segmentation and semantic segmentation approaches were
predominantly thresholding and clustering algorithms
which are largely unsupervised methods. In most cases,
traditional semantic segmentation methods consume less
time for model computation. Also, most of the approaches
require less data than the modern-day era of artificial neural
networks and deep learning. -e simplest, by all means, is
the thresholding techniques which apply pixel intensity as
the criteria for distribution. For binary segmentation, a
single threshold value is required, and pixels on both sides of
the threshold are classified separately into two distinct
classes. -ere are also advance forms of thresholding in-
volving more classes, and they are often grouped as histo-
gram shape-based, entropy-based, object attribute-based,
and spatial-based [37].

K-means clustering uses a predefined number of cen-
troids to determine the number of clusters in which objects
are to be categorized. -e centroids are randomly selected at
the beginning and then are iteratively adjusted by computing
the distance apart from other points in the dataset, assigning
each point to the closest centroid [38]. Fuzzy C-means
(FCM), a technically advanced form of K-means, allows
classification of data points into many label classes based on
the level of membership [39]. -is is of advantage in situ-
ations where dataset texture overlaps or does not have a well-
defined cluster [40]. Gaussian mixture model (GMM) is also
often used for both hard clustering and soft clustering by
assigning the pixel to the component having the highest
posterior probability [41]. GMM assumes that the data’s
Gaussian distributions represent the number of clusters
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available in the data, and it uses the expectation-maximi-
zation (EM) algorithm to determine missing latent variables
[42]. Random forest [43], naive Bayes [44], ensemble
modeling [45], Markov random network (MRF) [46], and
support vector machines (SVMs) [47] are also techniques
that are useful for several tasks, especially classification and
regression [48].

2.1.2. Region-Based Models. In the region-based semantic
segmentation design, regions are first extracted in an image
and described based on their constituent features [49]. -en,
a region classifier that has been trained is used to label pixels
per region with which it has the highest occurrence. -e
region-based approaches use the divide and conquer method
such that many features are captured using multiscale fea-
tures and then combined to form a whole. In cases where
objects overlap on several regions, the classifier either de-
termines the most suitable region or the model is set to select
the region with the maximum value [50]. -is often causes
pixel mismatch, but a postprocessing operation is mostly
used to reduce the effects [51].

Region CNN (R-CNN) uses a bounding box to identify
and classify objects in an image by proposing several boxes
convolving an image and identifying if they correspond to an
object [52, 53]. -e process of selective search is used in
creating boundary boxes of varying window sizes for region
proposal, and each of the boxes classifies objects based on
different properties, making the algorithm quite impressive
but slow [54]. To overcome the drawbacks of the R-CNN,
Fast R-CNN [55] was proposed which eliminates the re-
dundancy in the proposed region, thereby lessening the
computational requirements. -e R-CNN model was
replaced with a single CNN per image whose computation
would be shared among the proposals, using the region of
interest pooling technique and training all the models in-
cluding the use of convolutional neural network to classify
the images, and bounding boxes regressor as a single entity.
-e Faster R-CNN [56] uses a region proposal network
(RPN) to obtain a proposal from the network instead, while
the Mask R-CNN [57] was extended to include a pixel-level
segmentation. Technically, the Mask R-CNN replaces the
region of interest pooling module in the Faster R-CNN with
another which has an accurate alignment module. Also, it
includes an additional parallel branch for segmentation
mask prediction [58].

2.1.3. Fully Convolutional Network-Based Models. Fully
convolutional network (FCN) models do not have dense
layers, such as in other traditional CNNs; they are composed
of 1× 1 convolutions that achieve the task of dense layers or
fully connected layers. Also, fully convolutional network
(FCN), as displayed in Figure 2, takes images of arbitrary
sizes as the input and returns outputs of corresponding
spatial dimensions. -is model principally builds on the
encoder-decoder model to classify pixels in an image into
predefined classes by using a convolution network in the
encoder to extract features, thereby reducing the feature
maps’ dimensionality before being upsampled by the de-
coder (SegNet) [60]. During convolutional neural network
computation, input images are downsized, resulting in a
smaller output with reduced spatial features. -is problem is
solved via the upsample technique, which transposes the
downsized images to a larger size, making pixelwise com-
parison efficient and effective. Some upsampling methods
such as transpose convolutions are learned, thus increasing
model complexity and computation, while several others
exclude learning including nearest neighbor, the bed of nails,
and max unpooling [61]. -e fully convolutional network is
majorly trained as an end-to-end model to compute pix-
elwise loss and trained using the backpropagation approach.
-e FCN was firstly inspired by Long et al. [59] using the
popular AlexNet CNN architecture in the encoder and
transpose convolution layers in the decoder to upsample the
feature to the desired dimension. A variant FCN having skip
connections from previous layers in the network was pro-
posed named UNet [62]. UNet intends to compliment the
learned features with fine-grain details from contracting
paths to capture the context and enhance classification
accuracy.

Residual blocks were introduced with shorter skip
connections between the encoder and decoder, granting
faster convergence of deeper models during training [63].
Multiscale induction in the dense blocks conveys low-level
features across layers to ones with high-level features,
resulting in feature reuse [64]. -is makes the model easier
to train and improve the performance as well. An archi-
tecture having two-stream CNN uses its gates to process the
image shape in different branches, then connected and fused
at a later stage. -e model also proposed a new loss function
that aligns segmentation prediction with the ground truth
boundaries [65]. An end-to-end single-pass model applying
dense decoder shortcut connections extracts semantics from

Boat

Person

Diningtable

(a) (b) (c)

Figure 1: Illustration of differences in segmentation: (a) object detection, (b) semantic segmentation, and (c) instance segmentation [36].
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high-level features such that propagation of information
from one block to another combines multiple-level features
[66]. -e model designed based on the ResNeXt’s residual
building blocks helps it to aggregate blocks of feature
captures which are fused as output resolutions [67].

ExFuse aims to connect the gap between low- and high-
level features in convolutional networks by introducing
semantic information at the lower-level features as well as
high resolutions into the high-level features. -is was
achieved by proposing two fusion methods named explicit
channel resolution embedding and densely adjacent pre-
diction [68]. Contrary to most models, a balance between
model accuracy and speed was achieved in ICNet which
consolidates several multiresolution branches by introduc-
ing an image cascade network that allows real-time infer-
ence. -e network cascade image inputs into different
segments as low, medium, and high resolution before being
trained with this label guidance [69].

2.1.4. Refinement Network. Because of the resolution re-
duction caused by the encoder models in the typical FCN-
based model, the decoder has inherent problems of pro-
ducing fine-grained segmentation, especially at the
boundaries and edges [70]. -ough this problem has been
tackled by incorporating skip connections, adding global
information, and others means, the problem is by no means
solved, and some algorithms have involved several features
or, in some cases, certain postprocessing functions to find
alternative solutions [71]. DeepLab1 [72] combines ideas
from the deep convolutional neural network and probabi-
listic graphical models to achieve pixel-level classification.
-e localization problem of the neural network output layer
was remedied using a fully connected conditional random
field (CRF) as a means of performing segmentation with
controlled signal extermination. DeepLab1 applied atrous
convolutions instead of the regular convolutions which
accomplish the learning of aggregate multiscale contextual
features. Visible in Figure 3, DeepLab1 allows the expansion
of kernel window sizes without increasing the number of
weights. -e multiscale atrous convolutions help to over-
come the problem of insensitivity to fine details by other

models and decrease output blurriness. -is could result in
additional complexity in computation and time depending
on the postprocessing network’s computational processes.

-e ResNet deep convolutional network architecture was
applied in DeepLab2 which enables the training of various
distinct layers while preserving the performance [73]. Be-
sides, DeepLab2 uses atrous spatial pyramid pooling (ASPP)
to capture long-range context. -e existence of objects at
different scales and the reduced feature resolution problems
of semantic segmentation are tackled by designing a cascade
of atrous convolutions which could run in parallel to capture
various scales of context information alongside global av-
erage pooling (GAP) to embed context information features
[74]. FastFCN implements joint pyramid upsampling which
substitutes atrous convolutions to free up memory and
lessen computations. Using a fully connected network
framework, the joint pyramid upsampling technique ex-
tracts feature maps of high resolution into a joint upsam-
pling problem. -e models used atrous spatial pyramid
pooling to extract the last three-layer output features and a
global context module to map out the final predictions [75].
-e atrous spatial pyramid pooling limitation of lack of
dense feature resolution scale is attempted by concatenating
multiple branches of atrous-convolved features at different
rates which are later fused into a final representation,
resulting in dense multiscale features [76].

2.1.5. Weakly Supervised and Semisupervised Approaches.
-ough most models depend on a large number of images
and their annotated label, the process of manually anno-
tating labels is quite daunting and time-consuming, so se-
mantic segmentation models have been attempted with
weakly supervised approaches. Given weakly annotated data
at the image level, the model was trained to assign higher
weights to pixels corresponding with the class label. Trained
on a subset of the ImageNet dataset, during training, the
networks focus on recognizing important pixels relating to a
prior labeled single-class object and matching them to the
class through inference [77]. Bounding box annotation is
used to train semantic labeling of image segmentation which
accomplishes 95% quality of fully supervised models. -e
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Figure 2: Illustration of fully convolutional networks for semantic segmentation [59].
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bounding box and information of the constituent object
were used prior to training [78]. A model combining both
labeled and weakly annotated images with a clue of the
presence or absence of a semantic class was developed using
the deep convolutional neural network and expectation-
maximization (EM) algorithm [79].

BoxSup iteratively generates automatic region proposals
while training convolutional networks to obtain segmen-
tation masks and as well as improve the model’s ability to
classify objects in an image. -e network uses bounding box
annotations as a substitute for supervised learning such that
regions are proposed during training to determine candidate
masks, overtime improving the confidence of the segmen-
tation masks [80]. A variant of generative adversarial
learning approach which constitutes a generator and dis-
criminator was used to design a semisupervised semantic
segmentation model. -e model was first trained using full
labeled data which enable the model’s generator to learn the
domain sample space of the dataset which is leveraged to
supervise unlabeled data. Alongside the cross-entropy loss,
an adversarial loss was proposed to optimize the objective
function of tutoring the generator to generate images as
close as possible to the image labels [81].

2.2.Datasets. Deep learning requires an extensive amount of
training data to comprehensively learn patterns and fine-
tune the number of parameters needed for its gradient
convergence. Accordingly, there are several available data-
sets specifically designed for the task of semantic segmen-
tation which are as follows:

PASCAL VOC: PASCAL Visual Object Classes (VOC)
[82] is arguably the most popular semantic segmentation
dataset with 21 classes of predefined object labels, back-
ground included. -e dataset contains images and anno-
tations which could be used for detection, classification,
action classification, person layout, and segmentation tasks.
-e dataset’s training, validation, and test set has 1464, 1449,
and 1456 images, respectively. Yearly, the dataset has been
used for public competitions since 2005.

MS COCO: Microsoft Common Objects in Context [83]
was created to push the computer vision state of the art with

standard images, annotation, and evaluation. Its object
detection task dataset uses either instance/object annotated
features or a bounding box. In total, it has 80 object cate-
gories with over 800,000 available images for its training,
test, and validation sets, as well as over 500,000 object in-
stances that are segmented.

Cityscapes: Cityscapes dataset [84] has a huge amount of
images taken from 50 cites during different seasons and
times of the year. It was initially a video recording, and the
frames were extracted as images. It has 30 label classes in
about 5000 densely annotated images and 20,000 weakly
annotated images which have been categorized into 8 groups
of humans, vehicles, flat surfaces, constructions, objects,
void, nature, and sky. It was primarily designed for urban
scene segmentation and understanding.

ADE20K: ADE20K dataset [85] has 20,210 training
images, 2000 validation images, and 3000 test images which
are well suited for scene parsing and object detection.
Alongside the 3-channel images, the dataset contains seg-
mentation masks, part segmentation masks, and a text file
that contains information about the object classes, identi-
fication of instances of the same class, and the description of
each image’s content.

CamVid: CamVid [86] is also a video sequence of scenes
which have been extracted into images of high resolution for
segmentation tasks. It consists of 101 images of 960 ∗ 720
dimension and their annotations which have been classified
into 32 object classes including void, indicating areas which
do not belong to a proper object class. -e dataset RGB class
values are also available, ranging from 0 to 255.

KITTI: KITTI [87] is popularly used for robotics and
autonomous car training, focusing extensively on 3D
tracking, stereo, optical flow, 3D object detection, and visual
odometry. -e images were obtained through two high-
resolution cameras attached to a car driving around the city
of Karlsruhe, Germany, while their annotations were done
by a Velodyne laser scanner. -e data aim to reduce bias in
existing benchmarks with a standard evaluation metric and
website.

SYNTHIA: SYNTHetic [88] Collection of Imagery and
Annotations (SYNTHIA) is a compilation of imaginary
images from a virtual city that has a high pixel-level

Input DCNN
Aeroplane coarse

score map

Final output Fully connected CRF

Atrous convolution

Bilinear interpolation

Figure 3: DeepLab framework with fully connected CRFs [72].
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resolution. -e dataset has 13 predefined label classes
consisting of road, sidewalk, fence, sky, building, sign, pe-
destrian, vegetation, pole, and car. It has a total of 13,407
training images.

2.3. Evaluation Metrics. -e performance of segmentation
models is computed mostly in the supervised scope whereby
the model’s prediction is compared with the ground truth at
the pixel level. -e common evaluation metrics are pixel
accuracy (PA) and intersection over union (IoU). Pixel
accuracy refers to the ratio of all the pixels classified in their
correct classes to the total amount of pixels in the image.
Pixel accuracy is trivial and suffers from class imbalance such
that certain classes immensely dominate other classes.

Accuracy �
TP + TN

TP + TN + FP + FN
,

PA �
inii

iti

,

(1)

where nc is represented as the number of classes and nii is
also represented as the number of pixels of class i which are
predicted to class i, while nij represents the number of pixels
of class i which are predicted as class j with the total number
of pixels of a particular class i represented as ti � jnij.

Mean pixel accuracy (mPA) improves pixel accuracy
slightly; it computes the accuracy of the images per class
instead of a global computation of all the classes. -e mean
of the class accuracies is then computed to the overall
number of classes.

mPA �
1
nc


i

nii

ti

. (2)

Intersection over union (IoU) metric, which is also re-
ferred to as the Jaccard index, measures the percentage
overlap of the ground truth to the model prediction at the
pixel level, thereby computing the amount of pixels common
with the ground truth label and mask prediction [89].

mIoU �
1
nc

inii

jnij + jnji − nii

. (3)

2.4. Discussion. Different machine learning and deep
learning algorithms and backbones yield different results
based on the models’ ability to learn mappings from input
images to the label. In tasks involving images, CNN-based
approaches are by far the most expedient. Although they can
be computationally expensive compared to other simpler
models, suchmodels occupy a bulk of the present state of the
art. Traditional machine learning algorithms such as random
forest, naive Bayes, ensemble modeling, Markov random
field (MRF), and support vector machines (SVMs) are too
simple and rely heavily on domain feature understanding or
handcrafted feature engineering, and in some cases, they are
not easy to fine-tune. Also, clustering algorithms such as K-
means and fuzzy C-means mostly require that the number of

clusters is specified beforehand, and they are not very ef-
fective with multiple boundaries.

Because of the CNN’s invariant property, it is very ef-
fective for spatial data and object detection and localization.
Besides, the modern backbone of the fully convolutional
network has informed several methods of improving seg-
mentation localization. First, the decoder uses upsampling
techniques to increase the features' resolution, and then skip
connections are added to achieve the transfer of fine-grain
features to the other layers. Furthermore, postprocessing
operations as well as the context and attention networks
have been exploited.

-e supervised learning approach still remains the
dormant technique as there have been many options for
generating datasets as displayed in Table 1. Data augmen-
tation involving operations such as scaling, flipping, rotat-
ing, scaling, cropping, and translating has made
multiplication of data possible. Also, the application of the
generative adversarial network (GAN) has played a major
role in the replication of images and annotations.

3. Image Captioning

Image captioning relates to the general idea of automatically
generating the textual description of an image, and it is often
also referred to as image annotation. It involves the appli-
cation of both computer vision and natural language pro-
cessing tools to achieve the transformation of imagery
depiction into a textual composition [111]. Tasks such as
captioning were almost impossible prior to the advent of
deep learning, and with advances in sophisticated algo-
rithms, multimodal techniques, efficient hardware, and a
large bulk of datasets, such tasks are becoming easy to ac-
complish [112]. Image captioning has several applications to
solving some real-world problems including providing aid to
the blind, autonomous cars, academic bot, and military
purposes. To a large extent, the majority of image captioning
success so far has been from the supervised domain whereby
huge amounts of data consisting of images and about two to
five label captions describing the actions of the images are
provided [113].-is way, the network is tasked with learning
the images’ feature presentation and mapping them to a
language model such that the end goal of a captioning
network is to generate a textual representation of an image’s
depiction [114].

-ough characterizing an image in the form of text
seems trivial and straightforward for humans, it is by no
means simple to be replicated in an artificial system and
requires advanced techniques to extract the features from
the images as well as map the features to the corresponding
language model. Generally, a convolutional neural network
(CNN) is tasked with feature extraction, while a recurrent
neural network (RNN) relies upon to translate the training
annotations with the image features [115]. Aside from de-
termining and extracting salient and intricate details in an
image, it is equally important to extract the interactions and
semantic relationship between such objects and how to il-
lustrate them in the right manner using appropriate tenses
and sentence structures [116]. Also, because the training
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labels which are texts are different from the features obtained
from the images, language model techniques are required to
analyze the form, meaning, and context of a sequence of
words. -is becomes even more complex as keywords are
required to be identified for emphasizing the action or scene
being described [117].

Visual features: deep convolutional neural network
(DCNN) is often used as the feature extractor for images and
videos because of the CNN’s invariance property [118] such
that it is able to recognize objects regardless of variation in
appearances such as size, illumination, translation, or ro-
tation as displayed in Figure 4. -e distortion in pixel ar-
rangement has less impact on the architecture’s ability to
learn essential patterns in the identification and localization
of the crucial features. Essential feature extraction is para-
mount, and this is easily achieved via the CNN’s operation of
convolving filters over images, subsequently generating
feature maps from the receptive fields from which the filters
are applied. Using backpropagation techniques, the filter
weights are updated to minimize the loss of the model’s
prediction compared to the ground truth [119]. -ere have
been several evolutions over the years, and this has ushered
considerate architectural development in the extraction

methodology. Recently, the use of a pretrained model has
been explored with the advantage of reducing time and
computational cost while preserving efficiency. -ese
extracted features are passed along to other models such as
the language decoder in the visual space-basedmethods or to
a shared model as in the multimodal space for image cap-
tioning training [120].

Captioning: image caption or annotation is an inde-
pendent scope of artificial intelligence, and it mostly com-
bines two models consisting of a feature extractor as the
encoder and a recurrent decoder model. While the extractor
obtains salient features in the images, the decoder model
which is similar in pattern to the language model utilizes a
recurrent neural network to learn sequential information
[121]. Most captioning tasks are undertaken in a supervised
manner whereby the image features act as the input which
are learned and mapped to a textual label [122]. -e label
captions are first transformed into a word vector and are
combined with the feature vector to generate a new textual
description. Most captioning architectures follow the partial
caption technique whereby part of the label vector is
combined with the image vector to predict the next word in
the sequence [123]. -en, the prior words are all combined
to predict the next word and continued till an end token is
reached. In most cases, to infuse semantics and intuitive
representation into the label vector, a pretrained word
embedding is used to map the dimensional representation of
the embeddings into the word vector, enriching its content
and generalization [124].

3.1. Image Captioning Techniques

3.1.1. Retrieval-Based Captioning. Early works in image
captioning were based on caption retrieval. Using this
technique, the caption to a target image is generated by
retrieving the descriptive sentence of such an image from a
set of predefined caption databases. In some cases, the newly
generated caption would be one of the existing retrieved
sentences or, in other cases, could be made up of several
existing retrieved sentences [125]. Initially, the features of an
image are compared to the available candidate captions or
achieved by tagging the image property in a query. Certain
properties such as color, texture, shape, and size were used
for similarity computation between a target image and
predefined images [126]. Captioning via the retrieval method
can be retrieved through the visual and multimodal space,
and these approaches produce good results generally but are
overdependent on the predefined captions [127].

Specific details such as the object in an image or the action
or scene depicted were used to connect images to the corre-
sponding captions. -is was computed by finding the ratio of
similarity between such information to the available sentences
[128]. Using the kernel canonical correlation analysis tech-
nique, images and related sentences were ranked based on their
cosine similarities after which the most similar ones were
selected as the suitable labels [129], while the image features
were used for reranking the ratio of image-text correlation
[130].-e edges and contours of images were utilized to obtain

Table 1: Class pixel label distribution in the CamVid dataset.

Dataset Method mIoU

CamVid

ApesNet [90] 48.0
ENet [91] 51.3
SegNet [60] 55.6
LinkNet [92] 55.8
FCN8 [59] 57.0

AttentionM [93] 60.1
DeepLab-LFOV [72] 61.6

Dilation8 [66] 65.3
BiseNet [94] 68.7
PSPNet [60] 69.1

DenseDecoder [67] 70.9
AGNet [95] 75.2

PASCAL VOC

Wails [96] 55.9
FCN8 [59] 62.2

PSP-CRF [97] 65.4
Zoom Out [98] 69.6

DCU [99] 71.7
DeepLab1 [72] 71.6
DeConvNet [61] 72.5
GCRF [100] 73.2
DPN [101] 74.1

Piecewise [102] 75.3

Cityscapes

FCN8 [59] 65.3
DPN [101] 66.8

Dilation10 [103] 67.1
LRR [104] 69.7

DeepLab2 [73] 70.4
FRRN [105] 71.8

RefineNet [106] 73.6
GEM [107] 73.69
PEARL [108] 75.4
TuSimple [109] 77.6
PSPNet [110] 78.4
SPP-DCU [99] 78.9
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pattern and sketches such that they were used as a query for
image retrieval, whereby the generated sketches and the
original images were structured into a database [131]. Building
on the logic of the original image and its sketch, more images
were dynamically included alongside their sketches to enhance
learning [132]. Furthermore, deep learning models were ap-
plied to retrieval-based captioning by using convolutional
neural networks (CNNs) to extract features from different
regions in an image [133].

3.1.2. Template-Based Captioning. Another common ap-
proach of image annotation is template-based which in-
volves the identification of certain attributes such as object
type, shape, actions, and scenes in an image, which are then
used in forming sentences in a prestructured template [134].
In this method, the predetermined template has a constant
number of slots such that all the detected attributes are then
positioned in the slots to make up a sentence. In this case, the
words representing the detected features make up the
caption and are arranged such that they are syntactically and
semantically related, thus generating grammatically correct
representations [135]. -e fixed template problem of the
template-based approach was overcome by incorporating a
parsed language model [136], giving the network higher
flexibility and ability to generate better captions.

-e underlying nouns, scenes, verbs, and prepositions
determining the main idea of a sentence were explored and

trained using a language model to obtain the probability
distribution of such parameters [137]. Certain human
postures and orientation which do not involve the move-
ment of the hands such as walking, standing, and seeing and
the position of the head were used to generate captions of an
image [138]. Furthermore, the postures were extended to
describe human behavior and interactions by incorporating
motion features and associating them with the corre-
sponding action [139]. Each body part and the action it is
undergoing are identified, and then this is compiled and
integrated to form a description of the complete human
body. Human posture, position, and direction of the head
and position of the hands were selected as geometric in-
formation for network modeling.

3.1.3. Neural Network-Based Captioning. Compared to other
machine learning algorithms or preexisting approaches, deep
learning has achieved astonishing heights in image captioning,
setting new benchmarks with almost all of the datasets in all of
the evaluation metrics. -ese deep learning approaches are
mostly in the supervised setting which requires a huge amount
of training data including both images and their corresponding
caption labels. Several models have been applied such as ar-
tificial neural network (ANN), convolutional neural network
(CNN), recurrent neural network (RNN), autoencoder, gen-
erative adversarial network (GAN), and even a combination of
one or more of them.

A female tennis player in
action on the court.

(a)

A group of young men playing
a game of soccer.

(b)

A man riding a wave on top
of a surfboard.

(c)

A baseball game in progress 
with the batter up to plate.

(d)

A brown bear standing on top
of a lush green field.

(e)

A person holding a cell
phone in their hand.

(f )

A close up of a person
brushing his teeth.

(g)

A women laying on a bed in
a bed-room.

(h)

A black and white cat is 
sitting on a chair.

(i)

A large clock mounted to the
side of a building.

(j)

A bunch of fruits that are
sitting on a table

(k)

A toothbrush holder sitting 
on top of a white sink.

(l)

Figure 4: Sample images and their corresponding captions [112].

8 Complexity



Dense captioning: dense captioning emerges as a branch
of computer vision whereby pictorial features are densely
annotated depending on the object, object’s motion, and its
interaction. -e concept depends on the identification of
features as well as their localization and finally expressing
such features with short descriptive phrases [140]. -is idea
is drawn from the understanding that providing a single
description for a whole picture can be complex or sometimes
bias; therefore, a couple of annotations are generated re-
lating to different recognized salient features of the image.
-e training data of a dense caption in comparison to a
global caption are different in that various labels are given
for individual features identified by bounding boxes,
whereby a general description is given in the global cap-
tioning without a need for placing bounding boxes on the
images [141]. Visible in Figure 5, a phrase is generated from
each region in the image, and these regions could be
compiled to form a complete caption of the image. Gen-
erally, dense captioning models face a huge challenge as
most of the target regions in the images overlap which makes
accurate localization challenging and daunting [143].

-e intermodal alignment of the text and images was
investigated on region-level annotations which pioneers a
new approach for captioning, leveraging the alignment
between the feature embedding and the word vector se-
mantic embedding [144]. A fully convolutional localization
network (FCLN) was developed to determine important
regions of interest in an image. -e model combines a re-
current neural network language model and a convolutional
neural network to enforce the logic of object detection and
image description. -e designed network uses dense lo-
calization layer and convolution anchors built on the Faster
R-CNN technique to predict region proposal from the input
features [142]. A contextual information model that com-
bines previous and future features of a video spanning up to
two minutes achieved dense captioning by transforming the
video input into slices of frames. With this, an event pro-
posal module helps to extract the context from the frames
which are fed into a long short-term memory (LSTM) unit,
enabling it to generate different proposals at different time
steps [145]. Also, a framework having separate detection
network and localization captioning network accomplished
improved dense captioning with faster speed by directly
producing detected features rather than via the common use
of the region proposal network (RPN) [146].

Encoder-decoder framework: most image captioning
tasks are built on the encoder-decoder structure whereby the
images and texts are managed as separate entities by dif-
ferent models. In most cases, a convolutional neural network
is presented as the encoder which acts as a feature extractor,
while a recurrent neural network is presented as the decoder
which serves as a language model to process the extracted
features in parallel with the text label, consequently gen-
erating predicted captions for the input images [147]. CNN
helps to identify and localize objects and their interaction,
and then this insight is combined with long-term depen-
dencies from a recurrent network cell to predict a word at a
time, depending on the image context vector and previously
generated words [148]. Multiple CNN-based encoders were

proposed to provide a more comprehensive and robust
capturing of objects and their interaction from images. -e
idea of applying multiple encoders is suggested to com-
plement each unit of the encoder to obtain better feature
extraction. -ese interactions are then translated to a novel
recurrent fusion network (RFNet) which could fuse and
embed the semantics from the multiple encoders to generate
meaningful textual representations and descriptions [149].

Laid out in Figure 6, a combination of two CNN models
as both encoder and decoder was explored to speed up
computational time for image captioning tasks. Because
RNN’s long-range information is computed step by step, this
causes very expensive computation and is solved by stacking
layers of convolution to mimic tree structure learning of the
sentences [150]. -ree distinct levels of features which are
regional, visual, and semantic features were encoded in a
model to represent different analyses of the input image, and
then this is fed into a two-layer LSTM decoder for generating
well-defined captions [151]. A concept-based sentence
reranking technique was incorporated into the CNN-LSTM
model such that concept detectors are added to the un-
derlying sentence generation model for better image de-
scription with minimal manual annotation [152].
Furthermore, the generative adversarial network (GAN) was
conditioned on a binary vector for captioning. -e binary
vector represented some form of sentiment which the image
portrays and then was used to train the adversarial model.
-e model took both images and an adjective or adjective-
noun pair as the input to determine if the network could
generate a caption describing the intended sentimental
stance [153].

Attention-guided captioning: attention has become in-
creasingly paramount, and it has driven better benchmarks
in several tasks such as machine translation, language
modeling, and other natural language processing tasks, as
well as computer vision tasks. In fact, attention has proven to
correlate the meaning between features, and this helps to
understand how such a feature relates to one another [154].
Incorporating this into a neural network, it encourages the
model to focus on salient and relevant features and pay less
consideration to other noisy aspects of the data space dis-
tribution [155]. To estimate the concept of attention in image
annotation, a model is trained to concentrate its compu-
tation on the identified salient regions while generating
captions using both soft and hard attention [156]. -e de-
terministic soft attention which is trainable via standard
backpropagation is learned by weighting the annotated
vector of the image features, while the stochastic hard at-
tention is trained via maximizing a variational lower bound,
setting it to 1 when the feature is salient [157].

Following the where and what analysis of what the model
should concentrate on, adaptive attention used a hierarchical
structure to fuse both high-level semantic information and
visual information from an image to form intuitive repre-
sentation [120]. -e top-down and bottom-up approaches are
fused using semantic attention which first defines attribute
detectors that dynamically enable it to switch between con-
cepts. -is empowers the detectors to determine suitable
candidates for attention computation based on the specified
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inputs [158]. -e limitation of long-distance dependency and
inference speed in medical image captioning was tackled using
a hierarchical transformer. -e model includes an image en-
coder that extracts features with the support of a bottom-up
attention mechanism to capture and extract top-down visual
features, as well as a nonrecurrent transformer captioning
decoder which helps to compile the generated medical illus-
tration [159]. Salient regions in an image are also extracted
using a convolutional model as region features were repre-
sented as pooled feature vector. -ese intraimage region
vectors are appropriately attended to obtain suitable weights
describing their influence before they are fed into a recurrent
model that learns their semantic correlation. -e corre-
sponding sequence of the correlated features is transformed
into representations which are illustrated as sentences de-
scribing the features’ interactions [160].

3.1.4. Unsupervised or Semisupervised Captioning.
Supervised captioning has so far been productive and
successful partly due to the availability of sophisticated deep
learning algorithms and an increasing outpour of data.
-rough the supervised deep learning techniques, a com-
bination of models and frameworks which learn the joint
distribution of images and labels has displayed a very in-
tuitive and meaningful illustration of images even similar to
humans. However, despite the achievement, the process of
completely creating a captioning training set is quite
daunting, and the manual effort required to annotate the
myriad of images is very challenging. As a result, other
means which are free of excessive training data are explored.
An unsupervised captioning approach that combines two
steps of query and retrieval was researched in [161]. First,
several target images are obtained from the internet as well

Input image
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fasterRCNN

Feature
extractor

Speaker
network

Φ

A brown
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on two red
suitcases

Compare
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natural
language

Naturalness
loss A large brown cat on

top of red luggage
Standing on a
red suitcaseNatural

description of the image

Discriminability
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Target and
distractors

Listener
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θGreen modules are trained.
Black modules are fixed.

Figure 6: Sample architecture of a multimodal image captioning network [111].
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as a huge database of words describing such images. For any
chosen image, words representing its visual display are used
to query captions from a reference dataset of sentences. -is
strategy helps to eliminate manual annotation and also uses
multimodal textual-visual information to reduce the effect of
noisy words in the vocabulary dataset.

Transfer learning which has seen increasing application
in other deep learning domains, especially in computer
vision, was applied to image captioning. First, the model is
trained on a standard dataset in a supervised manner, and
then the knowledge from the supervised model is transferred
and applied on a different dataset whose sentences and
images are not paired. For this purpose, two autoencoders
were designed to train on the textual and visual dataset,
respectively, using the distribution of the learned supervised
embedding space to infer the unstructured dataset [162].
Also, the process of manual annotation of the training set
was semiautomated by evaluating an image into several
feature spaces which are individually estimated by an un-
supervised clustering algorithm. -e centers of the clustered
groups are then manually labeled and compiled into a
sentence through a voting scheme which compiles all the
opinions suggested from each cluster [163]. A set of näıve
Bayes model with AdaBoost was used for automatic image
annotation by first using a Bayesian classifier to identify
unlabeled images and then labeled by a succeeding classifier
based on the confidence measurement of the prior classifier
[164]. A combination of keywords which have been asso-
ciated with both labeled and unlabeled images was trained
using a graph model. -e semantic consistency of the un-
labeled images is computed and compared to the labeled
images. -is is continued until all the unlabeled images are
successfully annotated [165].

3.1.5. Difference Captioning. As presented in Figure 7, a
spot-the-difference task which describes the differences
between two similar images using advance deep learning
technique was first investigated in [166]. -eir model used a
latent variable to capture visual salience in an image pair by
aligning pixels which differ in both images. -eir work
included different model designs such as nearest neighbor
matching scheme, captioning masked model, and Difference
Description with Latent Alignment uniform for obtaining
difference captioning. -e Difference Description with La-
tent Alignment (DDLA) compares both input images at a
pixel level via a masked L2 distance function.

Furthermore, the Siamese Difference Captioning Model
(SDCM) also combined techniques from deep Siamese
convolutional neural network, soft attention mechanism,
word embedding, and bidirectional long short-term mem-
ory [167]. -e features in each image input are computed
using the Siamese network, and their differences are ob-
tained using a weighted L1 distance function. Different
features are then recursively translated into text using a
recurrent neural network and an attention network which
focuses on the relevant region on the images. -e idea of the
Siamese Difference Captioning Model was extended by
converting the Siamese encoder into a Fully Convolutional

CaptionNet (FCC) through a fully convolutional network
[168]. -is helps to transform the extracted features into a
larger dimension of the input images whichmakes difference
computation more efficient. Also, a word embedding pre-
trained model was used to embed semantics into the text
dataset and beam search technique to ensure multiple op-
tions for robustness.

3.2. Datasets. -ere are several publicly available datasets
which are useful for training image captioning tasks. -e
most popular datasets include Flickr8k [169], Flickr30k
[170], MS COCO dataset [83], Visual Genome dataset [171],
Instagram dataset [172], and MIT-Adobe FiveK dataset
[173].

Flickr30K dataset: it has about 30,000 images from Flickr
and about 158,000 captions describing the content of the
images. Because of the huge volume of the data, users are
able to determine their preferred split size for using the data.

Flickr8K dataset: it has a total of 8,000 images which are
divided as 6,000, 1,000, and 1,000 for the training, test, and
validation set, respectively. All the images have 5 label
captions which are used as a supervised setting for training
the images.

Microsoft COCO dataset: it is perhaps the largest cap-
tioning dataset, and it also includes training data for object
recognition and image segmentation tasks, respectively. -e
dataset contains around 300,000 images with 5 captions for
each image.

3.3. Evaluation Metrics. -e automatically generated cap-
tions are evaluated to confirm their correctness in describing
the given image. In machine learning, some of the common
image captioning evaluation measures are as follows.

BLEU (BiLingual Evaluation Understudy) [174]: as a
metric, it counts the number of matching n-grams in the
model’s prediction compared to the ground truth. With this,
precision is calculated based on the mean n-grams com-
puted, and the recall is computed via the introduction of a
brevity penalty in the caption label.

ROUGE (Recall-Oriented Understudy for Gisting
Evaluation) [175]: it is useful for summary evaluation and is
calculated as the overlap of either 1-gram or bigrams be-
tween the referenced caption and the predicted sequence.
Using the longest sequence available, the co-occurrence F-
score mean of the predicted sequence’s recall and prediction
is obtained.

METEOR (Metric for Evaluation of Translation with
Explicit Ordering) [176]: it addresses the drawback of BLEU,
and it is based on a weighted F-score computation as well as
a penalty function meant to check the order of the candidate
sequence. It adopts synonyms matching in the detection of
similarity between sentences.

CIDEr (Consensus-based Image Description Evalua-
tion) [177]: it determines the consensus between a reference
sequence and a predicted sequence via cosine similarity,
stemming, and TF-IDF weighting.-e predicted sequence is
compared to the combination of all available reference
sequences.

Complexity 11



SPICE (Semantic Propositional Image Caption Evalua-
tion) [178]: it is a relatively new caption metric which relates
with the semantic interrelationship between the generated
and referenced sequence. Its graph-based methodology uses
a scene graph of semantic representations to indicate details
of objects and their interaction to describe their textual
illustrations.

3.4. Discussion. With an increase in the generation of data,
production of sophisticated computing hardware, and

complex machine learning algorithms, a lot of achievements
have been accomplished in the field of image captioning.
-ough there have been several implementations, the best
results in almost all of the metrics have been recorded
through the use of deep learning models. In most cases, the
common implementation has been the encoder-decoder
architecture which has a feature extractor as the encoder and
a language model as the decoder.

Compared to other approaches, this has proven useful as
it has become the backbone for more recent designs. To
achieve better feature computation, attention mechanism

(a) (b)

Figure 7: Image pair difference annotations of the Spot-the-Diff dataset [166]. (a)-e blue truck is no longer there. (b) A car is approaching
the parking lot from the right.

Table 2: Class pixel label distribution in the CamVid dataset.

Dataset Method B-1 B-2 B-3 B-4 M C

MS COCO

LSTM-A-2 [179] 0.734 0.567 0.430 0.326 0.254 1.00
Att-Reg [180] 0.740 0.560 0.420 0.310 0.260 —

Attend-tell [156] 0.707 0.492 0.344 0.243 0.239 —
SGC [181] 67.1 48.8 34.3 23.9 21.8 73.3

phi-LSTM [182] 66.6 48.9 35.5 25.8 23.1 82.1
COMIC [183] 70.6 53.4 39.5 29.2 23.7 88.1
TBVA [184] 69.5 52.1 38.6 28.7 24.1 91.9
SCN [185] 0.741 0.578 0.444 0.341 0.261 1.041

CLGRU [186] 0.720 0.550 0.410 0.300 0.240 0.960
A-Penalty [187] 72.1 55.1 41.5 31.4 24.7 95.6
VD-SAN [188] 73.4 56.6 42.8 32.2 25.4 99.9
ATT-CNN [189] 73.9 57.1 43.3 33 26 101.6
RTAN [190] 73.5 56.9 43.3 32.9 25.4 103.3
Adaptive [191] 0.742 0.580 0.439 0.332 0.266 1.085
Full-SL [192] 0.713 0.539 0.403 0.304 0.251 0.937

Flickr30K

hLSTMat [193] 73.8 55.1 40.3 29.4 23 66.6
SGC [181] 61.5 42.1 28.6 19.3 18.2 39.9

RA+ SF [194] 0.649 0.462 0.324 0.224 0.194 0.472
gLSTM [195] 0.646 0.446 0.305 0.206 0.179 —

Multi-Mod [196] 0.600 0.380 0.254 0.171 0.169 —
TBVA [184] 66.6 48.4 34.6 24.7 20.2 52.4

Attend-tell [156] 0.669 0.439 0.296 0.199 0.185 —
ATT-FCN [158] 0.647 0.460 0.324 0.230 0.189 —

VQA [197] 0.730 0.550 0.400 0.280 — —
Align-Mod [144] 0.573 0.369 0.240 0.157 — —
m-RNN [198] 0.600 0.410 0.280 0.190 — —
LRCN [112] 0.587 0.391 0.251 0.165 — —
NIC [141] 0.670 0.450 0.300 — — —
RTAN [190] 67.1 48.7 34.9 23.9 20.1 53.3
3-gated [199] 69.4 45.7 33.2 22.6 23 —
VD-SAN [188] 65.2 47.1 33.6 23.9 19.9 —
ATT-CNN [189] 66.1 47.2 33.4 23.2 19.4 —
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concepts have been applied to help in focusing on the salient
section of images and their features, thereby improving
feature-text capturing and translation. In the same manner,
other approaches such as generative adversarial network and
autoencoders have been thriving in achieving concise image
annotation, and to this end, such idea has been incorporated
with other unsupervised concepts for captioning purposes as
well. For example, reinforced learning technique also gen-
erated sequences which are able to succinctly describe im-
ages in a timely manner. Furthermore, analyses of several
model designs and their results are displayed in Table 2,
depicting their efficiency and effectiveness in the BLEU,
METEOR, ROUGE-L, CIDEr, and SPICE metrics.

4. Conclusion

In this survey, the state-of-the-art advances in semantic seg-
mentation and image captioning have been discussed. -e
characteristics and effectiveness of the important techniques
have been considered, as well as their process of achieving both
tasks. Some of the methods which have accomplished out-
standing results have been illustrated including the extraction,
identification, and localization of objects in semantic seg-
mentation. Also, the process of feature extraction and trans-
formation into a language model has been studied in the image
captioning section. In our estimation, we believe that because of
the daunting task of manually segmenting images into se-
mantic classes, as well as the human annotation of images
involved in segmentation and captioning, future research
would move in the direction of an unsupervised setting of
accomplishing this task. -is would ensure more energy, and
focus is invested solely in the development of complexmachine
learning algorithms and mathematical models which could
improve the present state of the art.
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[49] B. Hariharan, P. A. Arbeláez, R. B. Girshick, and J. Malik,
“Simultaneous detection and segmentation,” in Proceedings
of the European Conference on Computer Vision, Zurich,
Switzerland, September 2014.

[50] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Region-
based convolutional networks for accurate object detection
and segmentation,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 38, no. 1, pp. 142–158, 2016.

14 Complexity



[51] Y. Li, H. Qi, J. Dai, X. Ji, and Y. Wei, “Fully convolutional
instance-aware semantic segmentation,” in Proceedings of the
2017 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 4438–4446, Honolulu, HI, USA,
July 2017.

[52] H. Caesar, J. Uijlings, and V. Ferrari, “Region-based semantic
segmentation with end-to-end training,” in Proceedings of
the European Conference on Computer Vision, pp. 381–397,
Amsterdam, -e Netherlands, October 2016.

[53] R. B. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich
feature hierarchies for accurate object detection and se-
mantic segmentation,” in Proceedings of the 2014 IEEE
Conference on Computer Vision and Pattern Recognition,
pp. 580–587, Columbus, OH, USA, June 2014.

[54] N. Wang, S. Li, A. Gupta, and D. Yeung, “Transferring rich
feature hierarchies for robust visual tracking,” 2015, http://
arxiv.org/abs/1501.04587.

[55] R. B. Girshick, “Fast R-CNN,” in Proceedings of the 2015
IEEE International Conference on Computer Vision (ICCV),
pp. 1440–1448, Santiago, Chile, December 2015.

[56] S. Ren, K. He, R. B. Girshick, and J. Sun, “Faster R-CNN:
towards real-time object detection with region proposal
networks,” IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, vol. 39, pp. 1137–1149, 2015.

[57] K. He, G. Gkioxari, P. Dollár, and R. B. Girshick, “Mask
R-CNN,” in Proceedings of the 2017 IEEE International
Conference on Computer Vision (ICCV), pp. 2980–2988,
Venice, Italy, October 2017.
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+e ongoing coronavirus 2019 (COVID-19) pandemic caused by the severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2) has resulted in a severe ramification on the global healthcare system, principally because of its easy transmission and the
extended period of the virus survival on contaminated surfaces. With the advances in computer-aided diagnosis and artificial
intelligence, this paper presents the application of deep learning and adversarial network for the automatic identification of
COVID-19 pneumonia in computed tomography (CT) scans of the lungs. +e complexity and time limitation of the reverse
transcription-polymerase chain reaction (RT-PCR) swab test makes it disadvantageous to depend solely on as COVID-19’s central
diagnostic mechanism. Since CT imaging systems are of low cost and widely available, we demonstrate that the drawback of the
RT-PCR can be alleviated with a faster, automated, and reduced contact diagnostic process via the use of a neural network model
for the classification of infected and noninfected CTscans. In our proposed model, we explore the benefit of transfer learning as a
means of resolving the problem of inadequate dataset and the importance of semisupervised generative adversarial network for the
extraction of well-mapped features and generation of image data. Our experimental evaluation indicates that the proposed
semisupervised model achieves reliable classification, taking advantage of the reflective loss distance between the real data sample
space and the generated data.

1. Introduction

Computer-aided diagnosis (CAD) has become an integral part
of radiology and clinical diagnosis since the past decades when
the emergence of sophisticated imaging techniques, like X-ray,
ultrasound, and MRI, became evident. As such, valuable in-
formation is made available to experts, which requires profes-
sional evaluation and analysis for detection of abnormalities and
classification of pathological traits [1].

Traditionally, the process of medical diagnosis requires
manual observations based on domain knowledge; however,
owing to technological advancement, newer approaches that

employ computer-aided practices have been incorporated
with the use of artificial intelligence and computer vision
techniques significantly gaining grounds [3]. Today, the need
for integrating computer algorithms and models with
medical diagnosis is made all the more necessary with the
global pandemic caused by the novel coronavirus SARS-
CoV-2 or coronavirus disease 2019 (COVID-19), as named
by the World Health Organization (WHO) [4]. Since De-
cember 2019, when it was first discovered, there have been a
total of 75,110,651 confirmed cases, including around
1,680,395 confirmed deaths as reported by the WHO as on
the 21st of December 2020 [5].
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Owing to the nature of the disease, making it easily
transmissible from patients tomedical health givers, and also
the unavailability of supplies such as personal protective
equipment (PPE) as a result of mandatory lockdown forcing
the closure of majority manufacturing factories, it is im-
perative to find an effective solution to handling the virus
with minimal human interaction and the spread of the
pathogens. COVID-19 is a disease of the lungs majorly
caused by the acute respiratory syndrome, and its symptoms
include excessive cough, fever, and shortness of breath
leading to pneumonia in patients [6]. As such, computed
tomography (CT) imaging has been used extensively to
detect progression, infectious lesions, and the severity of
pulmonary pneumonia in patients’ lungs in many countries.
As in Figure 1, at the preliminary stages of COVID-19
pneumonia, it is noticed that chest CT images present small,
subpleural, and peripheral GGO, which is rather daunting to
detect [7]. Because of the complex appearances of the lesions
and the complex manual task involved in the disease de-
tection, more focus has been shifted to other automatic
alternatives of analyzing the lung CTscans. Adding to these,
visual fatigue increases the risks of experts missing out on
necessary diagnostic details of tiny lesions.

In the past, artificial neural networks (ANNs) have
achieved significant success in medical imaging, such as
tumor detection and cancer screening [8]. Also, with the
application of computer vision techniques as features
classification, localization, and segmentation, radiologists
are increasingly assisted by computer-aided diagnosis.
Notwithstanding the ability of deep learning algorithms,
most of these implementations require massive amount of
data which are often unavailable. Also, in the more suc-
cessful deep learning supervised framework where themodel
is trained to map the relationship of features to a label, it is
challenging to get as many annotated or labeled training
samples [9], especially with novel diseases such as COVID-
19. For this reason, in this research, we experiment the
possibility of an automatic detection of COVID-19 using
multiple deep learning techniques on available volumes of
lung CT scans.

First, we design a custom VGG16 convolutional neural
network model for the identification of COVID-19-infected
CTscans. Also, we exploit the possibility of transfer learning
for the virus classification, taking advantage of pretrained
models as feature extractor and then fine-tuning the new
data with the model. +is initiative helps to reduce training
time, computational power, and the shortage of data di-
lemma [10]. Using the logic of the generative adversarial
network [11], we compare the discriminator model against
the generator model, such that the generator learns to create
features similar enough to the real data distribution, thereby
deceiving the discriminator. Over time, the generator learns
the underlying patterns in the input data as similar as
possible to the original CT scans. By updating both models
dynamically, we frame the generative model in a supervised
learning structure which is capable of learning internal
representations of data, albeit in a semisupervised manner
[12]. Since GANs are efficient at learning density distribu-
tions of inputs, they provide a creative way to learn the

features of complex image structures such as CT scans. By
extending the proficiency of GAN to a semisupervised
framework, it resolves the problem of limited data partic-
ularly experienced with COVID-19. +is is accomplished by
training a subset of both labeled and unlabeled COVID-19
and normal images which could accurately generalize to
unseen data. To achieve this goal, unlike the traditional
GAN, we train a generator, supervised discriminator, and
unsupervised discriminator model simultaneously.

2. Related Works

2.1. CT Imagery and COVID-19 Latent Representation.
COVID-19 is a family of the coronaviruses whose genetic
material is encoded in the ribonucleic acid (RNA). It is
therefore a positive-sense single-stranded RNA virus which
could be detected in a couple of ways, including via the
detection of the virus' RNA or antibodies of the patient's
immune system [13]. As a result, the diagnosis of the disease
could be accomplished by reverse transcription-polymerase
chain reaction (RT-PCR) [14]. However, the process of
sample collection is quite complicated, and the RT-PCR
detection suffers from low sensitivity at the initial stage. On
the other hand, pneumonia inflammation of the lungs’ air
sacs makes it observable through a chest CT scan. As such,
common COVID-19 infection manifestation such as the
ground-glass opacity (GGO) becomes observable at the early
stages. +e condition of the pulmonary consolidation be-
comes detectable, especially at the later stages, allowing CT
scans to produce a 3D view of the lungs [2]. +is makes CT
imaging a dominant diagnostic modality for COVID-19
diagnosis. +e longitudinal changes and the relationships
observed between multiple types of CT slices could then be
carefully evaluated to provide essential information for
COVID-19 diagnosis.

Although chest X-radiation (X-rays) and CT scans are
the most commonly used modalities for pneumonia de-
tection, CT scans are preferred as they provide cross-sec-
tional images useful for 3D image reconstruction compared
to X-rays which produce flattened 2D images. Furthermore,
COVID-19 denotative traits are more effectively visible in a
3D view; therefore, CT scans have been widely accepted as
the screening tool for the disease diagnosis [15]. Regardless
of the positives, detection of COVID-19 infection from CT
volumes remains a considerable challenge as there is a large
variation in size, positioning, and texture of the CTdata.+e
nature of the data, such as small interclass variance, blurry
edges, and low contrast boundaries, means an intrinsic
understanding of the fundamental latent representation
must be ascertained to avoid false-negative detections [16].

2.2. COVID-19 AI-Based CAD Systems. Because of its high
efficiency, deep learning models have been utilized for ra-
diological imaging analysis and defect detection in patients.
Over time, this system has been incorporated as an assistive
tool for medical exploratory and decision-making analysis.
Even with COVID-19, several systems have been proposed
for the virus detection based on chest radiography images. A
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COVID-Net model consisting of deep convolutional neural
network was designed to learn characteristic abnormalities
of COVID-19 diseases from large samples of patients’ ra-
diography images [17]. Emphasizing the low detection of
RT-PCR during COVID-19 early stages, an early screening
model was designed to map COVID-19 pneumonia com-
pared to other viral pneumonia. +is was established using
location-attention classifier model from a 3-dimensional
image set [18]. Also, a 4-stage infection extraction scheme
was proposed by Rajinikanth et al. [19]. +e scheme has an

artefact elimination filter, Otsu thresholding image en-
hancement, infected region segmentation, and a region-of-
interest (ROI) binary extraction.

Using the Inception convolutional neural network ar-
chitecture, CT images containing manually labeled pneu-
monia characteristic signs as regions of interest (ROIs) were
trained for COVID-19 classification [20]. +e model’s ex-
perimental analysis indicates a comparable result with expert
radiologists’ analysis. To solve the problem of low-intensity
contrast and high variation in CT slices, an infection

(a) (b)

Figure 1: Sample preprocessed CT volume of the human lungs: (a) normal and (b) COVID-19 pneumonia patient [2].
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segmentation deep network consisting of a parallel partial
decoder was designed [21]. +e infection segmentation
network generates a global map using an aggregate of the
model’s high-level features. For data generation, a COVID-
19 CT scan simulator was trained on an automatic seg-
mentation model. +e model achieves this by producing 2D
images obtained from the decomposition of 3D images [22].
Multiple features from different views were extracted from
CTslices of infected patients and then encoded using unified
latent representation, which helps to learn every feature of
each class via a backward neural network model [23].

2.3. Weakly Supervised Lesion Classification. As a step to-
wards subduing the ongoing pandemic, rapid and accurate
diagnosis of COVID-19 cases is crucial and of the essence in
medical procedures [24]. Remarkably, artificial intelligence
has been employed as a means of automatically analyzing
medical data, including identification, classification, locali-
zation, and segmentation, mostly in a supervised context.
Unfortunately, the supervised technique requires a massive
amount of data and annotation, which are unavailable
presently. To mitigate the problem of insufficient data,
transfer learning has been adopted to maximize the avail-
ability of other antecedent datasets [25]. Using prior trained
weights, COVID-19 models can benefit from increased
accuracy. Also, semisupervised models have been explored
to benefit the small number of labeled positive COVID-19
samples compared to the larger number of normal samples
[26]. To achieve this, the generative adversarial network
(GAN) architecture has been most effective. Accordingly,
the unlabeled datasets are used to train the image generator,
while the discriminator distinguishes the sample distribu-
tion [27].

+e semisupervised GAN (SGAN) simultaneously trains
a generator and a supervised and unsupervised discrimi-
nator, resulting in a supervised classifier that is capable of
generalizing well to data samples which are yet unseen. As a
way of dealing with limited data problem, a weakly super-
vised framework pretrained on a UNet model was applied
for the COVID-19 infectious classification and lesion lo-
calization [28]. +e method uses a combination of activation
regions for connecting infectious components with high
probability. A novel self-supervised model extracts features
from COVID-19-positive and -negative samples, while the
feature distances are learned and trained by a neural network
[29]. Similarly, two 3D-ResNets and prior-attention
mechanism trained as a double and discriminative classifier
efficiently predict pneumonia identity probability of a CT
scan [30].

3. Methods

3.1. COVID-19-Net. To achieve accurate classification of
COVID-19 pneumonia lesion in CT scans, we experiment
using the 2D convolutional neural network, taking advan-
tage of its invariant property [31]. With CNN’s hierarchical
and connectivity pattern of feature extraction [32], each
layer of the model is able to accomplish extensive assembling

of complex patterns based on their receptive field [33].
Inspired by the VGG CNN framework, we implemented our
COVID-19-Net using the VGG16 architecture [34]. Fol-
lowing the VGG framework, the model inputs an image size
of 224∗ 224 with a channel of 3. Each of the convolution
layers has a kernel size of 3∗ 3, a stride of 1, and the same
padding such that the input dimension is the same as the
output. Every layer is then followed by a max-pooling layer
of 2∗ 2-pixel window and a stride of 2. For proper classi-
fication efficiency, the rectified linear unit (ReLu) [35] is also
introduced to induce nonlinearity.

z
(l)

� W
(l) ∗ x

(l)
+ b

(l)
, (1)

a
(l)

� g z
(l)

 , (2)

where W and b are learnable parameters, x represents input
image, l is the network layer, and g is the activation function.
+e configuration of the model follows a repeated dual block
of convolutional layers followed by a pooling layer and then
three stacks of three convolution blocks, each followed by a
pooling layer. +e model is concluded with three dense
layers, where the last one is the output layer. +e model
output layer has two neurons representing the two classes of
the dataset. Since it is a binary classification, the binary
cross-entropy function is used for the model probabilistic
loss computation.

3.2. Transfer-Net. Using the transfer learning technique,
we construct several convolutional pretrained models as a
feature extractor for COVID-19 classification. We apply
five different pretrained models on the ImageNet dataset,
which are the DenseNet121 [36], InceptionNetV3 [37],
MobileNet [38], ResNet50 [39], and VGG16 [34] models.
+is allows us to save training time, as well as achieve
better performance with fewer data availability. +e
comparison of these different models is made to inves-
tigate the effect of model size and depth on data gener-
alization while avoiding overfitting and underfitting. As in
Figure 2, the DenseNet121 model consists of 121 trainable
layers, excluding the batch normalization layer. To
overcome the problem of vanishing gradient in large
convolutional networks, DenseNet121, in particular,
combines three novel architectural schemes, which are
highway networks, residual networks, and fractal net-
works, into the model design. +is introduction helps the
model to simplify pattern connectivity through maximum
information flow and representational feature reuse.

+e model takes advantage of CNN’s transfer learning
using a pretrained model. In our transfer learning models,
the last layers of the pretrained networks are removed and
combined with more layers. +is way, the initial network
serves as a feature extractor and then further fine-tunes the
new data. +e pretrained models’ classifier layers are re-
moved and replaced with three fully connected layers having
512, 256, and 2 neurons, respectively. +is way, we achieve
feature extraction by discovering the best representation for
our dataset through the representational learning of the
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pretrained weights of the models. +e newly added layers
then help to fine-tune the representational learning of the
modified model to our dataset, identifying the combination
of features which are essential for the new training samples
and, at the same time, reducing computational complexity
and time.

Having source and target domains DS and DT, re-
spectively, with domain D having source label Ys and source
feature space Xs, where x1, . . . , xn ∈ X and marginal
probability distribution is represented as P(X), then the
conditional probability distribution of the source domain is
given as P(Ys|Xs). +erefore, the objective of transfer
learning is to learn the target conditional probability dis-
tribution P(YT|XT) from the information gained from the
source domain DS.

3.3. Generative Adversarial Network (GAN). +e generative
adversarial model is framed in a supervised learning setting
with a deep convolutional generator and discriminator [40].
Displayed in Figure 3, the generator learns to generate
probability maps comparable to the distribution of the real
data samples from random sample space. In the same
manner, the discriminator learns to contradistinguish if its
input is from the generated samples or the real data dis-
tribution. Over time, the generated sample distribution
becomes relative to the real data that the discriminator
cannot easily differentiate the two. Mostly, the generator
samples noise from a uniform distribution as input and then
upsamples it through a learned transposed convolutional
layer of 2 dimensions. +e target of the generator is to
upscale its input to the same dimension as the discrimi-
nator’s input, 224∗ 224∗ 3 in our case, since the input
images of the discriminator are in RGB format. Each of the
transposed convolutional layers is appended with both a
batch normalization and ReLU activation layer; thus, the
generator loss L(G) function is given as

L
(G)

� min[log(D(x)) + log(1 − D(G(z)))], (3)

where D is the discriminator model, G is the generator
model, z is the generator input noise distribution, and x is
the real data distribution. Additionally, the discriminator
that first trains on the real data distributions learns the
mapping of the underlying data features to their corre-
sponding classes, enabling it to identify the generated
probability maps from the generator especially at the initial
stages. So, the discriminator’s output is a scalar probability of
the input being a fake or real image. Generally, the dis-
criminator loss L(D) and combined adversarial loss L are
given as

L
(D)

� max[log(D(x)) + log(1 − D(G(z)))], (4)

L � minGmaxD[log(D(x)) + log(1 − D(G(z)))], (5)

where D is the discriminator model, G is the generator
model, z is the generator input noise distribution, and x is
the real data distribution.

3.4. Semisupervised COVID-Net. +e semisupervised model
is majorly advantageous in cases where there are less labeled
data but abundant unlabeled data. Both the labeled and
unlabeled data are taken advantage of by training them with
supervised and unsupervised discriminators, respectively.
Extending the GAN model, we propose a semisupervised
GAN (SSGAN) to take advantage of GAN’s ability to learn
data features.+is includes the training of the model on both
a labeled dataset and a larger unlabeled dataset. In most
cases, the SSGAN model simultaneously trains a generator
model, an unsupervised discriminator model, and a su-
pervised discriminator to predict k + 1 classes, which allows
it to generalize properly to unseen data. Displayed in Fig-
ure 4, the supervised discriminator trains to predict the
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classes of the data plus an additional placeholder class using
the softmax activation function, followed by optimization by
applying the categorical cross-entropy loss function. Cor-
respondingly, the unsupervised discriminator model trains
to predict if an input image is fake or real with a sigmoid
activation function and optimized with a binary cross-en-
tropy loss function.

For our model, the generator has five transpose con-
volution layers which upsample the input noise to a
224∗ 224∗ 3 dimension for the discriminator. +e dis-
criminator is built on the ResNet18 architecture [39]. For the
supervised discriminator, the last layer is modified to a
binary classifier. +e unsupervised discriminator is defined
as the output layer prior to the supervised discriminator’s
classifier, and since the layer represents neuron activations, it
is normalized using a customized lambda function defined
by Salimans [41] to a value between 0 and 1 on k output
classes. +is allows an efficient implementation of reusing
the output nodes of the supervised discriminator as well as in
the unsupervised discriminator. +e normalized sum of the
unsupervised exponential outputs is computed as

D(x) �
Z(x)

Z(x) + 1
, (6)

Z(x) � 
K

k�1
exp lk(x) , (7)

where z is the generator’s vector of input noise, x is the real
data distribution, and l is the logit vector of k classes.

4. Experimental Analysis

4.1. Datasets. A detailed clinical and paraclinical feature
investigation of COVID-19 was reported by Huang [42] who
reported abnormalities in patients’ CT images, having bi-
lateral engagement. As a result, CT scans have often been
used for the classification of infected patients. For this work,

we gathered 1400 images containing 700 infected COVID-19
images and 700 normal CT scans. +e data were collected
from multiple sources including the COVID-19 Open Re-
search Dataset Challenge (CORD-19) by the Allen Institute
for AI [43], the COVID-19_Dataset from the University of
Montreal [44], and the COVID-Chestxray-Dataset devel-
oped from various websites and publications [45].

+e images are preprocessed by first transforming them
into a tensor, and then, they are normalized to a pixel range
of 0 to 1. +e image dimension is fixed at 224∗ 224∗ 3,
representing the height, width, and color channel of the
images. For training purpose, the data are categorized
binarily, with one representing COVID-19 infected and zero
representing normal images.

4.2. Evaluation Metrics. To analyze the efficiency of our
models, we evaluate and compare our predictions using the
accuracy, sensitivity, and specificity metrics [46]. +ese
metrics are built on the correctness of the model’s predictions
compared to the true labels. +e true-positive (TP) prediction
represents a COVID-19 lung image correctly predicted as
infected, while the false-negative (FN) prediction wrongly
classifies a COVID-19 infected image as not infected or
normal. Correspondingly, a true-negative (TN) prediction
refers to a healthy person’s CT scan rightly classified as non-
COVID, while false-positive (FP) prediction represents the
misprediction of a healthy scan as COVID-19 infected. With
this, the ability of the model to differentiate classes correctly
(accuracy), the proportion of true positives in infected class
(sensitivity), and proportion of true negatives among the
healthy class (specificity) is represented as [47]

accuracy �
TP + TN

TP + FP + FN + TN
, (8)

sensitivity �
TP

TP + FN
, (9)
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Figure 3: Illustration of a GAN classifier with the generator and discriminator model.
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specificity �
TN

TN + FP
. (10)

4.3. Training Details. +e COVID-19-Net and Transfer-Net
were both trained using the Keras 2.3.0 API on a Windows
NVIDIA 1080Ti GPU, while the semisupervised generative
adversarial model was trained on a PyTorch 1.7.0 version
API on an Ubuntu operating system with NVIDIA 1080Ti
GPU.

+e COVID-19-Net follows the VGG16 CNN archi-
tecture with 13 CNN layers and three dense layers.+e CNN
layers all have filter sizes of 3∗ 3 with the same padding,
resulting in the exact dimension of the input image after
convolution. +e convolution layers are compartmentalized
into five blocks, followed by a max-pooling layer. +e
pooling layers have a filter size of 2∗ 2 and a stride of 2∗ 2,
which results in a halved dimension of the input shape. +e
final dense layer has two neurons representing the binary
classes of the data. For overcoming the vanishing gradient
problem, each layer is followed by a rectified linear unit
(ReLU) activation function, which results in a nonnegative
return. +e loss of the model is computed using the binary
cross-entropy equation and minimized using the Adam
backpropagation algorithm with 0.0001 learning rate. +e
model was trained for ten epochs with a batch size of 32.
Figure 5 displays the accuracy and loss curve of the model as
it converges.

+e Transfer-Net models consist of five pretrained models,
including InceptionNetV3, DenseNet121, MobileNet, VGG16,
and ResNet50. For each of the models, the last classifier layers
are removed and replaced with three dense ANN layers. First,
the original outputs are flattened, followed by a dropout layer,
then a dense layer of 256 neurons, and a final classifier layer of 2
outputs.+e pretrainedmodels were used as a feature extractor
during training such that the weights of the appended layers
were updated to fine-tune the model to the new data. +e loss
of the models is also computed using the binary cross-entropy

equation and minimized using the RMSProp backpropagation
algorithm with 2e− 5 learning rate. +e models are all trained
for three epochs with a batch size of 32.

+e semisupervised model follows the adversarial learn-
ing framework of the generative adversarial network (GAN).
+e semisupervised model consists of a generator and su-
pervised and unsupervised discriminators. During training, a
small portion of the dataset is set aside to be trained in a
supervised manner with the supervised discriminator. +ese
images are labeled appropriately. In our work, 100 images of
each of the two classes are subsamples, totaling 200. 100 other
images of each class are also set aside as a test set, totaling
another 200. +e remaining 1000 images are set as an un-
labeled set. +e generator acts as in a traditional GAN by
creating a fake image sample generated from random noise
vector. +e discriminator, on the other hand, is classified into
two: a supervised one that trains on the labeled dataset and an
unsupervised one that trains on the unlabeled data. +e
discriminator is trained on three different data types, in-
cluding the generator’s generated fake images.

+e generator receives a vector noise of length 100∗1 as
input. +e input is then upscaled using five transpose
convolution layers to the 224∗ 224∗ 3-dimension shape of
the discriminator input. +e first transpose convolution
layer has a filter size of 7, a stride of 1, and zero paddings,
resulting in a dimension of 7∗ 7.+e second and third layers
both have filter, stride, and paddings of 4, 2, and 1, resulting
in output shapes of 14∗14 and 28∗ 28, respectively. +e
fourth layer results in an output shape of 112∗112 given a
filter size of 4, stride size of 4, and zero paddings. +e last
layer then results in an output shape of 224∗ 224∗ 3 with the
filter set as 4, the stride as 2, and padding as 1, where 3 equals
the number of filters in the final layer.

+e discriminator uses the ResNet18 architecture with
the last layer’s dense output modified to a neuron of two.+e
supervised discriminator is trained to predict the labeled
classes of the data, that is, COVID-19 infected or healthy,
whereas the unsupervised discriminator trains to determine
if an input is either from a fake or real distribution. Both the

Unlabeled
data

Labeled
data Discriminator

Sampled noise

Generator

COVID

Normal

Fake

Figure 4: Architecture of the proposed semisupervised classifier with classes K+ 1 labels.
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generator and discriminator losses are computed with the
binary cross-entropy function and optimized using the
Adam optimizer with learning rates of 0.002. +is way, the
generator is optimized via the unsupervised discriminator
training as the model can extract and learn useful feature
from the enormous unlabeled dataset, allowing the super-
vised model to apply the extracted features knowledge to the
class label prediction. As such, the adversarial training
maximizes the divergence of the correct label distribution
and the predicted label.

4.4. Statistical Analysis

4.4.1. COVID-19-Net Classification Analysis. +e VGG16
designed COVID-19-Net is used to classify CT volumes into
COVID-19 positive or healthy after being trained for 12
epochs. During training, of the total 700 images of each class
available, 550 are set as a training set and the remaining 150
images are set as a test set. As highlighted in Table 1, our
VGG16 with block max-pooling recorded an accuracy of
98.45%. +e training loss decreased from 62.1614 in the first
epoch to 0.0260 in the final epoch. As a result, the accuracy
also increased from 55.09% in the first epoch to 98.45% in
the last epoch. Evidently, the model is able to learn
meaningful features from the data for the adequate classi-
fication and prediction of the input image class. In com-
parison to other classifier models, our model is able to
predict the binary classes with more accuracy. Corre-
sponding to the C3D algorithm, which predicted the ac-
curacy of 96.8%, our COVID-19-Net scores a 1.64% more
accuracy. Similarly, COVID-19-Net achieves a better result
compared to the DeCoVNet and AD3D-MIL algorithms,
which achieved 96.8% and 97.7% accuracy, respectively;
thus, it outperforms them with 1.64% and 0.54%, respec-
tively. +e COVID-19-Net also achieves a 98.12% accuracy
on the test set, showing that the model generalizes well to the
dataset. It was, however, observed that when dropout was
included in the model, the model’s classification result was
adversely affected.

4.4.2. Transfer-Net Classification Analysis. Displayed in
Figure 6, our Transfer-Net consists of the comparison of 5
pretrained CNN architectures to observe the advantages
of transfer learning on COVID-19 classification. Since the
models are trained on a different form of data (ImageNet),
we use the pretrained models as feature extractors and
then add new layers to fine-tune the pretrained weights to
our data. +e architectures include InceptionNetV3,
DenseNet121, MobileNet, and the ResNet50 model. All of
the five models are all trained for three epochs with a batch
size of 32 and the same training set distribution as the
COVID-19-Net.

In the training set displayed in Table 2, ResNet50
achieved the highest accuracy of 99.64%, followed by
MobileNet, while InceptionNet achieved the least accuracy
of 96.27%. For the test set, ResNet50 also maintained the
highest score with 99%, while the DenseNet algorithm
achieved a percentage of 92% as the least. Although the high
values obtained by these models prove the advantage of
transfer learning especially in the area of image classification
and computer vision in general, the pattern of the prediction
score of the models shows perhaps the likelihood that the
deeper models are not as suitable for this task as the available
dataset is simply not enough.

In comparison, the VGG16 architecture designed from
scratch achieved better result than the pretrained model but
it took longer time and required more computational re-
sources. +e transfer learning VGG16 architecture was only
trained on 3 epochs, while the VGG16 architecture designed
from scratch was trained on 10 epochs.
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Figure 5: COVID-19-Net training accuracy and loss graph.

Table 1: Binary class classification results: COVID-19 and non-
COVID.

Model Train acc. Test acc.
C3D [48] — 96.8
DeConVNet [49] — 96.8
AD3D-MIL [50] — 97.9
COVID-19-Net 99.3 98.45
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4.4.3. Semisupervised Generative Classifier Analysis. After
training, to evaluate the performance of our SSGAN, we
compute the sensitivity and specificity of our model as
detailed in Table 3, that is, the model’s ability to correctly
determine COVID-19 infected (true positive) CT scans and
the proportion of the healthy scans (true negative). Our
model was able to achieve a prediction accuracy of 94%, with
a total of 48 correct COVID-19 positives of 50 images,
resulting in a sensitivity of 96%. Also, of the 50 healthy
images, 46 are predicted correctly, yielding a specificity of
92%. In comparison to the EBD reduced data method [51],
our model achieved 13% more sensitivity and 24% more
specificity. Also, compared to the EBD-98 cases [51], our
model achieved 2% more sensitivity and 12% more speci-
ficity. +is is indeed a good result as the SSGAN model was
trained on only 100 labeled datasets, taking advantage of the
semisupervised learning framework to learn useful features
from the more unlabeled data.

5. Conclusion

+is study presents a computer-aided analysis of COVID-19
CT scan images. +e study analyzes the applicability of deep
learning and convolutional neural network for the extraction
of features in images and for the classification of images to
predetermined classes in a supervised manner. Similarly, we
leverage the concept of transfer learning in machine learning
to reduce both time and computational complexity yet
accomplish an excellent result. We investigate the practi-
cability of this by implementing five pretrained convolu-
tional architectures which yield superior classification
accuracies. Additionally, owing to the limited availability of
COVID-19 data, we explore the possibility of semi-
supervised learning by utilizing large unlabeled data to
enrich a model’s ability to identify features and patterns in
data. Using the highly effective generative adversarial
learning technique, we develop a semisupervised classifier
with two forms of discriminators for both labeled and
unlabeled data, achieving state-of-the-art classification with
few labeled training data. Our semisupervised model proves
to be a very efficient diagnostic tool for COVID-19 classi-
fication with a prediction accuracy of 94%, sensitivity of
96%, and specificity of 92%.

Data Availability

For this work, the authors gathered 1400 images: 700 in-
fected COVID-19 images and 700 normal CTscans.+e data
were collected frommultiple sources, including the COVID-
19 Open Research Dataset Challenge (CORD-19) by the
Allen Institute for AI, the COVID-19 Dataset from the
University of Montreal, and the COVID-Chestxray-Dataset.
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Internet-enabled technologies have provided a way for people to communicate and collaborate with each other. -e collaboration
and communication made crowdsourcing an efficient and effective activity. Crowdsourcing is a modern paradigm that employs
cheap labors (crowd) for accomplishing different types of tasks. -e task is usually posted online as an open call, and members of
the crowd self-select a task to be carried out. Crowdsourcing involves initiators or crowdsourcers (an entity usually a person or an
organization who initiate the crowdsourcing process and seek out the ability of crowd for a task), the crowd (online participant
who is a having a particular background, qualification, and experience for accomplishing task in crowdsourcing activity),
crowdsourcing task (the activity in which the crowd contribute), the process (how the activity is carried out), and the
crowdsourcing platform (software or market place) where requesters offer various tasks and crowd workers complete these tasks.
As the crowdsourcing is carried out in the online environment, it gives rise to certain challenges. -e major problem is the
selection of crowd that is becoming a challenging issue with the growth in crowdsourcing popularity. Crowd selection has been
significantly investigated in crowdsourcing processes. Nonetheless, it has observed that the selection is based only on a single
feature of the crowd worker which was not sufficient for appropriate crowd selection. For addressing the problem of crowd
selection, a novel “ant colony optimization-based crowd selection method” (ACO-CS) is presented in this paper that selects a
crowd worker based on multicriteria features. By utilizing the proposed model, the efficiency and effectiveness of crowdsourcing
activity will be increased.

1. Introduction

Nowadays, individuals voluntarily offer their own time,
talent, and money to engage in activities that include helping
the poor and making the planet a better place [1]. -e In-
ternet has made it easier for people to be connected and to be
a part of a collaborative function, and this collaboration of
people over the Internet is conceptualized into a term known
as “crowdsourcing” [2]. Crowdsourcing is modern para-
digms that employ cheap labors (crowd) for accomplishing
different types of tasks. -e task is usually posted online as
an open call and members of the crowd self-select a task [3].
Crowdsourcing is an online participative activity in which

organizations make use of the heterogeneous group of
people having knowledge and skills to complete the task with
the announcement of an open call [4, 5]. Social networking
improvements have made it possible for organizations to
pool collective knowledge from people around the world,
i.e., “crowds’ wisdom,” for finding best solutions to various
problems [6]. -e wide use of social networking services acts
as a massive pool of workers. -ese workers vary in de-
mography and in their population. -e information present
in their profiles is used for inferring abilities and preferences.
Crowdsourcer registers specific crowds by utilizing built-in
functionality such as in Facebook using private messages
and in Twitter using “@”. -ere is, therefore, an evolving
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trend of “managed crowdsourcing” where employees are
actively selected [7, 8]. -e process of crowdsourcing in-
volves initiators or crowdsourcers (an entity usually a person
or an organization who initiate the crowdsourcing process
and seek out the ability of crowd for a task), the crowd
(online participant who is a having a particular background,
qualification, and experience for accomplishing the task in
crowdsourcing activity), crowdsourcing task (the activity in
which the crowd contributes), the process (how the activity
is carried out), and the crowdsourcing platform (software or
market place where requesters offer various tasks and crowd
workers complete these tasks)[9–12]. Crowdsourcing is
widely used in various domains such as tagging images [13],
schema matching [14], and entity resolution [15].

-e crowdsourcing task is delivered to the group of
people (crowd) who complete the tasks.-e allocation of the
task is an important characteristic in the crowdsourcing
context, and it requires suitable techniques. If the allocation
of tasks is carried out correctly, it provides best outcomes
[11]. In crowdsourcing the task may be outsourced to a
dispersed crowd (workers) who might be inexperienced on
these tasks [16]. Crowd selection is becoming a challenging
issue with the growth in crowdsourcing popularity. -ere
may be an untrustworthy person, who sometimes makes
errors in solving various types of tasks. Crowdsourcing will
be effective if an appropriate crowd is selected [17–19].
Crowd workers differ in several dimensions, so it is man-
datory that we delegate tasks based on different features [20].
A participant may be identified by basic information
available in workers’ profiles, such as gender, nationality,
education level, his majors, personality test score [21], his
skills, and his willingness for performing tasks [22].

Diversity, largeness, and profiles difference of crowd
workers across many dimensions (e.g., skills, motives, and
socioeconomic backgrounds) are the foundation for the
success of a given crowdsourced tasks. In addition to the
involvement of dishonest workers the differences among
workers may also contribute to varying quality of responses
received [23–25].

Identification of high-quality workers is a significant,
complex, and realistic problem as in the crowdsourcing
activity various tasks are accomplished by global crowd
whose size and nature is unknown. Crowd attitudes, be-
haviors, and skills must be identified prior to assigning tasks.
High-quality work can be accomplished by workers pos-
sessing unique features such as the level of education, major,
and age [21]. Crowd selection is a complex problem in which
the skills and knowledge of huge crowd workers are matched
with the requirements of a job [26]. Crowd selection or
formation is an optimization problem that involves all types
of approaches to build a crowd group to whom various tasks
will be offered [27]. Various features of crowd workers were
identified from existing studies with the aim to use it for
crowd selection in crowdsourcing. To the best of our
knowledge, the proposed “ACO-CS” is a novel approach as
not a single prior study exists that addresses the problem of
crowd selection in crowdsourcing using the ant colony
approach. By utilizing this approach, the effectiveness and
efficiency of crowdsourcing activity would greatly be

increased as it selects appropriate crowd workers according
to multicriteria features for accomplishing various crowd-
sourced tasks.

2. Literature Review

Crowd selection is an important step in the activity of
crowdsourcing process as the selection may make the ac-
tivity effective one or may affect the activity. Various
techniques were utilized for Crowd Selection in literatures
which are discussed in subsequent sections.

2.1. Crowd Selection Based on Trustworthiness. Trust is the
key element in choosing employees for a task [19, 27–29]. In
different practices such as in the discovery of truth and in
selection of workers, trust plays a significant role [30].
Employer can employ a trustworthy crowd worker [28]. SSC
(strong social component) and C-AWSA (context-aware
worker selection approach) are used to classify trustworthy
workers, which is an accurate and useful algorithm for
choosing trustworthy employees. It utilizes trust quality for
optimization purposes.-e forward search algorithm is used
to measure trust of a worker [19]. Crowd trust efficiently
chooses workers who are trustworthy according to an ap-
proval rate. -e model effectively distinguishes dishonest
workers and trustworthy workers [31].

2.2. Crowd Selection on the Basis of Expertise Filtering.
Expertise [11, 26–28, 32–37] level of the crowd is estimated
by expertise filtering. According to the expertise level, a right
crowd for a task is selected [33, 34]. If they have expertise in
the appropriate field, workers will be assigned tasks [27]. As
an individual has task expertise, he will attempt to complete
it with full attention [26]. Crowd of diverse expertise level is
selected for tasks [35].

2.3. Crowd Selection on the Basis of Individual Profiles.
Workers interested in participating on various tasks are
required to build profiles that consist of various worker
information, such as age, gender, skill, interest, and ac-
complished task history that will be stored on the platform in
the worker profile database [38–40].-ere are three forms of
profiles. A declarative profile is created by workers them-
selves, the derived profile is determined from the system’s
user interaction, and hybrid profile that contains declarative
as well as derived information [41].Profiling evaluates the
ability of individuals to work [32]. Profiles contain three
types of information: first, the voluntary information they
provide about themselves; second, the information and
criteria that the platforms collect about their job perfor-
mance; third, the assessments of their customers. Unlike
crowd discourses, these platforms allow employees to
modify their individual profiles to varying degrees of in-
dependence.-is is not a concession to the online workers of
autonomy and self-determination, but it is because of the
competitive structure of the global labor market. Platforms
assist consumers in evaluating workers by providing
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individually tailored profiles (in the absence of traditional
recruitment documents and job interviews) [42]. Relevant
workers for tasks are filtered using their profiles information.
[34, 43]. Based on the level of task quality delivered, these
profiles are updated [38].

2.4. Crowd Selection on the Basis of Task-Related
Qualification. Several qualification criteria for workers may
be defined by requesters. Such criteria often include test
forms that are necessary to assess their qualifications [34].
Skill tests are also carried out to confirmworker qualification
[44]. -e workers are selected on the basis of relevant
qualification they possess. For evaluating the ability of
workers, qualification tests are conducted and a worker must
pass the required examination to work on a project. It
determines the capacity of workers in the activity. -e
qualification tests ensure that each employee has job related
knowledge. Workers are selected on the basis of their score
in qualification tests [45, 46].

2.5. Crowd Selection on the Basis of Experience. Workers are
selected according to their experience in a task [47]. By
utilizing the experience strategy, experienced workers are
selected [48]. -e selection of the experienced worker can
make significant differences in the results of a task, i.e., it can
produce high-quality results [35].

2.6. Crowd Selection on the Basis of Skills. Skills is a major
personal attribute considered for appropriate participant
selection [49]. Organization selects skilled work force for
various tasks [42]. As the quality depends highly on workers’
skills [43], an Initial screening of the crowd workers is
carried out [50]. -ese screening are also referred as skill
assessment which evaluates the crowd according to pos-
sessing skills and they are helpful in matching skilled labor to
a task [26, 51]. Activity-based positions on the platform are
allocated to workers with the essential training and skills.
Crowd workers are automatically assigned to tasks if they
possess the required skills [27].

2.7. Need for the Proposed Study. Existing studies focus only
on single or few features of crowd for addressing the
problem of crowd selection that is not sufficient for selection
of appropriate crowd to carry out crowdsourcing activity.
Our proposed model “ACO-CS” will increase the efficiency
and effectiveness of crowdsourcing activity as it selects
crowd based on multicriteria features; therefore, appropriate
multifeatured crowd will be selected to accomplish various
tasks in crowdsourcing activity.

3. Methodology

-e selection of quality crowd workers is a challenging issue.
-e workers are identified by their unique features [21].
-ese features are identified in the literature analysis and the
selection of crowd will highly defend on these identified
features. -e feature set consists of large redundant data

which will affect the appropriate selection of crowd workers.
To remove redundancy and complexity, these are filtered
out.

3.1. Feature Selection. A feature is an individual assessable
asset of the process being investigated [52]. Feature selection
(FS) is used in machine learning processes particularly in
solving complex feature problems. Feeding a wide range of
features into a model of recognition not only raises the strain
of computation but also creates the issue widely known as
the dimensionality curse. With feature selection, a large and
complex dataset is reduced, as appropriate features are
sorted out. Feature selection is broad and extends through
many areas, including categorization of text, data mining,
and identification of patterns and processing of signals [53].
Using the feature selection approach, a feature subset from
the original set is selected and the accuracy of the original set
is preserved. -e efficacy and scalability will be increased by
eliminating unnecessary and redundant features [54]. In
dealing with larger feature datasets, the selection of features
is obligatory. FS is a requirement in real-world problems due
to the proliferation of noisy, meaningless, or deceptive
characteristics.

Despite the availability of data with hundreds of vari-
ables leading to high-dimensional data, many feature se-
lection strategies were used by researchers for selecting best
features. -e various feature selection techniques provide us
with a way to reduce computing time, boost prediction
efficiency, and better understanding of machine learning
process or pattern recognition. Crowd consists of diverse
and multidisciplinary people and this crowd posses unique
features. Crowd features are collected from existing research
studies. -ese are positive and negative features. -e
identification of these features was necessary for dis-
tinguishing appropriate and inappropriate crowd workers.
-ese features are then filtered out to remove the ambiguity
and complexity. A set of crowd containing multifeatures
(Table1) was obtained as a result of combining the features
that were captured during literature analysis. According to
multicriteria features, our proposed method will select or
reject various types of crowd. -e various features of the
crowd are represented in Table 2 (negative features), Table 3
(positive Features), and Table 1 overall (negative and pos-
itive) features.

3.2. Background. Ant colony optimization is a swarm in-
telligence technique which was introduced byM. Dorigo and
his colleagues in 1990 [97]. -ey were inspired by the
foraging behavior of certain species of ant. For leaving marks
on encouraging direction that should be followed by other
ant’s colony (members), these ants deposit various phero-
mones (chemical) on the ground. To solve optimization
problems [98], ant colony optimization approach is utilized.
Two variables are used by ants in solving problems such as
heuristic knowledge and the value of pheromones. Quality
outcomes can be generated as a result of the mutual com-
munication among artificial ants. -is is obtained by
pheromone trail values through indirect contact (sensed the
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Table 1: Representation of the crowd worker set.

No. Crowd Features
1 C1 Professionals, collaborative, coordinative, fast, and adaptability
2 C2 Nonprofessional, noncollaborative, lazy, noncoordinative, untrained
3 C3 Nonexpertise, dependent, un-reliable, uneager, and malicious
4 C4 Expertise, autonomous, reliable, eager beavers, and problem solving
5 C5 Experience, loyal, cooperative, flexible, and right
6 C6 Unexperienced, disloyal, heterogeneous, nonflexible, and cheater
7 C7 Unskilled, noncreative, nonenergetic, in appropriate, and incompetent
8 C8 Skill, creative, energetic, appropriate, and competent
9 C9 Trustworthy, qualified, knowledge, smart, and identifiable
10 C10 Untrustworthy, novice, selfish, anonymous, and erroneous

Table 2: Representation of negative features crowd features.

S. no. Negative features Citations
1 Nonprofessionals [36, 55, 56]
2 Nonexperts [34, 36]
3 Untrustworthy [19]
4 Unskilled workers [29]
5 Anonymous [27, 42, 46, 55, 57–59]
6 Untrained participants [27, 60]
7 Malicious workers [55, 60, 61]
8 Selfish workers [62]
9 Novice [43, 63–65]
11 Unexperienced [57]
12 Fraudulent [66]
13 Incompetence [2]
14 Heterogeneous [4, 38, 56, 67]

Table 3: Representation of positive crowd features.

S. no. Positive features Citation
1 Professionals [32, 68]
2 Expertise [22, 37, 69, 70]
3 Trustworthy [19, 41, 71–73]
4 Skill [1, 5, 6, 17, 18, 20, 22, 29, 51, 56, 63, 74–83]
5 Identifiable [84]
6 Autonomous [84]
7 Flexible [69, 84]
8 Creative [34, 79, 81]
9 Knowledge [4–6, 11, 17, 32, 34, 36, 47, 57, 59, 60, 68, 74, 77, 78, 83, 85–88]
10 Appropriate [27]
11 Eager beavers [60]
12 Competent [72, 89, 90]
13 Adaptable [89]
14 Coordinative [89]
15 Collaborative [2, 83, 90]
16 Qualified/educated [11, 41, 66]
17 Problem solving [2, 34, 42, 67, 68, 77, 80, 81, 91]
18 Energetic [1, 6]
19 Experience [6, 17, 35, 43, 59, 83, 92–94]
20 Reliable/efficient (workers) [5, 50, 58, 61, 95]
21 Smart [50, 96]
22 Right [18, 33]
23 Fast [5]
24 Cooperative [63]
25 Loyal [88]
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pheromone) of various ants. Ants do not change themselves
but adjust the way other ants represent and view the problem
adaptively [99]. ACO was mostly concerned with addressing
the problems of ordering. One of ACO’s recent trends is to
address various existing problems in the industrial sector
[98].

3.3. Proposed Method. In crowdsourcing operations, the
proposed ACO model can be extended to the problem of
crowd selection. -ere are different steps involved in
implementing the ACO algorithm in the selection of crowds.
Figure 1 shows the overall operation of the proposed system
“ant colony optimization-based crowd selection method
(ACO-CS).” -e proposed method undergoes the process of
crowd selection. -e selection of crowd starts with the
generation of ants that will traverse on various paths (edges)
and will select crowds on the basis of the pheromone value
present on different edges, If the ant traversal satisfy a
stopping criteria, the ants stops (traversal terminates) and
the best subset of crowds is generated that will latterly be
used for assigning different tasks. If the traversal does not
correspond to stopping criteria, then the pheromone value is
updated and once again the process is initiated.

3.3.1. Ant Colony Optimization-Based Crowd Selection
Method. A set of 10 crowd workers are present (Table 1).
-e crowd selection technique is to minimize crowd subset
which will be less than the original set of crowd; a higher
accuracy in the depiction of the original crowd set will be
retained. -e partial selection may be in any order between
the solutions. Simultaneously, the potential crowd to be
chosen is not generally affected by the prior crowd attached
to the node. It is not, however, necessary that the solutions to
the selection of crowds should be of equal scale. -e fol-
lowing steps are considered in mapping the crowd selection
problem to the ACO algorithm:

(i) -e graphical representation
(ii) Pheromone and heuristic desirability
(iii) Updating the pheromone value
(iv) Outcomes formation

(1) e Graphical Representation. -e problem of crowd
selection can also be defined in terms of ant colony opti-
mization problem. ACO generally represents the problem in
a graphical form as represented in Figure 2. -e nodes
signify various types’ crowds, and the edges reflect the
corresponding crowd choice. -e nodes are linked with each
other to permit the selection of any crowd. An optimal
subset of the crowd is selected when ant traverse over the
graph, i.e., visit various nodes. -e ant traversal must satisfy
stopping criteria (select optimal multifeatures appropriate
crowds). In Figure 2, initially, the ants A, B, C, D, E, F, G, H,
I, and J from their nest are allowed to start traversing to
different nodes such as C1 or C2 and subsequently to C3, C4,
C5, C6, C7, C8, C9, and C10. -ese ants in the traversal
process leave pheromones (represented in Figure 3) which is

a chemical substance on different edges. -e ants move
according to the probability of the pheromones level on
various edges, i.e., if the levels of pheromone are high, the ant
will select only high pheromones values edges (bold line)
and select only those specific nodes (Figure 4).-e ant A
from the nest will select node C1 and then using transition
rule, the ant selects a crowd C4. Next, it chooses C5, C8, and
C9 . On reaching C9, the ant traversal satisfies stopping
criteria and its stops its traversal and provides a partial
solution of the original crowd set “C” that consists of crowd
workers C1, C4, C5, C8, and C9. A high accuracy is achieved
as an outcome of the crowd workers subset. -e crowd
subset is then used as a nominee for different tasks.

(2) Pheromone and Heuristic Desirability. Initially teams of
crowd are evaluated to identify best crowd workers. A simple
multistart local search method decides the initial selection of
crowd alternatives. In general, (ηi) heuristic function is used
in combination with the pheromone value in the ACO al-
gorithm to make a right transition. Quality crowd workers
are selected by calculating the pheromone and heuristic

Start

Generation of ants

Selection of crowd

Stopping 
criteria 

satisfied?

Yes

Terminate

Update
pheromone

No

Returns best 
crowd subset

Figure 1: -e proposed ant colony optimization-based crowd
selection method (ACO-CS).
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value. If a crowd worker is to be selected, then this value is
assigned with a greater value “1.” On the other hand, if a
crowd is not selected, then the pheromone value is kept
smaller “0.” An ant in C1 determines whether C3 is to be
selected or not, and the decision is taken in accordance with
highest pheromones probability on edges and the probability
can be calculated using the following formula:

P(edge) �
P pheromones Xi( ( ηi

 P pheromone Xi( ( ηi( 
. (1)

-e probability of each ant selecting a node is deter-
mined using equation (1) where P represents the probability,
Xi represents edges, and ηi represents heuristic desirability.
If an edge is to be selected, then ηi value is kept higher
otherwise lower. -e traversal and selection of a node (i.e.,
crowd) depend on the pheromone value. -e ant will tra-
verse on edge having a greater pheromone value.

(3) Updating the Pheromone Value. If the stopping condition
is not satisfied by ants traversal, then the pheromone is
modified, a new collection of ants is generated, and once

again the process iterates. -e pheromone is modified
according to the following formula on each edge:

τ1(τ + 1) � (1 − ρ).τ1(τ) + ρ.Δτ1(τ), (2)

where ρ value may be considered 0 and 1, and it is the
coefficient pheromone trail decay. If the stopping criterion is
not satisfied (i.e., best crowd subset is not produced), then
the ants modify pheromone. More pheromones are laid on
the best solution nodes by the best ants, and as a result,
optimal solutions are revealed.

(4) Outcomes Formation. -e entire process of ACO-CS
initiates the formation of randomly positioned numbers of
ants. -en, these ants are positioned on a graph and the
numbers of ants are equally set to the number of crowds (i.e.,
both are 10).-e process of path building from a specific
crowd starts with every ant. -ey cross the nodes from those
starting positions in a probabilistic fashion until the stop-
ping condition is fulfilled (optimal multifeatures appropriate
crowds are selected). For an ideal subset, the resulting crowd

C8C7

End

Ant 
nest

C1 C2

C4

C6C5

C3

C10C9

Figure 2: Ants traversals.
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Figure 3: Pheromones excreted by ants on edges.
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subset is obtained and investigated. When best crowd subset
has been found, then the experiment ends and it is noted
(Figure 1). -e pheromone update takes place when the
conditions are not met, new ant’s colony is created, and the
process repeats again.

4. Results and Discussion

-e process of crowdsourcing involves Internet crowds
[5, 90]. Crowds are recruited from Internet-enabled socie-
ties. Crowd workers possess some attributes, such as qual-
ification, age, gender, language, worker place, skills, past
service, and experience. Based on these characteristics,
workers are selected [6, 11, 39, 100]. An employer should
carefully pick workers to produce quality results [56]. -e
success of the organization depends on the allocation of
tasks to members of the crowd, which requires adequate
control systems, such as screening workers [11, 41]. When
choosing the crowd, care must be taken as it is noted that the
quality increases with a varied choice of crowds [50]. In our
process of crowd selection, a crowd set (10 number of crowd
“C1, C2, C3, C4, C5, C6, C7, C8, C9, and C10”) possessing
multiple features (positive and negative features) are posi-
tioned in a graphical structure. -e crowds are represented

as different nodes connected with each other with the help of
edges; an equal number of ants (10 numbers) are generated
for the purpose to traverse on various edges and to select
various crowd nodes, i.e., partial solution of the crowd set.
-e partial solutions (crowd subset C) will be evaluated
based on the pheromone probability on paths, if it meets the
stopping criteria (i.e., it selects the best crowd subset C), then
the ants will stop its traversal and will produce the best
crowd subset having multiple features. If the ants do not
satisfy the stopping criteria, the pheromones are updated,
and for the second iteration, the process is initiated. -e
selection and rejection of nodes (crowd) depend on the
probability of pheromone on each edge; if the value is higher,
the nodes will be selected and best crowd subset will be
produced in ant’s traversal and if the value of pheromone is
less, the edge and in turn, the crowd node is rejected. Table 4
represents the ants and their selected path.-e probability of
edges is calculated to find the best traversing path and in turn
selects only appropriate crowd that will be assigned with
different tasks in various activities. In our crowd selection
method, the crowd subset C1, C4, C5, C8, and C9 by ant A,
traversal is selected as the evaluation of the probability of
pheromone values on edges linking these nodes (crowds)
were higher than the edges linking other nodes (Crowd).

Ant 
nest

C1 C2

C3 C4

C6C5

C10C9

C8C7

End
C = {C1, C4, C5, C8, C9}
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Figure 4: Pheromones probability wise path traversal.
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5. Conclusion

In the proposed study, we proposed ant colony optimization-
based crowd selection for the problem of crowd selection in
crowdsourcing.-e key contribution of our research is to select
the crowd based on the multicriteria features as the selection of
crowd in previous approaches was based on a single or few
features that do not guarantee the appropriate selection of
crowd and thus affects the crowdsourcing activity. With our
presented approach (ACO-CS) best crowds are selected
according to multicriteria features that will, in turn, make
crowdsourcing activity efficient and effective. -e model
“ACO-CS” in this paper is presented theoretically with less
number of crowds. In future, we will implement it practically as
this model is effective (i.e., selects crowd on the basis of multi-
criteria features) than existing techniques used for crowd se-
lection; therefore, it will play an important role in the crowd
selection phase in crowdsourcing activity.
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In this paper, we present a probabilistic-based method to predict malaria disease at an early stage. Malaria is a very dangerous
disease that creates a lot of health problems. +erefore, there is a need for a system that helps us to recognize this disease at early
stages through the visual symptoms and from the environmental data. In this paper, we proposed a Bayesian network (BN) model
to predict the occurrences of malaria disease.+e proposed BNmodel is built on different attributes of the patient’s symptoms and
environmental data which are divided into training and testing parts. Our proposed BN model when evaluated on the collected
dataset found promising results with an accuracy of 81%. One the other hand, F1 score is also a good evaluation of these
probabilistic models because there is a huge variation in class data.+e complexity of these models is very high due to the increase
of parent nodes in the given influence diagram, and the conditional probability table (CPT) also becomes more complex.

1. Introduction

+e name of malaria is given to this disease in back 1740.
Malaria is a genuine worldwide sickness and the main source of
bleakness and deaths in tropical and subtropical nations. It
influences somewhere in the range of 350 and 500 million
persons and caused over a million casualties every year.
However, malaria is both preventable and treatable. It is very
much important for humans to treat themselves quickly when
someone is affected by any disease at early stage. It is brought
about by parasitic protozoa (a sort of unicellular microorgan-
ism) of the family Plasmodium. As per the World Health
Organization (WHO) Report, [1] the most effected region from
this disease in Sub-Saharan Africa and India is at least 85% of
the whole world. +e WHO shows that malaria cases are in-
creased in the Bolivarian Republic of Venezuela as compared to
Sub-Saharan Africa from 2010 to 2018.

+is life-threatening disease is spread with the bite of
female mosquitoes. +ese female mosquitos are responsible
for spreading the Plasmodium parasite from one person to

another, and these for the most infect the humans in be-
tween twilight and dawning time bites. Due to these Plas-
modium infection [2] patients, red blood cells are damaged,
which leads to this disease. +ere are five major categories of
parasites by which humans are getting infected with malaria,
namely, Plasmodium falciparum, Plasmodium vivax, Plas-
modium malariae, Plasmodium ovale, and Plasmodium
knowlesi [3]. All of the deadliest parasites are Plasmodium
falciparum in this disease of malaria. If malaria is detected at
an early stage, then it can be remediable and escapable. +e
main technique for the detection of malaria parasites is the
microscopic diagnosing method which is used until today as
a gold technique. Slender or thick Giemsa recolored blood
spreads are analyzed with an amplification factor of 100x
goal and 10x visual focal point under a microscopic method
[4]. It is derived from a blood smear screen report that any
person might be influenced by more than one malaria
parasite at the same time [5]. Besides, there are five unique
types of malaria parasites and every species experiences an
alternate life cycle. Each phase of the existence cycle
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experiences an adjustment in its shape, size, morphology,
shading, and so forth. +ese stages are named as a ring,
trophozoite, schizont, and gametocyte [2].

Additionally, there exists an immediate connection
between high episodes of malaria malady and the change in
climate conditions. +e high volume of cases in intestinal
sickness scourge territories and deficiency of talented experts
frequently prompts delay in revealing the outcome which
might be basic for malaria treatment [6]. +e deferral in
finding forestall brief treatment of sickness further prompts
constant stage, at considerable expense to the persons and
enormous expense to society. +is disease mostly exists in
rural or remote areas of underdeveloped countries where
technical staff did not skill so that in the current era of the
Internet of +ings (IoT) technologies for the collection of
environmental data, advanced artificial intelligence (AI) can
be utilized to detect malaria by analyzing the visual
symptoms of infected persons. +e visual symptoms of this
disease are high temperature, feeling cold, headache,
vomiting, and pain in body muscles or feeling too much
tired. +e doctor’s reports regarding the mentioned
symptoms can be monitored 24/7 in the affected area of
respective countries for malaria disease. Due to this, less
human interaction will be involved and automatically all
these data are gathered at a central point. As these symptoms
are detected in any person, the panel of doctors will rec-
ommend them for the clinical test of malaria at its early
stage. Due to this, life of patients can be saved by monitoring
his health condition not only for malaria but also blood
pressure, sugar level, and heartbeat. In this process of
gathering patient’s data, privacy is also considered as the
main part as per the recommended communication method
for IoT by Jalbani et al. [7].

To validate the visual symptoms detected by the pro-
posed system in this paper, the clinical test recommended by
the doctors for malaria disease will be analyzed. As per the
current study, it is suggested that probabilistic models are fit
for learning information for the prediction of malaria dis-
ease. +e Bayesian system (BS) is one such approach and has
been broadly applied in healthcare systems because of their
capacity to viably deal with variable data. A BN is a graphical
portrayal of probability circulation where nodes speak to
uncertain factors and connections speak to coordinate
probabilistic impact between the uncertain values [8]. +e
connection between a node and its parents is evaluated by a
CPT, determining the likelihood of the irregular variable
precast on all assortments of the estimations of the parents.
+e structure of the system encodes data about probabilistic
freedom with the end goal that the CPTs alongside the
sovereignty relations give a full particular of the joint
likelihood conveyance over the irregular factors spoke to by
nodes. By decaying a joint likelihood dispersion into an
assortment of littler nearby disseminations (the CPTs), a BN
gives an exceptionally minimized interpretation of the total
joint appropriation. In BN indicative models, factors that
can impact the determination, including clinical signs, side
effects, and lab results, are remembered for the model to
frame a causal relationship organize [9]. +e BN is one such
class of probabilistic-based recognition approaches. It

exceeds expectations from clinical report characterization
and impersonates the artificial neural network (ANN)
system engineering such as human knowledge [10]. +e IoT
devices extracted data, and clinical tests will be further
analyzed by the proposed method of AI, the BN. By the
extracted symptom data and clinical reports, the informa-
tion will be trained into the proposed framework for the
accuracy of malaria disease recognition. On the bases of
trained data, this system will decide whether the patient is
infected withmalaria or not. Because of this, the long process
of microscopic tests will be reduced for remote areas and
human life can be saved with this smart system. With this
proposed model, not only will malaria disease be predicted
but also other diseases can be monitored. It seems that
machine learning (ML) approaches are used to build the
different models using different approaches; however, every
approach has its own advantages and disadvantages. Rule-
based methods are based on informed search strategies
which allow the system to construct direct classification
connections while using probabilistic methods which are
based on casual dependency relationships. Many classifiers
such as ANN, support vector machines (SVM), decision tree,
and BN have been used in medical diagnosis to get ac-
ceptable results; however, complexities of these algorithms
are different which depend on data sets used for prediction.
A BN seems to be more interpretable compared with other
methods such as rule-based methods [11].

As discussed earlier that there are different ML tech-
niques available to use in modeling the disease to recognize
them properly, however, BN is very much helpful for pre-
dicting the malaria disease with different features such as
environmental features. +e BN has capabilities to integrate
with different features to provide the prediction of the
particular disease. +e BN also shows the cause and effect
relationship efficiently whereas decision tree (DT) is only
work on yes and no properties and it can limit the results in
certain range.

+e main disadvantages of DT is overfitting and
underfitting when using the small amount of data. Another
main advantage of using BN is that it only connects nodes
that are probabilistically linked by some sort of causal de-
pendency, which helps to reduce the computational cost of
the system. A secondmain reason is that the BN nets are very
much flexible; therefore, they are so adjustable [12].

+e paper is divided into the following sections. In
Section 2, the related work is given for this area of research.
In Section 3, the proposed methodology is described for the
Bayesian model to predict the malaria disease. In Section 4,
the results and discussions are explained for the proposed
model. In Section 5, the final words of conclusions are given
regarding this research paper.

2. Related Work

Vijayalakshmi [13] has proposed a new visual geometry
group-support vector machine (VGG-SVM) organizes uti-
lizing move learning approach for perceiving tainted falci-
parum intestinal sickness. Here, a preprepared VGG is
considered as a specialist learning model and it is focused to
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characterize 1000 classes. SVM is an area explicit classifier
used to group tainted and noncontaminated from malaria
microscopic images.

Parveen et al. [14] have utilized neural networks (NNs)
by mental undertaking and simulation of the brain. A
multilayer feedforward system with a back proliferation
learning algorithm is utilized. +e effectiveness of the
proposed framework is contrasted with other comparative
frameworks.

Dong et al. [15] have used a completely automated
process with no manual element extraction, and we picked a
profound convolutional neural system (CNN) as the clas-
sifier. CNN can separate various leveled portrayals of the
input information. +ey have used LeNet-5 to get profi-
ciency with the intrinsic highlights of intestinal malaria
contaminated and nontainted cells.

Bari et al. [16] have used identification, and analysis of
lung cancer growth can be processed as images on three
fundamental stages which are prehandling, division lastly
followed by postpreparing. Any sort of diagnosing technique
is expected to gather the blood tests to recognize malaria.
+ere are two distinctive blood films are utilized for dis-
tinguishing proof of malaria in particular, thick and thin
blood films by Elter et al. [17]. +ick blood films ac-
knowledge the blood tests for the location of intestinal
malaria parasite thickness. Slender blood films acknowledge
the blood tests to recognize or portrayal of malaria parasites.

Maqsood et al. [18] have proposed identifying dark scale
images utilizing hidden Markov tree (HMT) which is in-
troduced. Utilizing the above-displaying structure, a joined
spatial and fleeting separating procedure can expel Gaussian
just as dot commotion from shading images and video
successions significantly. By molesting the conditions
among wavelet coefficients, better execution has been
accomplished.

Cooper et al. [19] have developed a BN with 20 million
hubs for Bacillus anthracenes outburst identification. +e
whole populace is displayed by a self-contained system with
every individual in the system associated with the remainder
of the system through a hub called sickness status. +e
undertaking is to compute the back prospect of the alarm
hub given the construed illness statuses surprisingly in the
public. +e work does not think about spatial or sophisti-
cated viewpoints.

Jiang andWallstrom [20] have explored the utilization of
BS for cryptosporidium occurrence place and projection.
+is examination centers essentially around the weaknesses
of traditional techniques for time-arrangement investigation
and improving them by utilizing BS. +e model is tried on a
recreated occurrence informational collection.

In Martha et al.’s study [21], an adaptable smart
framework has been developed by using fuzzy logic in di-
agnosing malaria sickness. +e framework recognized
malaria sickness with high identification exactness. In any
case, the framework had gone with issues: the framework
intelligent module could not make a bidirectional conclu-
sion and handle issues of impossibility.

In Mehanian et al.’s study [22], a smart framework that
investigated malaria using CNN was developed. +e

framework decided to Plasmodium falciparum malaria
sickness to have high acknowledgment exactness. In any
case, the framework had the going with insufficiencies to be
explicit: the arrangement gotten from the NN is difficult to
get a handle on and the learning method of the framework is
tedious and capital-escalated, and the framework fails to
perceive cerebral malaria and other mosquitoborne disor-
ders due to the covering indications the sickness impacts to
neurological and febrile infections.

Junior et al. [23] have assessed the utilization of ANN
and BN with regards to the determination of asymptomatic
malaria disease. +ey have figured out how to assemble
ANNs and BNs dependent on immunological and epide-
miological information gathered from people from an ex-
ceptionally endemic area for malaria in the Brazilian
Amazon. +e results were contrasted with those acquired
utilizing light microscopy and a subatomic test (settled
PCR). +e Näıve-Bayesian has utilized as a probabilistic
learning technique, and these classifiers are among the best-
known algorithms for figuring out how to arrange text
records such as e-mail spam separating [24]. Some explo-
ration shows that it is likewise helpful for heart illness
forecast.

Osubor and Chiemeke [25] have proposed a solution of
the adaptive neurofuzzy inference system (ANFIS) that
examinedmalaria disease was made.+e framework decided
malaria sickness with 98% disclosure precision. Notwith-
standing the high acknowledgment exactness, the frame-
work had the going with quandaries, for instance,
inconvenience in recognizing cerebral malaria sickness and
other mosquitoborne infirmities as a result of the covering
reactions and the contamination grants to neurological and
febrile maladies.

Djam et al. [26] have an expert framework called the
fuzzy expert system for the management of malaria
(FESMM) which relied upon fluffy principles to investigate
malaria sickness called was made. +e framework decided
malaria to have high disclosure accuracy. Despite the
framework’s high distinguishing proof accuracy, it had the
going with detriments: the framework could not recognize
cerebral malaria and other mosquitoborne sicknesses.

Jiang andWallstrom [20] have analyzed the utilization of
BNs for cryptosporidium spreading location and forecast.
+is examination concentrates predominantly on the
weaknesses of old-style strategies for time-arrangement
investigation and improving them by utilizing BNs. +e
model is tried on a reproduced spreading informational
index.

Sebastiani et al. [27] have developed an automatic BN for
anticipating flu-like disease and the quantity of pneumonia
and flu passing’s dependent on past pediatric and grown-up
instances of respiratory disorder. No natural factors are
utilized.

Warfield [28] has proposed interpretive structural
modeling (ISM) which was utilized to build up a visual
progressive structure of complex frameworks. +e method
was utilized in overseeing decision making for complex
issues. +e contribution of the ISM strategy was unstruc-
tured, and indistinct data about the framework factors and
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their interdependencies were utilized. +e yield of ISM
investigation was a very much characterized, ordered, and
instructive model, which is valuable for some different
purposes.

Colin et al. [29] have executed ISM to consider the
interdependencies in gracefully chain hazards. +e inter-
relationship among flexibly hazard factors, which they
created, depended on the reliance and driving intensity of
separate components. +eir investigation is very much
important for future researchers in this area. +ey con-
templated 21 danger factors, and beginning interrelation-
ships were created utilizing bunch conversations among the
creators and individual specialists.

Singh and Kant [30] have organized nine boundaries in
knowledge management (KM) in the business procedure.
+e KM hindrances were those which antagonistically in-
fluence the execution of KM in a business association. +ey
executed the ISM strategy for their investigations. +e
shared connections among various boundaries were
grouped in various levels and incorporated a visual rela-
tionship also. Be that as it may, the examination was defi-
cient in clarifying how frail or solid relations were among
different interconnected elements.

Hussain et al. [31] have proposed a novel methodology
for identification of hand developments during impedi-
ment, and they reported consequences of isolating hand
(s) from the head (face) locale during explicit signal
advancement, utilizing shading and surface invariant
recognition plot. Moreover, broadening their work for the
improvement of a keen mentoring framework that re-
quires distinguishing motions and foreseeing the
understudy’s emotional (mental) state progressively, they
proposed and assessed a coordinated methodology of
identification and understanding of mental states from
hand signals utilizing information detailed before by
Abbasi et al. [32]. +e outcomes are promising in further
turn of events.

+e BN has played a vital role in healthcare systems. BN
has got great attention in all over the world and maintains to
obtain momentous importance for the facility to mingle the
available evidence and perfect reasoning under uncertain
situation by McLachlan et al. [33].

3. Proposed Methodology

+e data have been collected from various sources regarding
malaria-affected peoples. For the collection of information
regarding the symptoms of malaria disease, different types of
IoT devices have been utilized. For the environmental in-
formation, the research target was tropical and nontropical
area weather conditions. Due to these, more effected areas
from malaria can be identified on the basis of weather
conditions changed, for example, in rain, weather humidity
will be increased. In this condition, the number of malaria
cases may increase due to the growth of mosquitoes in these
conditions. +is all gathered information will be processed
in BN for getting perfect results of probability regarding
malaria disease. +e proposed methodology is described in
Figure 1.

3.1. Visual Symptoms of Malaria Patients. +e symptoms of
malaria disease may be visible from 8–25 days in infected
peoples from this parasite. However, at the same time, these
symptoms can be visible for some days later as mentioned
above if those patients have used antibiotic medicine already
in proactivemeasures frommalaria disease.+ese symptoms
can vary for each type of malaria disease parasite infection.
Likewise, for the Plasmodium vivax and Plasmodium ovale,
the patients feel skin trembling with high temperature and
wilting after every two-day cycle. On the other hand, for
Plasmodiummalariae and Plasmodium falciparum, parasite-
infected patients feel these symptoms after every three-day
cycle in which high temperature may remain also for the
36–48 hours. And other main categories of malaria symp-
toms are headache along with high temperature and feeling
too much fatigued. +e doctors working on malaria rec-
ommend that at least two types of symptoms will be visible
simultaneously in the patients infected with parasites.
Alongside these four main types of symptoms as mentioned
earlier, there are four other low-level types of symptoms also
observed in malaria patients, such as spewing, amplification
in irritation, cough, and pain in body muscles. In all of the
parasite infections, plasmodium falciparum is more dan-
gerous and life-threatening for infected patients. In this type
of infection, the patients’ symptoms can be visible after 9–30
days.+e headache is the more prominent type of symptoms
in this infection.+is will help to increase the chance of more
accurate prediction of malaria disease.

Data collection

Patient symptomsEnvironment data

Data preprocessing

Feature selection

Inf luence diagram

Conditional 
probability table

Classification using
BN

Malaria disease
prediction

+Ve -Ve

Knowledge base

Figure 1: A proposed framework for malaria disease prediction.
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3.2. Environmental Data Collection. +e environmental ef-
fects are also major sources for spreading the malaria in-
fection in tropical and nontropical areas around the globe.
+e major carrier of these malaria parasites is female
mosquitoes, and these types of environments can be too
friendly for their growth. +e environment conditions are
also considered in this research paper as a data component
for the prediction of malaria.+e different sources have been
utilized for the collection of environmental data the online
resources such as weather.com and local metrological de-
partment data are themain contributor to this research, such
as maximum temperature, minimum average temperature,
humidity, rainfall months, and how many malaria cases are
reported during that period. +e humidity will increase
during the rainfall seasons, and that is the period in which
mosquitoes will grow in more numbers. After that these
cases will be categorized as per the type of parasite infections.
+is will help near about 85% accurate prediction of malaria
disease.

3.3. Influence Diagram. Howard [34] has developed an in-
fluence diagram which is known as relevance diagrams.
+ese diagrams are based on acyclic directed graphs for the
solution of decision issues. +e motive behind this influence
diagrams was to get a higher rate profit by selecting alter-
native decisions from given values. +e influence diagrams
are the same as BNs for the complete overview of domain
architecture such as the structure of the decision problems.
+e influence diagrams are further divided into four nodes
which are decision, chance, deterministic, and values and
two kinds of arcs which are influences and informational.
Typically, an arc in an influence outline indicates an in-
fluence, such as the way that the node at the tail of the
circular segment impacts the worth or the probability dis-
semination over the potential estimations of the node at the
top of the arc. A few arcs in influence graphs have causal
importance. Specifically, a guided way from a choice node to
a possibility node implies that the choice (for example,
control of the diagram) will affect that opportunity node in
the feeling of changing the probability appropriation over its
results.

In Figure 2, the sample influence diagram is shown and
can be obtained from the factorized form and where directed
edges represent direct dependencies and the absence of
edges shows the conditional independence. +ese types of
the model are also known as belief network (BN) or
graphical models and causal network as well. BN or BN is a
directed acyclic graph represented with pairs G (V, E). V
stands for vertices or nodes which represents random
variables (events) in our case symptoms and environmental
variables, and E stands for edges or links between nodes
which shows a causal dependency relationship. A direct link
from variable X-Z indicates that X can cause Z, or, in BN
terminology, X is a parent of Z, and Z is a child of X. P is a
probability distribution over vertices V. Discrete random
variables are assigned to the node variables representing a
finite set of mutually exclusive states and interpreted with a
CPT that represents the conditional probability of the

variable given the values of its parents in the given graph. In
our proposed BN model, nodes are symptoms of malaria
disease and environmental variables.

3.4. Conditional Probability Tables. It is a common obser-
vation that the effects of direct or indirect factors on the
number of events are very difficult to model. However, BN is
considered a very easy and powerful framework for
graphical modeling of cause-effect relationships between
different variables using influence diagrams. +e sample
CPT is shown in Figure 3.

+e BN is divided into two parts: one is the qualitative
part and the other is the quantitative part. +e qualitative
part is based on structural modeling and learning, which is
used to make the structure of a directed acyclic graph (DAG)
which is made of a set of vertices (nodes) and directed
arrows (edges) which show the parent-child relationship
between nodes. When two nodes are connected directly by
an edge, the node with a link directed to a successive node is
called a “parent node” of the succeeding node. +e subse-
quent node is called a “child node.” Child nodes are also
known as conditionally dependent nodes on their parent
nodes. For instance, nodes Z and Y are the parent nodes of
node X (Figure 2). +e quantitative part of a BN is also
known as parameter learning, which is used to find out the
conditional probability distribution of each node, according
to the established BN structure of the proposed scenario
which is based on Bayes’ theorem. +e same scenario has
been used in our proposed BN prediction model where
symptoms are given to the BN model and the CPT has been
calculated using Bayes theorem.

4. Results and Discussion

For the prediction of malaria disease based on environmental
information and the patient’s symptoms by using the prob-
abilistic model, for a better prediction with less time, the BN
model is used in this paper. If the patient is not diagnosed at
the early stage of this parasite virus, then this will be life-
threatening for them. +e malaria disease exists in the un-
derdeveloped countries where a shortage of experts as a la-
borite’s technician to diagnose it. As technology evolved such
as IoT networks and AI in the field of healthcare systems, by

Y Z

X

P (x, y, z) = p (x|y, z) p (y) p (z)

Figure 2: Sample influence diagram.
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utilizing these two technologies, the malaria disease can be
predicted at an early stage around 80–85%. +e current re-
search has been done in the diagnosis methods which are
processed by microscopic tests. +ere are chances that the
medical staff can be infected from this virus. +e proposed
model in the research paper will predict malaria disease re-
motely with the help of IoT devices and sensors. +e envi-
ronmental information has been collected from various
sources regarding weather conditions of those tropical and
nontropical areas where the malaria parasites exist. +is
disease spreads due to the bites of female mosquitoes with the
infection of parasite virus so that there is also the season of
rising these mosquitoes in different weather conditions. +e
humans may be infected more during more rain falling and
humid conditions. Or they may be at the start of winter or the
end of winter. However, the study suggests that this infection
rate increases during the few last months of summer because
in this period themosquitoes are rising toomuch due to heavy
rain falls and humidity. In this paper, at least 16 types of
environmental and patient’s symptoms have been considered
for the probabilistic.

For data description, two types of data are collected from
the patient’s symptoms and environmental data. +e pa-
tient’s symptoms are collected from the Peoples Medical
Hospital (PMH) Shaheed Benazirabad, Nawabshah, Paki-
stan, regarding infected patients. And the environmental
data are collected from online resources. +e collected data
are shown in Table 1.

4.1. Bayesian Network Model. +e BN architecture is a
graphical representation, which demonstrates it as a quali-
tative base for the communication between variable sets
within a model. +e architecture of the directed graph could
be cloned into the fundamental construction for the designed
domain, or it may not be necessary. At the point when the
structure is causal, it gives a helpful, measured knowledge into
the associations among the factors and considers the pre-
diction of impacts of outside control. In light of the restrictive
conditions, a BN factorizes the joint dissemination of factors.
+e BN registers the circulation probabilities in a given ar-
rangement of factors by utilizing earlier data of different
factors by Jensen [8]. +e arrangement of nodes and coor-
dinated circular segments are the attributes of a BN, where
nodes speak to the framework factors and the bend speaks to

the reason impact relationship of conditions among the
factors. Every node has its likelihood of an event. On account
of a root node, such likelihood is from the earlier one and is
resolved for the others by surmising.+e nodes which are not
coordinated towards some other nodes are the parent nodes.
A youngster node is a node where a node gets any edge/
coordinated curves. +e probabilities of parent nodes and a
restrictive likelihood (CPT) were the bases for BN calcula-
tions. +e model has been created using GeNIe/SMILE [35].
+e CPT contained the data for contingent probabilities.
Figure 4 shows the sample BN model.

BS is noncyclic coordinated diagrams that represent to
factorizations of joint probability appropriations. Each joint
probability dissemination over n arbitrary factors can be
factorized in n times and composed as a result of probability
disseminations of every one of the factors contingent on
different factors. +e basic properties of Bayesian networks,
alongside the CPT related to their nodes, take into account
probabilistic thinking inside the model. Probabilistic
thinking inside a BN is prompted by watching proof. A node
that has been watched is called a proof node. Watched nodes
become launched, which implies, in the least difficult case,
that their result is known with sureness. +e effect of the
proof can be spread through the system, changing the
probability conveyance of different hubs that are probabi-
listically identified with the proof.

4.2. BN Model Trained Data. +is cycle sums at the estab-
lishments to a dull use of Bayes’s hypothesis to update the
probability appropriations of all nodes in the system. Var-
ious methods of applying Bayes’ hypothesis and distinctive
requests for updating lead to various calculations. +e
current calculations for thinking in BS can be partitioned
into three gatherings: message passing, chart decrease, and

Table 1: Data description table.

Description Value
Total record 250
Training 150
Testing 100
Patient’s symptoms
Fever

13

Chills
Sweats
Shaking
Jaundice
Headache
Fatigue
Low energy
Nausea
Vomiting
Myalgia
Stomach upset
Diarrhea
Environmental data
Rainfall

03Humidity
Temperature

Variable X
Y Z Yes No

Yes Yes 0.55 0.45
Yes No 0.4 0.6
No Yes 0.55 0.45
No No 0.9 0.1

Variable Y
Yes 0.4
No 0.6

Variable Z
Yes 0.2
No 0.8

Figure 3: Sample CPT.
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stochastic reenactment. +e express portrayal of freedoms
takes into account the expanded computational manage-
ability of probabilistic thinking. Probabilistic surmising in
separately associated BN is proficient. Sadly, careful calcu-
lations for duplicate associated systems are obligated
to exponential multifaceted nature in the number of nodes
in the system. +e environmental information and patient’s
symptoms are trained in the BNmodel as shown in Figure 5.

4.3. Testing of Proposed BN Model. To test the samples, the
proposed BN model has been used to predict the occurrence
of malaria in a particular patient. Figure 6 shows the result of
the proposedmodel applied to the data of a patient. Different
symptoms and environmental data have been given to the
model, and the model reported the accuracy 81%. 100
samples are tested on the proposed BN model.

Figure 7 shows the negative test result of a patient.

4.3.1. Conditional Probability Table Generation. In the
probabilistic domain, the graphs or diagrams will show a
much more detailed view of information regarding archi-
tecture but not about the numerical informational. +ose
values are encrypted into conditional probabilistic delivery
matrices which are equal to the factorization form and these
are known as CPT connected with the nodes. Significantly,
there will consistently be nodes in the system without any
forerunners. +ese nodes are described by their earlier
negligible probability dissemination. Any probability in the
joint probability dispersion can be resolved from these
expressly spoken of earlier and restrictive probabilities. After
data collection, there is a need of preprocessing those data
for training and testing of the BNmodel with respect to CPT
for the prediction of malaria disease. And after that, this
information will be preprocessed into the BN model along
with an influence diagram and CPT for the prediction of
malaria disease. With this, malaria disease can be predicted
at an early stage, and due to this, the life of the patient can be
saved.

4.4. Proposed BNModel Evaluation. A confusion matrix is a
matrix that can be used to measure the performance of the
classifier in supervised ML methods. It is used to evaluate the
performance of the classification model on the given test data
set whereas truth values are given. +e confusion matrix has
been used to visualize the accuracy of a classifier by com-
paring the actual data and predicted data classes. In this
research work, 100 patient’s records are used to test the
performance of the proposed BN model. Our model out of
100 records correctly classified 81 patients as malaria positive
and 19 correctly classified as negative. +erefore, the overall
accuracy of the classifier is 81% shown in Table 2. After
accuracy measurements, the F1 score is also very important to
understand the performance of the classifier which shows the
weighted average of Precision and Recall. In some problems,
the F1 score is considered more useful than accuracy when
there is an uneven class distribution of the features.

+e statistical significant test is used to measure the
probability of different observed relationships of the data and
provide the important information regarding the proposed
research findings. However, statistical significance may report
confusing results due to less numbers and does not have any
relationship with practical findings of the particular research.
Nonstatistical significance does not mean that there is no
significant difference between the different groups or shows
no effect of the findings by Amrhein et al. [36].

4.5. Computational Complexity of Probabilistic BN Model.
It has been remembered that the complexity of proba-
bilistic models comes in the category of NP-hard in
worst-case scenarios because the complexity of these
probabilistic models is based on the exponential growth
of the CPT in the number of parents and structural
modeling problem of connectivity of DAGs. If the
number of nodes increased, CPT becomes more complex;
for example, if there are 10 nodes, then 2048 parameters
are there, so care must be taken in mind when using
probabilistic inference.

Malaria
Prediction

Headaches Fatigue Low
energy

Nausea

Vomiting

Fever

Chills

Sweats

TemperatureHumidityRainfallDiarrhea

Stomach
upset

Jaundice

Myalgia

Shaking

Figure 5: Proposed trained BN model.
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Figure 4: Proposed BN model.
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Malaria prediction

Yes 81% 
No 19%

Myalgia

Yes 75%
No 25%

Stomach upset

Yes 85%
No 15%

Diarrhea

Yes 85%
No 15%

Fever

Yes 100%
No 0%

Chills

Yes 50%
No 50%

Rainfall

Yes 90%
No 10%

Avg. humidity

Yes 88%
No 12%

Avg. temperature

Yes 85%
No 15%

Sweats

Yes 70%
No 30%

Shaking

Yes 100%
No 0%

Vomiting

Yes 100%
No 0%

Jaundice

Yes 60%
No 40%

Headache

Yes 85%
No 15%

Fatigue

Yes 100%
No 0%

Low energy

Yes 70%
No 30%

Nausea

Yes 80%
No 20%

Figure 6: Proposed BN model predicted positive malaria disease.

Malaria prediction

Yes 20%
No 80%

Myalgia

Yes 75%
No 25%

Stomach upset

Yes 85%
No 15%

Diarrhea

Yes 85%
No 15%

Fever

Yes 0%
No 100%

Chills

Yes 50%
No 50%

Rainfall

Yes 0%
No 100%

Avg. humidity

Yes 55%
No 45%

Avg. temperature

Yes 85%
No 15%

Sweats

Yes 70%
No 30%

Shaking

Yes 0%
No 100%

Vomiting

Yes 0%
No 100%

Jaundice

Yes 60%
No 40%

Headache

Yes 0%
No 100%

Fatigue

Yes 100%
No 0%

Low energy

Yes 70%
No 30%

Nausea

Yes 80%
No 20%

Figure 7: Proposed BN model predicted negative malaria disease.
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5. Conclusion

Malaria is a life-threatening disease to the patients if it is not
detected timely. For quick detection of this disease and
without infectingmedical staff from this virus, in this research
paper, the AI method of BN is used for the prediction of
malaria disease. +e two kinds of parameters, the environ-
mental information and patient’s symptoms, are considered
to predict it. In this process, the environmental information is
collected from various types of online resources and local
metrological departments of the respective areas regarding
weather condition predictions. For this, the weather condi-
tions are collected from tropical and nontropical countries of
the world because, as per old or current research, these
countries are still more affected by malaria. However, in these
countries, the mosquitoes with the virus of parasites are at
rising in the season especially in summer and at the start or
end of winter. +e weather conditions are included in the
proposed system which are rain falling, humidity rate, and
weather is hot or cold, taken as input into the proposed
framework. In this paper, we have used the BN model to
predict malaria disease using different symptoms and envi-
ronmental data. We used BN-based inference from the Ge-
NIe/SMILE tool to train and test our proposed framework.
We built our own BN model and trained on our data set.

+e proposed model could correctly predict malaria as
positive or negative. +ere are 13 different symptoms of
malaria, and 3 environmental factors are used in our pro-
posed system. In this paper, we present a framework based
on the BN model for the prediction of malaria disease which
provides 81% accuracy of results on a given data set.

+e main contribution of this paper is to use clinical
diagnosis of symptoms of any disease is based on visual
features that showed by patients. +is method seems to be
useful where there is no any urgent facility of testing the
blood samples are available at early stages of the disease, and
this may be helpful to control this disease to prevent the
human life. In this research paper, additional feature of
environmental conditions is also considered which may help
to diagnose the patients properly.

+e BN inference model is considered an NP-hard
problem due to the increasing number of parent nodes in the
influence diagram. +e CPT also becomes complex which
creates a problem for the machine. +erefore, care must be
taken into account when selecting the nodes for designing
any probabilistic model.

5.1. FutureWork. In future work, there may be a possibility
to increase the data set to get a more accurate result. Even
there is a huge possibility of using a different variation of the
BN model for the prediction of malaria and many other
diseases also. For the collection of data regarding patient’s
symptoms and environmental information, the IoT devices
and sensors will play a vital role. Due to the combination of
AI and IoT technologies, the prediction of malaria or other
diseases can be detected at an early stage.

Data Availability

Two types of data are collected from the patient’s symp-
toms and environmental data. +e patient’s symptoms are
collected from the hospitals regarding infected patients.
And the environmental data are collected from online
resources.
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Table 2: Confusion matrix.

Actual

Predicted
Yes No

Yes 46 14
No 5 35

Measure Value Derivations
Sensitivity 0.9020 TPR�TP/(TP + FN)
Specificity 0.7143 SPC�TN/(FP +TN)
Precision 0.7667 PPV�TP/(TP+ FP)
Negative predictive value 0.8750 NPV�TN/(TN+FN)
False positive rate 0.2857 FPR� FP/(FP +TN)
False discovery rate 0.2333 FDR� FP/(FP +TP)
False negative rate 0.0980 FNR� FN/(FN+TP)
Accuracy 0.8100 ACC� (TP+TN)/(P +N)
F1 score 0.8288 F1� 2TP/(2TP + FP+ FN)

Mathews correlation coefficient 0.6288
TP∗TN-FP∗FN/sqrt

(TP+ FP)∗(TP+ FN)∗(TN+FP)
∗(TN+FN)
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Magnetic resonance imaging (MRI) is precise and efficient for interpreting the soft and hard tissues. Moreover, for the detailed
diagnosis of varied diseases such as knee rheumatoid arthritis (RA), segmentation of the knee magnetic resonance image is a
challenging and complex task that has been explored broadly. However, the accuracy and reproducibility of segmentation
approaches may require prior extraction of tissues fromMR images.,e advances in computational methods for segmentation are
reliant on several parameters such as the complexity of the tissue, quality, and acquisition process involved. ,is review paper
focuses and briefly describes the challenges faced by segmentation techniques from magnetic resonance images followed by an
overview of diverse categories of segmentation approaches. ,e review paper also focuses on automatic approaches and
semiautomatic approaches which are extensively used with performance metrics and sufficient achievement for clinical trial
assistance. Furthermore, the results of different approaches related to MR sequences used to image the knee tissues and future
aspects of the segmentation are discussed.

1. Introduction

Arthritis is one of the serious, prevalent joint diseases that
cause disability and health issues in a large population.
,is arthritis is categorized with progressive degradation
of joint tissues with a variety of abnormalities [1] and is a
serious issue in recent years. Nearly sixty to seventy
percent of people older than 60 years suffer from arthritis
[2, 3]. Osteoarthritis is the damage of joint cartilage and
leads to damage of functionality in the knee and hips, and
the early signs can be observed with tears in cartilage. But
rheumatoid arthritis is an autoimmune disease that
largely affects the soft tissues around joints, bones, and
cartilage. ,erefore, the thickness and volume of the knee
joint are the important parameters to evaluate rheuma-
toid arthritis.

Different imaging modalities can be deployed to estimate
the quantitative measures of knee arthritis. But the ability of
magnetic resonance imaging to provide the quality imaging

of bones with soft tissues, cartilage, and tendons as illus-
trated in Figure 1, for the diagnosis and treatment of diverse
diseases, is extensively utilized. Magnetic resonance images
provide information about damage and inflammation with
more sensitivity than other modalities. ,e magnetic reso-
nance images may contain hundreds of slices depending on
the sample rate. ,e magnetic resonance images are a
valuable instrument for the treatment and study of different
ailments. ,e significant cost of labor, hours for analyzing a
single scan by the radiologist, and insensitive for detection of
progression of arthritis make the treatment more difficult,
expensive, and inefficient.

Regardless of which disease is under study, the pro-
cessing architecture includes a step known as segmentation
for extracting the quantitative measures. ,e segmentation
is a process of selecting the area of interest (AOI) con-
cerning certain characteristics. Let X, Y, and Z be a finite
grid of p, q pixels with Y set of intensities and Z objects,
respectively.
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X � (x � (p, q): p � 0, 1, . . . , p − 1, q � 0, 1, . . . , q − 1),

Y � (0, 1, . . . , y − 1),

Z � (0, 1, . . . , z − 1).

(1)

Let g: X⟶ Y and m: X⟶ Z denote the image and
an area, respectively. ,e image segmentation divides an
image g into Z-connected subimages.

,is process of segmentation is important in providing
the information about knee structure and the progress of the
disease to the radiologist for diagnosis. However, this is a
perilous and complex task for numerous reasons such as
irregular shape, size, and connecting tissues. ,erefore,
many studies have focused on the progress of different
methods to segment the knee magnetic resonance images
[4, 5]. Although many studies on automatic and semiau-
tomatic approaches are conducted, this segmentation from
the magnetic resonance image is a future research problem
[6] for the development of fully automated accurate and
precise techniques. ,us, this scientific review provides a
comprehensive knowledge of different computational
methods utilized for the segmentation of magnetic reso-
nance images. ,e review also focuses on exploring the
challenges during segmentation.

Consequently, articles were screened for selection based
on title and abstract. Only original papers that are published
in journals and conferences are selected. Books, book
chapters, reports, and thesis are excluded from selection
criteria. Articles that are written in English and focused on
rheumatoid arthritis disease are selected for research. Ar-
ticles written in other than English and not related to other
diseases are excluded. Articles using the machine learning
approach are included. Articles that entirely use image
processing methods are excluded from research.

,is scientific article is organized as follows: Section 2
discusses the challenges faced in the segmentation of
magnetic resonance images. Section 3 describes the various
approaches followed by automated and semiautomated
segmentation methods with their metrics in Section 4.
Section 5 includes discussion on existing work reviewed in
this article. Section 6 accomplishes the conclusion of the
review article.

2. Challenges in Segmentation of Magnetic
Resonance Image

In the recent past, several efforts have been made for the
segmentation of magnetic resonance images with the pro-
gression of arthritis. Generally, every algorithm is evaluated
with different parameters on the image. ,ese algorithms
work well with a few sets of data but do not provide efficient
performance measures. ,is is because of different features
associated with knee structure that result in difficulties with
the segmentation of magnetic resonance images.

2.1. Structure of Tissue. ,e structure of tissues is measured
in terms of thickness. In normal humans, the knee cartilage

density is about 2mm to 4mm with a curled surface with no
blood vessels, and this density decreases at the rate of ∼2.5%
to 50% [7, 8] every year in rheumatoid arthritis. ,ese
structures become thin and irregular in shape and are a
challenging task in all slices. However, the edges between
tibia and femur cartilage exhibit complications as repre-
sented in Figure 2(b), for providing reliable measures.

2.2.Magnetic Field Strength. ,e signal quantity in the mode
of fissile quality is determined in magnetic resonance im-
ages. As the frequency of the magnetic field, strength 1.5 T,
increases linearly, the signal-to-noise ratio (SNR) is am-
plified in magnetic resonance imaging [9]. Furthermore,
there is proportionality between SNR and scan time. An
increase in scan time increases the SNR value and often leads
to artifacts in the image. For a high field, i.e., 3 T or 7 T
strength, the visual quality and segmentation process of
cartilage are improved. However, in 3 T magnetic strength,
the T1-weighted images appear to be different than normal,
and in 7 T strength, the T2-weighted images interrupt the
scanning process and deploy more artifacts in the image
leading to difficulty in finding a region of interest and other
features [10].

2.3. Image Artifacts and Properties. MR imaging images are
always liable to dissimilar types of artifacts. ,ese relics are
represented in the form of the pulse signal, affected volume,
and chemical variations that precede an incorrect diagnosis.
,ese artifacts are instigated by the magnetic field, resulting
in uneven tissue representation. ,e chemical variations
result in shady and bright spots on the edges of the tissues.
,ese artifacts result in misinterpretation and may wrongly
include the area of interest consisting of artifacts. ,e de-
creased quality of the edges due to volume effect and var-
iations in signal intensities makes it difficult to develop
computational approaches.

,e local variation in tissue properties that exhibits
several problems within an image is identified as low visi-
bility areas. Figure 3 illustrates the variations and decreasing
the edge quality of the knee magnetic resonance image.

As discussed, several issues and challenges need to be
considered during the segmentation process for computa-
tional efficiency.,e above challenges discussed are not only
for automatic approaches but also for semiautomatic and
manual approaches. ,e various segmentation techniques
are reviewed and examined in the subsequent section.

3. Knee Tissue Segmentation Approaches

,e knee bone is the major and largest bone within the
human body and is the one that is most affected by rheu-
matoid arthritis disease. ,e cartilage and bone segments
and features are important for the study of this rheumatoid
arthritis disease. Recently, bone shape was proposed for
predicting the rheumatoid arthritis progression [12]. ,is
bone segmentation is a very critical assessment as connected
cartilage degeneration is possible after the reconstruction of
ACL [13]. In the class of approaches, the knee cartilage is
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physically or semiautomatically segmented, and area of
interest (AOI) is estimated. ,ere are numerous approaches
for segmentation of bone and cartilage that are reviewed in
this section, as illustrated in Figure 4.

3.1. Manual and Traditional Computational Approaches.
It is often seen that the traditional and manual methods used
for segmentation result in reliable outcomes. In these tra-
ditional and manual methods, the tissues are manually
segmented slice by slice from magnetic resonance images.
,ough the precision, sensitivity, and specificity of the

manual methods are considered as the gold standard and
high compared to automatic and semiautomatic techniques,
it requires time-consuming efforts by the experts and pro-
vides inter- or intraobserver inconsistency by different
professionals [14]. ,ese manual techniques are not prac-
tically utilized for clinical trials, for example, Figure 5
representing femur bone which is manually segmented.

,e manual strategy for the identification of segmented
regions from the medical image is implemented with high
precision. A statistical model [15] is developed to solve the
issues related to knee image segmentation.,is method used
60 images for identification of knee thickness with an

(a) (b)

Figure 2: (a) Irregular cartilage tissue. (b) Diffused edges between the tibia and femur bone.

Inclusion criteria Exclusion criteria

(i) Original articles and conference papers

(ii) Articles published in English

(iii) Disease related to only rheumatoid arthritis

(iv) Diagnosis using machine learning approach

(v) Articles only focused on diagnosis

(i) Books, book chapters, reports, and thesis

(ii) Articles written in other than English

(iii) Disease other than rheumatoid arthritis

(iv) Articles using completely image processing approach

(v) Articles related to treatment

Figure 1: Inclusion and exclusion criteria for selecting papers.

(a) (b)

Figure 3: Artifacts in kneemagnetic resonance image: (a) susceptibility and (b) artifacts produced by chemical (dashed arrow) and variation
artifact (arrow) (reproduced from reference [11]).
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extreme and tiniest density of the cartilage. ,e method was
used on the public dataset with 150 knee images [16], and
mostly the data consisted of T1-weighted images with an

index of ∼73% and ∼74% of femur and tibia segments,
respectively.

3.1.1. Region-Based Technique. A region or area is poised of
pixels of the neighbours, and the boundary is estimated by
the difference between two regions. In this article, we
discuss the most prevalent region-based techniques re-
gion growing and thresholding and edge-based method
[17]. ,e initialization and process of segmentation start
with some seed points. ,is process divides the regions
based on the intensity of the pixel. ,e process requires
only one seed point and homogenous properties of
neighbouring pixels. Figure 6 represents the region
growing technique, where two seed points are selected to
segment the tissue.

3.1.2. /reshold or Intensity-Based Technique. ,e simplest
and speediest method for segmentation is thresholding. ,e
method assumes the regions with a diverse gray level. ,e
diverse parts of the image are identified with histogram
intensity. ,e intensity is divided into twofold: the first
portion known as the foreground is having the pixel in-
tensity higher than or equal to a threshold, second portion
known as a background having the pixel intensity less than
the threshold value as shown in equation:

Research
methodology

Results

Discussion

Future plan

Literature search

Selection and
eligible papers

Benefits and
process of

applying ML 

Distribution of
papers by database

providers

Distribution of ML in
based on clinical

aspect

Identifying and
diagnosing RA

More parameters

Standardized data

K-nearest
neighbor [35]

Voxel classifier
[34]

Random forest
[54, 65]

Convolutional
neural network

[57]

Support vector
machine [27, 70]

K-means [69]

Other hybrid methods
[13, 15, 23, 37,
50–53, 58–60]
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Figure 4: Taxonomy used in this article.

Figure 5: Manual segmentation of femur bone.
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f(x, y) �
foregroundg(x, y)≥P

backgroundg(x, y)<P
 , (2)

where f (x, y) is the pixel strength at (x, y) location and P is
the threshold value. If the threshold value is inappropriate,
then it leads to inaccurate segmentation outcomes [18]. ,is
thresholding parameter occurs as a problem in magnetic
resonance images and makes an image partition complex.

,e global thresholding does not provide better results
for some types of images, like the images that do not have
low contrast and low pixel intensity across the image. For
these types of images, the thresholding provides a better
outcome in some parts of the image and fails in other parts of
the image [19]. In the local thresholding, the image is
partitioned into vertical and horizontal lines. ,e local
thresholding needs more time compared to global
thresholding.

3.1.3. Edge-Based Technique. ,e edges or boundaries are
relevant information in the image. ,e incidence of the
image is known by the number of changes in pixel strength
that is utilized for identifying the different regions of those
changes [20]. ,e automatic classification of boundaries is
achieved by some high filters that avoid low-intensity data
(uniform data) and preserves high-intensity data (edge
data). ,ese edges are extracted for utilization in sophisti-
cated approaches [21].,e tissues appear to be weak or break
that are not distinguishable by some methods with edge-
based region and distance information.

3.1.4. Atlas or Graph-Based Technique. ,e gray pixels of the
image are utilized to create a graph with gray indices [22].
,e atlas and graphs are designed manually by experts who
assign labels to the tissue structures. ,e segmentation
process is applied for transferring the image information

from labelled data to subjects. Hence, the efficiency of the
image segmentation relies on image registering and re-
semblance between subjects and atlas. ,e multiatlas
method [23, 24] that is a sequence of multiple graphs is used
to collect the information in terms of color, structure, and
texture of the tissues with gray values. Furthermore, the
image is partitioned into several multiple small regions and
segmented with foreground and background areas.

A three label approach that utilizes the atlas approach
[25] for bone and cartilage segmentation is applied and
evaluated on knee images. ,is study extensively described
the performance of different classifiers, and the mean Jac-
card value is 75.3% and 75.6% for femur and tibia bones.,e
graph method proposed in [26] offers a subject extraction
with dimensionality where the weights of edges are related to
boundary properties. ,e method evaluated the images
obtained from the OAI database with a better performance
parameter.

3.2. Fuzzy-Based Approaches. ,e fuzzy c-means approach
provides a better classification of medical images. ,e dis-
ease is being classified into four levels based on severity
which is introduced in [27]. ,e knee arthritis is categorized
as normal, minimal, doubtful, and moderate as per the
standard practice of the KL score. ,e morphometric
measures of the knee assigned as osteoarthritis are inves-
tigated with image processing methods. ,e outcomes in-
tensify and reinforce the traditional approaches with the
harshness of the application. ,e tissues such as gray-level
and white-level intensified are segmented with bias-filed
corrected fuzzy C-means in [28]. A combination of the level-
set and fuzzy method clusters the gray and white matter
from the magnetic resonance images.

,e graphical processing units are providing fast com-
putation along with the fuzzy method that is implemented in
[29]. A large dataset can be processed by accelerating the

. 

Point 1 

. 

Point 2 

(a) (b) (c)

Figure 6: (a) Initial image with two seed points. (b) Outcome of region growing for one seed point. (c) Outcome of region growing for two
seed points.
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fuzzy c-means with GPU to tackle the computational time
around 2.24 times faster. ,e specific region of interest
(ROI) is extracted, and the active contour of the cartilage
with noninterpolated areas is estimated in [30].,e identical
pixels are assigned with some classes by using the mem-
bership function to detect the pathological changes in the
tissue structure of the knee magnetic resonance image.

3.3.MachineLearningApproaches. In the recent past, a great
effort has been employed on machine learning practices for
solving the segmentation problem [31]. ,e unsupervised
learning approach does not need training or labelling the
data. ,e labelling of the image is accomplished by
exploiting shapes in the voxel strength features. ,e su-
pervised learning approach requires training for the algo-
rithm and learns from the voxel examples. ,e support
vector machines with multiple sets of images [32] are used
for the evaluation of knee cartilage with better sensitivity. 36
different dimensional features are selected and experimented
on 4 different classifiers with an AUC of 76%. ,e hidden
biomedical information is analyzed clearly for the pro-
gression of arthritis.

,e subcortical segmentation method is used to con-
struct the graph [33]. ,e reliable and automated seg-
mentation of structures from magnetic resonance images is
more important for shape analysis and volumetric study.,e
random forest classifier is used for assigning a cost for each
node in the graph and evaluates the dice index and putamen
measures. A method based on the K-NN strategy [34]
showed successful segmentation for cartilage.,e cartilage is
segmented from the background that leads to false-positive
values. Furthermore, the study was modified and presented
with SVM [35]. ,e main difficulty of SVM is the distri-
bution and independence of data instances. To incorporate
the contextual data such as intensity and structural infor-
mation, the ML approach builds feature vector [36] with
simultaneous use of multiple images.,emethod utilizes the
T1-weighted images for cartilage segmentation problems
that are multicontrast and deposited with fat and water
gradient. A method based on pattern recognition [32] for
gradient data of the knee cartilage segment reports averages
dice value to 0.76.

3.4. Deep LearningApproaches. A priori knowledge of shape
analysis using a convolution neural network [37] is proposed
that incorporates the SSM. ,e method uses 40 validation
and 50 subjects for the estimation of knee images. ,e voxel
accuracy of 89% is estimated with manual adjustment, and
the correlation between the developed method and the
ground truth is investigated. ,e automated segmentation is
based on the CNN approach [38]. ,is method applies
volumetric structure on images and manually segments the
magnetic resonance images. ,e automatic segmentation of
images achieved better outcomes with a dice similarity score
of 0.95 and a precision of 0.95 on femur tissue.

,e contextual constrained neural network combined
with level set evolution [39] is used for the segmentation of
knee magnetic resonance images. ,e movement of the

patella in the knee T2-weighted image should be normal, so
tracking this with segmenting the femur and patella is re-
quired. ,e performance of the T1-weighted knee magnetic
resonance images in terms of ASD and RMSD is estimated
with the convolution network proposed in [40]. ,e deep
learning approach has some promising issues, such as high
dependency on the quality and amount of training data that
tends to overfit of data [41].

,e 3D deformable approach introduced in [42] uses
CNN with 3D simplex deformable modeling. ,e method
performs pixelwise, multiclass classification which has been
tested on the public knee image dataset. ,is method
provides state-of-the-art performance with superior accu-
racy and segmentation error of VOE. An extended version of
the method is proposed in [43] for segmenting the cartilage
lesion detection. ,e T2-weighted fast spin-echo magnetic
resonance images of 175 subjects are used with CNN. ,e
ROC and k statistics were used for analyzing the perfor-
mance and intraobserver detection of cartilage lesions. ,e
volumetric assessment of knee cartilage is introduced in
[44]. ,e dice score and VOE are estimated for different
architectures using the CNN approach.

4. Performance of Segmentation Approaches

Most of the studies that involve segmentation of the cartilage
have been evaluated by estimating the performance pa-
rameters against the ground truth.,is ground truth is being
prepared using manual extraction methods by an expert. To
estimate the efficiency of progressive methods for estimating
the cartilage boundaries, different metrics such as sensitivity,
specificity, reliability, dice similarity coefficient (DSC), ac-
curacy, and efficiency are considered from [6, 45, 46]. Based
on the ground truth and developed methods, the sensitivity,
specificity, DSC, and accuracy are measured using equations
(3)–(6), respectively:

sensitivity �
TP

TP + FN
, (3)

specificity �
TN

TN + FP
, (4)

DSC �
2TP

((TP + FP) +(FN + TP))
, (5)

accuracy �
TP + TN

TP + TN + FP + FN
, (6)

where TP is true positive, i.e., area correctly labelled as
cartilage area, TN is true negative, i.e., area correctly labelled
as noncartilage area, FP is false positive, i.e., area incorrectly
labelled as cartilage area, and FN is false negative, i.e., area
incorrectly labelled as noncartilage area. ,ese parameters
are estimated with base values over the segmented areas.

Sensitivity is the parameter for a ratio of true positives
and measures approximate to 100% for accurate classifi-
cation of cartilage areas of ground truth and developed
methods. In this parameter, the total quantity of small false
negatives represents high sensitivity. ,e specificity
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parameter provides the ratio of true negatives that are ap-
propriately identified through comparative analysis. A
combined effect of both sensitivity and specificity reflects the
best efficiency of the developed approach. Accurateness is a
measure for representing the ground truth agreeing with the
developed methods. It shows how many correctly classified
cartilage areas are included and noncartilage areas are ex-
cluded. Other performance parameters are also considered
by many researchers.

4.1. Automatic Segmentation Approaches. Automatic seg-
mentation frommagnetic resonance image is being achieved
for widespread studies in rheumatoid arthritis, which makes
the process that requires to be accomplished fast and
consistent. Research provides more sophisticated methods
to segment the images and moves towards an entirely au-
tomatic process. Once the tissues are segmented, the
quantitative or measurable analysis is carried out by esti-
mating the volume, density, and structure of the tissues.
Most of the automated techniques that are grounded on
voxel arrangement require a large number of training
dataset. ,e most used machine learning approach is
K-nearest neighbour applied with a multivariant classifier.

Several studies have discussed the utilization of voxel
classification to segment the tissues. Although these voxel
methods can segment the magnetic resonance images, the
data required is the primary concern. ,e main limitation of
this kind of method is the generation of a new dataset. ,e
automatic methods used by different researchers with dif-
ferent metrics are demonstrated in Table 1. All methods
discussed in the table are utilizing intensity or pixel for the
computation. Generally, image segmentation can be
achieved by using numerous parameters such as edges,
regions, clusters, and image intensity. ,e threshold-based
segmentation approach is limited by tissue properties such
as (a) varying intensities of cartilage region, (b) low signal
intensity, and (c) low visibility of tissues.,e development of
these techniques is still under research, and a lot yet has to be
discovered. Current developments in the area of segmen-
tation have been aimed at multiple pulse sequence of
magnetic resonance images.

To automatically segment the tissues from the magnetic
resonance image, the successive approach is performed with
automated segmentation by extracting probabilities using
the k-NN classifier. ,e statistical shape and models are
more precise segmentation methods. However, the utiliza-
tion of these methods has some limitations due to the
initialization of sensitivity [62].

4.2. Semiautomatic Segmentation Approaches. ,is ap-
proach requires minimal user intervention during the seg-
mentation process. ,ese approaches are considered for
reducing the efforts required for manual segmentation.
,ese approaches with the need for human interaction
complete some tasks of pattern recognition and image
processing. ,e semiautomated approach uses some of the
methods such as snake contours, gradient vectors, water-
shed, graph search, and region growing for segmentation. As

depicted in Table 2, the methods used for semiautomatic
segmentation have resulted in great success in extracting the
soft and hard tissue features. A repetitive averaging filter is
used for replicating Gaussian function in the deblurring
process. To dehaze the images by segmentation using the
super pixels technique [72], intensities are summed and the
transmission map is estimated. ,is method preserves the
features such as texture and edges of real-time images.

,e semiautomated approach requires less computa-
tional time and provides an accurate outcome in the studies
when compared with manual techniques, but includes the
human interaction, viewer inconsistency that needs to be
performed. Figure 7 represents the femur and tibia tissue
segmentation using the atlas-based approach for sagittal and
axial images. ,e method discussed in [14] provides a
multicontrast image that has a rich set of the feature given
for classifier using support vector machine technique.
Furthermore, besides the local features, the global features
are also included in the anatomical direction of femur and
tibia bones. SVM is extended, and new SVM-DRF includes
the independent estimation of pixels to incorporate the
spatial dependency between neighbouring pixels.

5. Discussion

,e assessment of tissues is the crucial stage in assessing the
progression of rheumatoid arthritis. ,e segmentation
process is not only needed for treatment but also used for
quantitative parameter estimation. ,is has become a need
due to complex variations related to different tissues in the
knee magnetic resonance image. ,e segmentation tech-
niques discussed above are broadly classified as traditional or
manual, machine learning approach, deep learning ap-
proach, automatic approach, and semiautomatic approach.
Manual segmentation is a tedious task and has result var-
iability amongst professionals within the same image
dataset. Semiautomatic segmentation is a less complex task
compared to manual segmentation but is the same in terms
of variations of manual segmentation. ,e intraobserver
reproducibility for the density is measured in several areas of
cartilage [73]. ,e discussed techniques are included such as
region growing, active contour, and graph-cut. All these
techniques require less human intervention and provide
better sensitivity, specificity, and dice similarity scores. To
overcome the drawback of inter- or intraobserver, many
researchers came up with automated segmentation ap-
proaches that are discussed and reviewed in Section 4.

Table 3, provides a comparative analysis of other articles
and this article.,is paper shows an indetail insight selecting
all the features related to rheumatoid arthritis. In Table 3,
this review work selects synovial fluid and meniscus that is
the main source for rheumatoid arthritis. ,e use of mag-
netic resonance images and machine learning approaches is
the key parameter for selecting the review articles. ,is
review gives an overview of different techniques utilized for
the segmentation of tissues with resolving major challenges
in the magnetic resonance image. ,e techniques available
require more time for computation for segmentation of the
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Table 1: Automated segmentation approaches.

Study MR sample Number of
subjects Methods used Efficiency measures

[47] 3D DESS 33 subjects Region growing and seed
selection

DSC 82.8%, 83.1%, and 72.6% for femur, tibia, and patella,
respectively

[15] T1-weighted 3D DESS 20 subjects Side selection and coupled
cartilage segmentation

DSC 0.80
Sensitivity 90.0
Specificity 99.8

[48] 3D DESS 20 subjects Spatial fuzzy C-mean DSC of femur, tibia, and patella are 87.1, 81.1, and 84.8,
respectively

[37] DESS 50 subjects Statistical shape model Accuracy 74± 5
DSC 86.1%

[49] 2D scan 100 subjects Random walker algorithm DSC 0.8758

[50] DESS 8 subjects DRLSE algorithm
DSC 90.28

Sensitivity 91.14
Specificity 99.12

[35] 3D DESS 10 subjects K-nearest neighbor
Sensitivity 84.2
Specificity 99.9

Dice volume 0.81
[34] 3D image 139 subjects Voxel classification DSC 0.80± 0.04

[51] DESS 13 subjects Hierarchical classifier and
random forest Surface positioning errors femur 0.03± 0.19 tibia 0.10± 0.17

[52] T1-weighted 3D SPGR
and T2-weighted GRE 9 subjects ,ree-label segmentation Median dice coefficient femur 0.935 and tibia 0.938

[53] 3D SPGR 155 subjects Longitudinal three label
segmentation

Femur DSC 75%
Sensitivity 78%
Specificity 99.9%

[54] Sagittal DESS 88 subjects Convolution neural
network DSC 83.8%

[55] DESS 40 subjects Active appearance model
(statistical model) RMSE for femur 1.49, tibia 1.21

[56] PDW TSE 14 subjects Distance-weighted
directional gradient Intensity level, 2∼4

[57] T1-weighted 30 subjects Multiatlas segmentation
constrained graph Femur average surface distance 0.36mm

[58] 2D ASM 140 subjects Rigid multiatlas registration Dice volume tibia 0.8 and femur 0.87

[59] T1-weighted SPGR 20 subjects Statistical method
DSC of femur 0.871, tibia 0.852, and patella 0.645. Sensitivity
of femur 0.947, tibia 0.949, and patella 0.909. Specificity of

femur 0.988, tibia 0.993, and patella 0.996.

[60] T1-weighted FS 14 subjects Validation of statistical
method Meniscus DSC 0.75, sensitivity 0.72, and specificity 1.00

[61] T1-weighted 100 subjects Coarse to fine method with
min-cut DSC of femur 0.947, and tibia 0.968

Table 2: Semiautomated segmentation approaches.

Study MR sample Number of
subjects Methods used Efficiency measures

[63] PDW SPAIR 12 subjects Random forest Femur DSC 94.9%
Tibia DSC 92.5%

[27] T1-weighted axial 103 subjects Support vector machine Accuracy 72%
[58] CCBR 159 subjects PLDS method Dice volume 0.82
[64] 3D SGPR 4 subjects Region growing Error −6.53%

[65] T1-weighted
image 5 subjects Active shape model Mean error −0.57

[66] Flash 3D 15 subjects B-spline with manual
adjustment Interobserver 3.3 to 13.6

[45] 3DMR 20 subjects Active contour ,ickness 0.996 and 0.998 for femur and tibia

[4] SPGR 7 subjects Watershed transformation
DSC 89.5%

Sensitivity 90%
Specificity 99.9%
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entire knee magnetic resonance image. Some of the auto-
mated and semiautomated approaches discussed above are
highlighted with the main strengths and drawbacks. How-
ever, the growing rate of data and increasing rate of com-
putational power make the machine learning and deep
learning approaches most promising for future applications
concerning IoT applications [79–83].

6. Conclusion

,is systematic review approximates themagnetic resonance
imaging key parameters reminiscent of rheumatoid arthritis.
Our nature of the study selects sensitivity, specificity, and
dice similarity index for an approximation of imaging re-
sults. However, from the results of our study, more frequent

Table 2: Continued.

Study MR sample Number of
subjects Methods used Efficiency measures

[23] 3D DESS 320 slices Graph-cut algorithm DSC 94.3%

[67] Flash GRE 50 subjects K-means with manual
adjustment

DSC 0.77 and 0.80
Sensitivity 83.1 and 85.3

Specificity 99.9 and 099.9 for femur and tibia bones,
respectively

[68] DESS 17 subjects Support vector machine DSC patella 0.82, tibia 0.83, and femur 0.86
[23] 3T MR images 10 subjects Graph-cut method DSC 0.943
[13] 3D DESS 12 subjects Active contour model Root mean square 0.8% to 1.3%
[69] 3D DESS 10 subjects Mesh morphing approach Mean S.D of femur 0.87, tibia 0.40 and, patella 0.53
[70] T1-weighted 15 subjects Watershed method Cartilage volume tibia 3.3mm

Figure 7: First row: segmentation of knee bone (left: original image, middle: automated segmentation, and right: segmented bone). Second
row (left: original image, middle: automated segmentation, and right: cartilage segmented) (reproduced from reference [25]).

Table 3: Comparative analysis with other published review articles.

Article
Datatype considered Medical disease

considered
Classification and summarization of existing work

Magnetic resonance
imaging Machine learning Cartilage Meniscus Ligaments and

lesions
Patella, tibia, and

femur bone
Synovial
fluid

[74] √ √ X X √ X X
[75] √ √ √ X X X X
[76] √ √ X √ X X X
[77] X √ X X X X √
[78] √ √ X X X √ X
,is
article √ √ √ √ √ √ √
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parameters for rheumatoid arthritis disease such as synovial
fluid volume, meniscus volume, the dissimilar structure of
tibia, femur, and tears of ligaments. Different segmentation
techniques are considered for review with pros and cons of
themselves that may increase the productivity of a novel
hybrid approach.

Our future work includes selecting more parameters
that are directly related to rheumatoid arthritis. ,e sy-
novial fluid and cystic lesions are the less considered
features than the cartilage and other bone tissues. ,ese
considered features may be used in the future for targeted
treatment, in those most required for rheumatoid arthritis
diagnosis.
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